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Abstract— Successful detection of people is a basic require-
ment for a robot to achieve symbiosis in people’s daily life.
Specifically, a mobile robot designed to follow people needs to
keep track of people’s position through time, for it defines the
robot’s position and trajectory.

In this work we introduce the usage of reflection intensity
data of Laser Range Finders (LRF) arranged in multiple layers
for people detection. We use supervised learning to train strong
classifiers including intensity-based features. Concretely, we
propose a calibration method for laser intensity and introduce
new intensity-based features for people detection which are (@) (b)
combined with range-based features in a strong classifier
using supetrvised learning. We provide experimental results to Fig. 1: People detection approach: (a) two layers of sensors
evaluate the effectiveness of these features. and people around the robot, (b) detection of body parts

This work is an step towards of our main research project of jn each layer (dark elliptical shapes) and people detection
developing a social autonomous mobile robot acting as member (cylinders)

of a people group.

[. INTRODUCTION One of the existing problems is how to correctly identify

Mobile robots are becoming a common part of daily life inpeople features (pair of legs) from laser measurementasArr
tasks like helping the development process in children dis wet al. [11] and Zivkovicet al. [12] useAdaBoostfor correct
as accompanying elderly people. Such robots are designéetection people features from LRF segments: using a set
to directly interact with people so one important requirame Of geometrical features from LRF range data (e.g., width,
is detection, recognition and tracking of people as well a§nearity, curvature, etc.), define weak classifiers ancthe
obstacles in the environment. There are several appro&zhedrain a strong classifier.
separate people from environment objects (people detdctio Despite simplicity in LRFs, planar 2D scan data (angle and
using robot sensory data: by identifying some features frofi@nge) is not enough to understand a 3D world. Occlusions
the body, by analyzing motion patterns of some segmengaused by obstacles becomes an important issue; consider
in data, by using one type or a fusion of sensors witffor example a person standing behind a desk or a dust bin,

complementary capabilities, etc. while he/she can be still detected using vision, perhapg onl
Vision has been widely considered for people detectiothe desk will be acquired by the LRF.
and position estimation, using stereo data, color distiobs, To overcome this limitation, we introduced a multi-layered

body parts detection from blobs, pattern matching, etc. [1arrangement of LRF sensors for people detection [13], under
6]. However vision-based people detection is still highlfthe concept that the partial occlusion of one layer does not
sensitive to changes in environment and setup conditiongffect detection in the other layers. In our system, sensors
and people position estimation turns becomes difficult frorareé arranged in layers (two sensors per layer) to scan all
a mobile platform. around the robot; also our system has two layers and data
On the other hand, Laser Range Finders (LRF) are dfm each layer is processed in parallel. From each layer
important part of surveillance and people detection an#@e find the body parts and combine them together for
tracking systems, and have important advantages like higi¢ople detection and position estimation. Fig. 1 represent
accuracy even at large distances, simplicity of usagée(tiit our layered approach, in Fig. 1(a) the multi-layered LRFs
no calibration/setup), robustness to changes in envirahmeobtain range and intensity data from people possibly having
wider view angles, high scanning rates, small data dimeslifferent laser reflection properties, and in Fig. 1(b) gsin
sionality thus less computing resources necessary, antl mgdnge-based and intensity-based features extract caedida
systems are even safe for human environments. Regardisgments for people detection.
people detection, human legs have been widely used asBesides range information, LRF sensors can also provide
features for human detection and tracking [7-11]. reflection intensity for every laser beam, this is the energy
of the reflected laser received in the sensor circuitry. This
Intelligent Robot Laboratory, Graduate School of Systemsl anproperty has been rarely used, one pioneer work using laser
Information Engineering, University of Tsukuba, 1-1-1 Tendai, . . . . .
Tsukuba City Ibaraki Pref., 305-8573, Japan, +81-20-g8as6 intensity from a mobile robot is attributed to Hancock [14]
{acs, ohya, yut a}@r oboken. esys. t sukuba. ac. j p where a model of laser reflection was proposed, characteriz-



ing the response of the reflected laser depending on surface the angular resolution of the sensor amg., is the
albedo, roughness, range to target, etc. Recently lasar-int maximum expected width of a person.
sity is gaining interest from the research community. N8cht  Also based on Arrast al. [11], we used the AdaBoost
et al. [15, 16] uses range and intensity data together withigorithm to train a strong classifiét to detect body parts.
Haar-like features for object classification. In Monternext  \We defined a set of: labeled training examples by manual
al. [17] laser intensity is used for extracting road lanes fron{abenng_ The final strong classifié{ is:
an autonomous vebhicle. _ T

We extend our work by introducing the usage of laser H(S) = sign (Et:1wt9t(5)) @
reflection intensity as a novel feature for people detedtion e \yeak classifier function, (S) evaluates theé-th feature
our multi-layered system. We propose a simple calibratiogt(s) as follows:
method of laser reflection intensity for low power LRFs and
use laser intensity as part of a segment classifier trainied us +1if 5404 (S) < 54,
AdaBoost. To our knowledge no other work considers laser 9:(5) = {_1 otherwise. @

reflection intensity for people detection. . S
y Peop ﬁ\daBoost allows learning the parametets: which is a

The rest of the paper is structured as follows: Section Weight applied to the weak classifier, ¢, the threshold
iefl i Iti-I I i o L
briefly describes our multi-layered people detection syste for the featureh, and s, € {+1,—1} the sign defining

In Section Il we explain and propose laser reflection inten- N . Lo
sity for people detection. Section IV presents experiment ne direction of the inequality7" is the number of weak

results of our people detection method and finally, concILF—IaFSS'f;ers' lassification is d tel | h
sions and future works are left for Section V. cature classiiication 1S done separal€ly per layer, there-

fore we trained two separated strong classifiég,, for
Il. SYSTEM OVERVIEW chest segments in the top layer aldowom for legs in the
bottom layer. The classification step concludes by labeling
Our main research problem aims to develop a companiaggments asandidateusing the output from botf,, and
robot with the particular objective to study the relatioipsh Hpottom, according to the segment's layer.
of an autonomous mobile robot as a member of a group of | [13] we proposed a method to combine candidate
multiple people in complex environments like public areassegments from both layers by defining a search radius of
where the robot is to move and behave like another membgr The chest segment is projected into the bottom layer
of the group. to search for the corresponding leg(s), if the distance from
As presented in our previous work [13], the currenthe chest segment to the leg segment is less thamve
implementation of our system has two layers of LRF sensorsjjccessfully detect a person.
the top Iayer located about 110cm and the bottom Iayer Regarding pe0p|e position, for every perstn we use
about 40cm from the ground. Each layer has two sensofise center of the chest segment as the expected position
facing opposite directions to produce3a0” representation ;. — [ 2w }T of the person. In a data association
of robot’s surroundings. From every layer, LRF data is firsgte o
divided into segments;, from each segment we computey
a set ofn featuresh(S;) € R™ which help classifying
segments as body parts (chests or legs).
Based on Arrast al. [11], we defined the following list

p, newly detected pers@H is associated with an already
own persorP;* from a list?*~" from time ¢ — 1. For
every new persor@ we find the cIosestP};1 using the
Mahalanobis distancé(i, k) with the estimated positions;
of features frofm everv searment: for P! and " for P~'. If the minimumd(i, k) is smaller
] y seg ' than somed,,.. = As then P! and ‘.Pfc‘l are associated
D NL_meer of points (N) of the segment.’ : in the new list?P’, else UAD‘Z? is regarded as a new person
2) Width (w), longest side of the segment's bounding boX, |, ded!. Tolerance to occlusions is achieved by relaxing
w = max(W, H), with W and H the sides of the box. ;s agsociation to allow single body parts, this is cantida
3) Size ratio (f), faﬂgxg‘;g}e sides of the segment's soqmants for which no corresponding part could be found in
bounding box¢ = :

i min(W,H) * _ the opposite layer, to become associated to known persons
4) Radius (R), from the best fitting circle. (partial associations).

5) Boundary length (bl), average distance between points

bl =L Ziii—ll D(fi, fis1)- [1l. LASERINTENSITY FORPEOPLEDETECTION
6) Boundary regularity (br): standard deviation of the Reflected intensity of laser depends upon several proper-
boundary length. ties:
7) Mean curvature (&): mean of the curvatures; from « Color
the triangle Af; 1 fifiy1, every three pointsg; = « Material and Roughness
DT FIDT f b7 A triangle’s area. « Distance to the source (sensor)

8) Normalized number of points (N), the ratio of the ~ « Angle of incidence
actual number of points and the maximum expected « Power of the laser beam, wavelength, etc.
number of points at a given rang§f,: 21\1,;;&7@9/2)1 Colors and materials of objects in indoor environments
where p is the range to the segment center, is (walls, doors, windows, metallic objects, etc.) are uguall



different from clothes. The intensity of the reflected laseB. Laser Intensity Features
beam is different from environment objects and from people, gnce |aser intensity is calibrated, the—calibrated—

and can be used for separation of people from environmemttensity meanuy and variances2 from Eq. 4, calculated for
objects and even some form of identification could also bgyery segment, serve to measure the intensity distribation
achieved with a proper laser characterization [14]. an object. We also consider how intensity changes between
consecutive pointg; and p;,, inside a segmenj using

A. Calibration of Laser Intensity i  intenait
ifferences of intensity:

The URG-04LX presents a characteristgigmoid curve . 4
for intensity decay with range. Based on ti@mpertz D;(i) =I(p]) — I(pl,4) (5)

growth function[18], we defined the decay function for i i , ) )
intensity as a function of range as: The variance of intensity differencess, also serves to

measure thentensity uniformityof an object: if the object
Fp(i) =a (1 —exp(bexp (cp;))) (3) has uniform reflection (i.e., a smooth surface with a single

h is thei-th b , is th ot color) thenc?, will be small as the differences tend to be
Wherep; 1S thei-th beam's range; 1S the Upper asymplote, ¢..o thisvariance of intensity differences:
b andc (both negative numbers) are decay parameters. Non-

linear least squares was used to find the paramétebsc). ) 1 X _ 5
This characteristic sigmoid form can be clearly apprediate °D; = N Z (Dj(l) - M'D_j) (6)
i=1

7000 Intensity dateze — where pip; is the average of such difference over all the

igmoid curveF, — points in segmeny.

6000

a = 6092.704 To evaluate the effect of laser reflection intensity for peo-
5000 ﬁ; jg%gé% 9 ple detection, we defined three experiment scenarios using

R? = 0.9884] actual range and intensity data from people and environment
objects. The experiments involve two people moving in a
narrow corridor and are wearing different colors (in thisea
dark gray and beige shirts). Fig. 3 presents scan data for
these three cases and their respective graphs of diffesence
10007 T T T of intensityD ;, detected people are represented in the figures
as cylinders. Case A in Fig. 3(a) shows persons PO and P1
Fig. 2: Intensity decay by varying distance for the URG=separated and correctly detected (marked here by cylinders
04LX sensor. Case B in Fig. 3(b) shows two persons standing very close
Fig. 2. This curve was obtained from a white targety(9@2, and their LRF segments cannot be separated (segment 1(t)).
0.13nm white bond paper) with an angle of incidence closéinally, Case C in Fig. 3(c) shows two persons and one is
to zero (vertical error bars for two standard deviati@as leaning against a wall (segment 2(t)).
data was collected during 6@t each range), the continuous The right column of Fig. 3 shows the graph of differences
curve corresponds to the functigh, fitted to white paper of calibrated intensityD for all the segments in the top layer,
data with the given parameters. including their respective variances?(). Other detailed
From a practical point of view, out/RG-04LX sensor information of these segments appears in Table I. One thing
is designed for small areas (maximum range is 5.6m) Sge can observe is that segments corresponding only to walls
its laser is emitted with very little power, specially when(segments O(t) and 3(t) in Fig. 3(a), segments O(t) and 2(t)
compared with LRF sensors like the SICKMS200 for in Fig. 3(b) and segment O(t) in Fig. 3(c)) have smatigy
ranges up to 80m. The intensity valilifor one object will ~since their reflective property is quite uniform.

Intensity
5
2

3000

2000

be different depending on the range to that object, limiting TABLE |: Segment parameters (top layer)
the applications of laser intensity. Therefore some form of .
normalization is sought so that an object can be detected for2 Sgg' 5 0’88052 5 0%?067 12f219 576%’ 557
its particular reflectivity (e.g., color, material, etcegardless A 1 | 0011512 | 0.008663| 3789 | 427.895
of the range. 2 0.018666 | 0.022276| 2.667 469.681
We consider the expression in Eg. 3 as the maximum 3 0.000736 | 0.000444| 116.857 | 5513.667
expected intensity for some distance, then we calibrate the 5 2 %%%%17052 8-8(1)22% 1214-(%%3 %72426314188
actual intensity valud; of the i-th laser beam as: 5 0.000091 | 0.000474| 113.436| 5893 558
. I; 0 0.000085 | 0.000962| 110.988 | 5073.084
J(i) = 7,(i) 4) C 1 -0.023403| 0.025974| 2.909 449.623
2

0.022062 | 0.029477| 8.759 | 4912.623

This expression reduces the sigmoid decay effect with range

to the object. However the laser reflected intensity still In Table | we include LRF range and intensity information

depends on several other properties such as indicated ,abdee each case (in this implementation we consider only the
which will be considered in a future work. top layer), segments corresponding to people (both segshrat
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(c) A person against a wall (Case C)

Fig. 3: Scan segments for three different cases: (a) twoopsrseparated, (b) two persons very close, (c) a person very
close to a wall, “(t)” stands for top and “(b)” for bottom.

and close) are highlighted with bold characters. From range IV. EXPERIMENTAL RESULTS

based features, segments from people have a small size ratigye yse four HokuyadURG-04LX range scanner sensors,
¢(which also serve as a measure of linearity) and also smglhich use a near-infrared (NIR) solid-state laser with/%@5
width w value. In the case of merged segments (two differeRgayvelength. For data processing and robot control we use a
objects very close forming one segment) separation of thgytepook computer with an Intel Core 2 Duo processor at
individual objects is difficult using only range-based teas. 1 g37H ., 2GB of RAM, running Linux (kernel 2.6.35) as
However we can observe that the variancg is large for  operating system. The processing time from sensor fusion to
all the scan segments from people, even the case of a Pers¥dple detection was in average’2, fast enough given the
segment is merged with the wall segment (segment 2 frobnsor's scanning speed of 108
Case C). Normally, URG-04LX’s range data consists in 682 points
circularly ordered from right to left and with an angular
We extended the list in Section Il with new intensity-resolution of0.36°. However, in order to obtain range and
based features for people detection. Once more, we Usflensity simultaneously from the sensor, the number of
AdaBoost to train two new strong classifier${, and scan points decreases to one half (341 points) and the
Hyoon) including these new intensity-based features. angular resolution becomés72°. LRF data was obtained
after warming up the sensors for aboutn@@s to avoid
range and intensity drifting due to changes in internal sens
9) Average intensity (us), the average of the calibrated temperature, in this work we do not attempt temperature
intensity. calibration of laser intensity.
10) Intensity variation (03), the variance of calibrated We evaluated our detection method in 3 different environ-
intensity. ments and conditions for a robot and a group of people:
11) Average difference of intensity(up), the average of ~ « A cluttered office area (“Office”)
the differences of calibrated intensity. » Several people around the robot (“Crowd”)
12) Intensity uniformity (¢3), the variance of differences ¢ Robot with people in narrow hallways (*Hallway”)
of calibrated intensity. In left column of Fig. 4 we show pictures of the different



relatively little cluttering, several objects and partanly
some glass structures which were misclassified as people
(9.4% false positive rate) and people walking too close to

@

. T Ep"? the walls largely accounts for the 13.2% false negative rate
AN = ’\cﬂ/ —
TABLE II: Multi-Layer detection rates
True Detection| False Positive] False Negative)
Office 83.3% 12.5% 4.2%
0.
1 157 Crowd 85.4% 3.0% 11.6%
, -?53_, P4 g (b) Hallway 77.4% 9.4% 13.2%

B. People Detection from Intensity-based Features

; Using same scan data from the previous test scenarios, we
repeated the detection evaluation but this time using laser
reflection intensity features and the strong classifiﬂfg,
andH,!... Detection results for every case are summarized
in Table Ill. In the “Office” test the number of false negatve
did not changed much due to the same problem explained

J.
A

Fig. 4: Scenarios and results of three different experisientabove, but the true detection rate increased 7.8%. In thex oth

L57m]

“Office” test (a) detected persaf0; “Crowd” test (b) 10 out tests, higher decrease in false negative rates was achieved

of 12 persons detecteB0 to P9 (missing persons marked in the “Crowd” test false negatives reduced 4.9% (true

with circles); “Hallway” test (c) detected people aR®, P1  rate increased 5.3%) and for the “Hallway” test the false

and P2. negative rate decreased 8.1% (true rate increased 10.8%).
Intensity-based features contributed importantly to thuce

scenarios, the robot position is marked with an arrow. Th&lisdetections.

“Office” test in Fig. 4(a) consists in an office area with book- TABLE Ill: Multi-Layer detection rates using intensity

shelves, desks, chairs and dust bins, with heavy cluttering

both top and bottom layers, one person moves around in front office
of the robot and behind desks. The “Crowd” test in Fig. 4(b) Crowd
is a wide environment with no cluttering but includes 12 Hallway

True Detection

False Positive

False Negative

91.1%
90.7%
88.2%

4.7%
2.6%
6.7%

4.2%
6.7%
5.1%

people of diverse sizes and clothes colors moving around the
robot. Finally the “Hallway” test in Fig. 4(c) consists inlg
and narrow passages with cluttering (shoe-racks, umbrella
stands, etc.), where the robot moved inside a group of three
persons (operated by remote control). In the right column of In this work, we presented a multi-layered people detec-
Fig. 4 we include snapshots of our detection system (darkéen system to simultaneously detect different body parts
points correspond to top layer). In every figure detecteiom people around a mobile robot. Detected body parts are
persons are labeled @ and marked with a cylinder. combined using a search method and then the position of
every person is computed using a simple data association
A. People Detection from Range-based Features method was used to improve position estimations. By al-
We include detection rates for every experimental case Iawing partial associations simple occlusion tolerances wa
Table Il, scan segments were manually labeled into pers@ghieved.
or not-person to establish the ground truth. The “Officet tes The sensor used has a fast intensity decay with range,
consisted in 368 multi-layer observations (parallel stansl a method for intensity calibration was introduced. With the
a total of 23003 segments, the true detection rate was 83.3%8nge-based features and the new intensity-based featares
false positive rate was 12.5% due to misclassification dfained two strong classifiers to detect body parts.
books in top layer and chairs in the bottom layer, and a false As future works, we plan use our detection method in more
negative rate of 4.2% due a person walking behind desksalistic environments like public areas and outdoor areas
and not being detected immediately after reappearing. The evaluate its effectiveness, particularly of the intgnsi
“Crowd” test consisted in 164 observations (6351 segmentbpsed features. Separation of merged LRF segments of very
for a true detection rate of 85.4%, complete occlusionslose objects from their different reflection propertied e
(people walking behind people and very close) is largelglso considered. Other future steps of this research ieclud
responsible for the 11.6% false negative rate. Finally thadaptation to changes in group formation, obstacle avoian
“Hallway” test had 1238 observations (27662 segments) fanside the people group and from external objects, and
a detection rate of 77.4%, although this environment hasssigning different roles (lead, middle, tail) inside theup.

V. CONCLUSIONS ANDFUTURE WORKS
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