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Characteristics of the Convective
Heat Transfer Coefficient
at the End Winding
of a Hydro Generator
The focus of this paper is a computational fluid dynamics (CFD) analysis of the end wind-
ing region of a hydro generator as basis for development of correlations between the con-
vective wall heat transfer coefficient (WHTC) and speed and flow rate parameters. These
correlations are used as boundary conditions for thermal networks. Furthermore, there is
also a focus on the influence of the numerical settings on the correlations. This work
deals with a reduced numerical model which is designed to calculate a hydro generator
fast and accurately by using a steady-state simulation with the mixing plane (MP)
method. [DOI: 10.1115/1.4028978]

1 Introduction

There are two states-of-the-art methods for designing an electri-
cal machine in relation to the thermal management. The first pos-
sibility is the use of thermal and flow networks which are similar
to electrical circuits. They illustrate the flow path through a
machine and work with lumped parameters at connecting nodes.
Networks need input of pressure loss coefficients and convective
WHTCs. These parameters are based on approximated formulas
[1,2], literature [3], empirical data [4], or CFD simulations [5].
Having to find these parameters is a challenging task when using
these networks. However, using thermal and flow networks is a
fast and accurate method for the design of the cooling system.

A second approach is the use of CFD. Calculating the 3D flow
through a generator offers a wide range of results which can verify
the network calculations or create input parameters for them. The
effort and the accuracy of a CFD simulation depend strongly on
the used numerical model, the calculation approach, and the mesh
density. CFD computations result in the description of the detailed
flow through the machine and can help to optimize the cooling.
Their disadvantage is the large computational effort needed.

A review paper on the design process of the ventilation system
of a generator using both networks and CFD computations is Ref.
[6]. It describes the implementation of these methods for electrical
machines as well as their advantages and disadvantages.

Among the publications applying fluid flow computations of
hydro generators, several use a state-of-the-art pole sector model
(PSM). For example, Refs. [7] and [8] have modeled one

pole-sector of the generator with all end winding bars and stator
ducts for this sector. These models have an enormous amount of
elements and need a number of days for the calculation. Further-
more, in Ref. [9], an experimental validation of the CFD simula-
tion with conjugate heat transfer (CHT) of a scaled generator
model is presented. The CHT method solves the heat conduction
in the solid with sources of the electromagnetic losses. Another
test rig of a small-scale generator is described in Ref. [10]. The
generator has been simulated numerically and the experiment
yielded flow measurements and flow visualizations at the inlet and
outlet. The simulation and the experiment exhibit qualitative
agreement and show the influence of the end winding and inlet
geometry on the flow path. Further examples of using the PSM
are Refs. [11] and [12]. All these papers are devoted to the pole
region and the stator ducts and pay no attention to the winding
region of large hydro generators.

The PSM leads to an accurate method, but it is hardly possible
to carry out a comprehensive parametric study using it. Indeed,
the computation time for a PSM of a whole generator is very time
consuming due to the high number of elements.

Following Ref. [6], the purpose of this work is to provide a con-
tribution to the determination of the end winding WHTC as an
input parameter in thermal networks. The WHTC is computed
using CFD simulations. A parametric study covers the range of
parameters most influencing the cooling flow through the end
winding bars. These are the mass flow rate, the circumferential
velocity of the fan, and the rotational speed. Due to the fact that
using a PSM would lead to unacceptable computation times, a
reduced model has been developed to simplify the PSM and speed
up the simulation.

This paper is structured as follows. After introducing the inves-
tigated generator in Sec. 2, Sec. 3 focuses on the numerical simu-
lation with the background theory and methodology of CFD and
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the explanation of the reduced model. Section 4 will show the
results of the numerical investigation and an estimation of its
accuracy.

2 Hydro Generator Investigated

The hydro generator presented in Fig. 1 is ventilated by a radial
fan. The fan is not modeled, because this part would produce a
large number of elements and further increase the calculation
time. The estimated flow parameters of the ventilator are given to
cover a normal cooling operating field of the hydro generator.
These parameters are the circumferential speed, the volume flow
rate at the outlet of the fan, and the rotational speed of the rotor.
This reduction is the first point to save elements and computing
resources. Other simplifications will be described in Sec. 3. Table
1 shows some important technical values of the machine.

3 Methodology of the Reduced Model

The dimensions of a generator can reach up several meters and
contain a large fluid volume. This volume is split into smaller sub-
domains to analyze the fluid flow and heat transfer by means of
partial differential equations. As a result of these considerations,
the number of elements can be more than 100� 106 to get accu-
rate results. Figure 2 shows a symmetrical half of a large hydro
generator in the axial direction with the most important
components.

Due to the large frame size of hydro generators, it makes sense
to use the symmetries of the machine and reduce the model geom-
etry. A generator is assumed symmetric in axial and circumferen-
tial direction. The model has the dimension of one pole sector
after these simplifications.

The second step is the reduction of this state-of-the-art PSM.
The idea has been to reduce every component to its minimal
required circumferential extension. Therefore, the domains inlet
and rotor have a circumferential range of one pole. The domains
top bar, bottom bar, stator ducts, and outlet area are reduced to
one slot sector. This reduced model is illustrated in Fig. 3. Peri-
odic interfaces are used in circumferential direction and the multi-
ple frames of reference-MP application (MFR-MP) between the
domains. The ribs on the surface of the poles have been neglected
to simplify the model. This is permissible since the heat flow at
the pole surfaces does not substantially influence the heat transfer
at the end windings which is in the focus of this work. For the
same reason, all solid walls have been assumed to be smooth
without a roughness.

In consequence of the mentioned facts, it is possible to save
millions of elements in zones of less focus in this work and invest
it in the end winging zone, which is of most interest here. The cur-
rent reduced model has about 3� 106 elements while a PSM

Fig. 1 Longitudinal section of the hydro generator with (a)
inlet, (b) air guide inlet, (c) end winding bar bottom, (d) end
winding bar top, (e) salient pole, (f) air-gap, (g) stator ducts, (h)
air guide outlet, (i) outlet

Table 1 Technical details of the typical medium-sized hydro
generator

Lend winding 0.5–2 m
Lstator 1–4 m
Rpole >1.0 m
Rated power 40–250 MVA

Fig. 2 Schematic model of one axial half of a hydro generator:
(a) inlet, (b) air guide inlet, (c) end winding bar bottom, (d) end
winding bar top, (e) salient pole, (f) air-gap, (g) stator ducts, (h)
air guide outlet, (i) outlet, (j) axial symmetry

Fig. 3 Reduced slot sector model a hydro generator: (a) inlet,
(b) air guide inlet, (c) end winding bar bottom, (d) end winding
bar top, (e) salient pole, (f) air-gap, (g) stator ducts, (h) air guide
outlet, (i) outlet, (j) axial symmetry
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would have about 30� 106 elements. Further on, the accuracy of
a CFD calculation of a large hydro generator depends on the cor-
responding wall treatment and the used turbulence model (see
Secs. 3.2 and 3.3).

The calculations have been done with the commercial software
package ANSYS-CFX-14.5 [13] and the mesh generation with ANSYS-
ICEM-CFD-13.0 [14]. The simulation time for one operating point is
about 1–2 days on an Intel Xeon with a 12 cores/3.47 GHz/192
GB RAM server setup. A 64-bit operating system and four cores
of the processor have been used for the calculation.

3.1 Rotor–Stator Interaction (RSI) Strategy. A special
challenge was to find the best RSI strategy to connect the reduced
components and get numerically stable and convergent results.
The most common RSI method is the MFR-frozen rotor applica-
tion (MFR-FR). This is a relatively fast and accurate technique
which is used, e.g., in Refs. [5–12] and [15]. This type of interface
switches between the rotating and the stationary frame of refer-
ence and commits the flow field from the rotor to the stator.

A second option is the MFR-MP technique. The flow data are
circumferentially averaged on bands at the upstream side of the
interface. Afterward, the averaged physical values are committed
to the downstream component. A schematic sketch is shown in
Fig. 4. For example, a passage can be a fixed (stator) and rotating
(rotor) blade of a turbine or an end winding bar (stator) and the
appropriate pole section (rotor) of an electrical machine. This
alternative has the advantage of using large pitch ratios between
the rotor and the stator, wherefore the number of elements can be
reduced. These two RSI-methods are compared in Refs. [7] and
[11] for the calculation of the flow conditions between the rotor
and the stator ducts. The fundamental numerical methods for this
strategy have been developed and tested for the simulation of
compressors, turbines, and pumps in Refs. [16–18]. These publi-
cations show that the steady-state MP approach is an accurate
alternative to transient and MFR-FR simulations.

The implementation of large pitch ratios in combination with
the MP interface is used in this work to yield average results of
the WHTC at the end winding bars. The pitch ratio is defined in
Eq. (1) as the ratio of the angles of two domains. The different
angles of the domains are also shown in Fig. 5.

p ¼ pR

pS

(1)

The obvious advantages of the MP method are the large possi-
ble pitch ratio and the averaging on bands. Knowing the

circumferential average of velocity, pressure or temperature is
sufficient to determine the WHTC at the end winging bars. The
detection of spatial vortices or stalls is of less importance for this
work. Accordingly, the simulation time for a large hydro genera-
tor can be reduced enormously. A disadvantage is the numerical
instability during the first hundred iterations. The numerical insta-
bility is caused by a large velocity gradient in the elements in the
area of the connection of the domains inlet, top bar, rotor, and sta-
tor ducts domain. The domain inlet, rotor, and stator ducts have a
coarse mesh contrary to the fine mesh of the top bar. This rapid
transition of a fine mesh to a coarse mesh causes the numerical
instabilities. The difficulty was adjusting the right time step for
the simulation. Therefore, a larger time step is used at the begin-
ning and has to be reduced after 100–150 iterations to get a stable
and settled numerical residuum. The time step for a rotational
machine should be around 1/n. The tendency of numerical insta-
bilities of the MFR-MP method for the simulation of generators
has been also detected by Toussaint et al. [7].

3.2 Turbulence Model. The Reynolds-averaged Navier–
Stokes (RANS) equations are time-averaged equations to describe
turbulent flows. Turbulence models are necessary to close these
RANS equations [19]. The choice of the appropriate turbulence
model has a major effect on the results. In the last decades many
models have been developed or improved. A comparison of vari-
ous turbulence models using a simple arrangement of a circular
cylinder is presented in Ref. [15]. It turns out that the shear-stress-
transport (SST) turbulence model fits best to the measurement
results. The authors have then transferred this finding to the simu-
lation of the heat transfer at the end winding of a totally enclosed
fan cooled (TEFC) induction machine. Their measurements of the
heat transfer in this machine have shown that the trends ofFig. 4 Sketch of simple RSI-MP

Fig. 5 Front view reduced model

Journal of Thermal Science and Engineering Applications MARCH 2015, Vol. 7 / 011011-3

Downloaded From: https://thermalscienceapplication.asmedigitalcollection.asme.org on 07/02/2019 Terms of Use: http://www.asme.org/about-asme/terms-of-use



measured and numerical results are the same. The SST turbulence
model combines the best parts of the k-e and the k-x models [20].
The k-x model is used in the boundary layer near the walls. The
SST model automatically switches to the k-e model in the free
stream away from the wall using a blending function based on the
flow variables and the distance to the nearest surface.

A study of different test cases is shown in Ref. [21]. This study
compares the three models k-e, k-x, and SST with experimental
data for some important technical applications. The very good ac-
curacy of the SST turbulence model with the appropriate wall
function is also demonstrated. Consequently, all simulations in
this paper have been carried out using the SST model.

3.3 Wall Treatment and Mesh Density. The dimensionless
distance from the wall has a strong impact on the WHTC. The
height of the first element adjacent to the wall Dy should be as
small as possible to minimize yþ, the dimensionless distance from
the wall as defined in Eq. (2) where � is the kinematic viscosity,
sW is the wall shear stress, and q is the density.

yþ ¼
ffiffiffiffiffiffi
sW

q

r
� Dy

�
(2)

The automatic near-wall treatment is used as required by the
SST turbulence model. This method switches automatically from
wall functions to a low-Reynolds near wall formulation. The
blending function for the velocity profile near the wall is
described in Eqs. (3)–(6). It shows the relation between the veloc-
ity in the first cell adjacent to the wall U1 and the wall shear stress
sW. j is the von Karman constant and C is a log-layer constant
depending on the wall roughness. Further detailed descriptions
can be found in Refs. [21] and [22].

us ¼
sW

q

� �1
2

(3)

us ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
uvis

s

� �4þ ulog
s

� �44

r
(4)

uvis
s ¼

U1

yþ
(5)

ulog
s ¼

U1

1

j
� ln yþð Þ þ C

(6)

It is recommended in Ref. [21] to use a value of about 1 for yþ.
Regarding these publications, it is important to consider that very
small cells can lead to convergence problems; especially in
regions with high velocity gradients (see also Sec. 3.1). In this

context, a comparison of two yþ values and their influence on the
WHTC is carried out in Sec. 4.2.

The first reduced model has a total mesh size of 5� 106 hexahe-
dral elements. About 3.3� 106 elements can be dedicated to the
domains inlet area, rotor, stator ducts, and outlet area. The remain-
ing 1.7� 106 elements are used in the top and bottom bar domain.
The averaged yþ at the wall of the end winding bars is about 1. A
second mesh generated has a yþ of nearly 8. The total mesh size is
2.7� 106 elements of which 0.6� 106 are used for the end wind-
ing bars. Figure 6 shows the comparison of the mesh at the topside
of 2 bars. The left side is the mesh with a yþ of 8. The first cell at
the wall has a height of 0.25 mm and the number of elements
between the 2 bars is about 26. On the right side the mesh with a
yþ of around 1 is shown. Therefore, the number of elements is 50
and the height Dy is 0.05 mm. The growth from the wall is defined
with a Poisson distribution for both meshes. The mesh around the
components bars, support rings, and space brackets is shown in
Fig. 7, too. This is the mesh with a yþ of about 1.

The heat transfer at the walls of the inlet area, rotor, stator
ducts, and outlet area has not been investigated in this work.
Therefore, the mesh density near these walls is coarse.

3.4 Fluid Properties. The standard setting in ANSYS-CFX-14.5
for an ideal gas is temperature independent, i.e., the thermal con-
ductivity k, the specific heat capacity cp, and the dynamic viscos-
ity l are constant. This is a simplification which may lead to
inaccurate results. An ideal temperature dependent gas has been
modeled and compared to a temperature independent ideal gas in
Ref. [23]. As shown there, the differences in the heat transfer are
negligible.

The temperature dependence of the dynamic viscosity and the
thermal conductivity are modeled with Sutherland’s formula in
Eqs. (7) and (8). The reference temperature TR has been set to
325 K. The reference molecular viscosity l0, the reference molec-
ular conductivity k0, the Sutherland constants Sk/Sl, and the tem-
perature exponent’s nk/nl are also specified in Eqs. (7) and (8).
The temperature dependence of the specific heat capacity is
approximately the zero pressure polynomial in Eq. (9). These cor-
relations are described more accurate in Ref. [13]. All physical
values have been found by automatically adjusting them to meas-
ured thermodynamic properties of dry air gathered in Ref. [24].
These values are valid in a temperature range from 260 K to
670 K.

l
l0

¼ TR þ Sl

T þ Sl
� T

TR

� �nl

(7)

Fig. 6 Comparison of the two used grids around the end wind-
ing bar Fig. 7 Mesh of the domain end winding bars. y1 � 1.
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k
k0

¼ TR þ Sk

T þ Sk
� T

TR

� �nk

(8)

where Sl¼ 77.8 K, l0¼ 1.972� 10�5Pa � s, nl¼ 1.574, Sk ¼ 60.7 K,
k0¼ 2.82� 10�2 W/m �K, and nk¼ 1.676.

cp

RS

¼ t1 þ t2 � T þ t3 � T2 þ t4 � T3 þ t5 � T4 (9)

where RS¼ 287.058 J/kg �K, t1¼ 3.574, t2¼�4.2691� 10�4, t3
¼ �4.1854� 10�8, t4¼ 3.0986� 10�9, and t5¼�2.3848� 10�12.

3.5 Analysis Requirement. Some important facts have to be
clarified before discussing the results. The aim of this paper is the
calculation of the convective WHTC at the end winding bars. The
wall heat flux density has been calculated by CFD. The wall tem-
perature of the end winding bars TW and the reference temperature
TRef are fixed. The WHTC (h) is defined as

h ¼ _qW

TW � TRef

(10)

As the solid part is not calculated by CHT, the wall temperature
is set as a boundary condition for every wall. This simplification
reduces the number of elements and the simulation time, too. The
wall temperatures for the various walls of the generator have been
defined on the basis of empirical values wherefore the heat flux is
computed realistically. The boundary conditions at the inlet are
the radial speed vr and the circumferential speed vu and at the out-
let a static pressure pStat. The rotational speed n is given for the
rotating part, too. Table 2 shows the values of the boundary
conditions.

Figure 8 shows the classification of an end winding bar which
is split up into six zones for the subsequent analysis. These sub-
sections are located between the support rings (r1–r2) and the
space brackets (sb1, sb2). These two components serve the
mechanically support of the end windings. The flow phenomena

in the surroundings of the end winding influence the heat transfer
to a large extent.

4 Discussion of the Results

4.1 Mesh Comparison. Based on the results of the parameter
study with two different reduced models, Fig. 9 shows the WHTC
along an end winding bar. The WHTC is normalized with the
maximum value of the WHTC along the bar. The results are
shown for the two meshes described in Sec. 3.3. The value yþ� 1
results in higher WHTC than the model with yþ� 8. This differ-
ence is a result of the insufficient resolution of the flow field for
the automatic wall treatment at yþ � 8 leading to too low near
wall velocity and hence to lower WHTC [21].

However, the difference between the two results is not substan-
tial and the model with a coarser mesh has the advantage of a
faster calculation time. This model needs less than half of the time
of the one with yþ � 1. Moreover, the numerical instabilities are
less pronounced, too. A fundamental mesh study has been pre-
sented in Ref. [23]. As shown there, the WHTC increases with
decreasing yþ, reaching its peak at yþ � 8 and fluctuating around
this maximum for lower yþ values. This behavior of yþ is also

Table 2 Boundary conditions of the model

TRef (K) 313
TW (K) 393
vu (m/s) 30–100
vr (m/s) 12–18
N (rpm) 500–1000
pStat (Pa) 0

Fig. 8 Classification of an end winding bar

Fig. 9 Characterization of the WHTC along an end winding bar

Fig. 10 Typical flow condition at the inlet area
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shown in Ref. [11] for a mesh study at the stator ducts of a large
hydro generator. Hence, the coarser mesh (yþ � 8) will be used
for the parametric study in Sec. 4.3.

4.2 Flow Conditions. Figure 10 illustrates the typical flow
conditions of the investigated fan cooled generator. A cross

section of the inlet and end winding domains is shown with the
velocity contour and the appertaining vectors.

The inflow splits off in two different cooling paths. The main
flow streams directly in the rotor and through the stator ducts to
the outlet. A subcooling path makes a loop through the end wind-
ing and then merges with the main path in the rotor. The rotor
works like the impeller of a pump or compressor and provides a
suction of the air in axial direction. Therefore, the main cooling
flow of the end winding is through the control zones t1 and b1.

It is obvious that the velocity in the other bar regions is smaller,
especially in the zones t2, b2, and t3. Hence, the WHTC is smaller
than in t1. This effect is shown clearly in Fig. 9.

The 2D flow distribution at the end winding domain is shown in
Fig. 11. The bar graph in Fig. 12 presents the distribution of the
radial outflow _mrad;out, inflow _mrad;in, and axial outflow _maxial;out in
the end winding domain. The radial outflow is cold air from the
fan which streams through the bar domain upward mainly in W1.
The radial inflow is the backflow through the control surfaces W2
and W3. The axial control area R is the transition to the air-gap. A
large amount of air channels off into the air-gap after passing W1.
The simulation results indicate a high velocity at the top bar zone
t1, but the speed decelerates with increasing radius. The radial
inflow velocity at b2, t2, and t3 is less because of the lower mass
flow.

4.3 Parametric Study. Results of the parametric study are
shown in Figs. 13 and 14. The WHTC is also made nondimen-
sional by the maximum value of the WHTC along the bar for
these figures. Figure 13 presents the WHTC for the six different
zones as a function of the radial velocity between the bars. The
cold air streams first through the zones t1 and b1. Due to this, t1
and b1 have the highest WHTC. Vortices around b3 result in a
high WHTC in this zone, too. All other zones exhibit very small
WHTC values because of the warmer backflow of the air. This
flow behavior is also illustrated in Figs. 10 and 11.

Other important parameters are the inlet swirl and the rotational
speed. The inlet swirl influences the flow through the bars directly
and therefore the radial velocity w. Figure 14 shows the variation
of the WHTC with the rotational speed. The minimal linear pro-
gression of the curves indicates a low dependence on the cooling
and the rotational speed. Due to this, the velocity between the bars
is the most dominating parameter for the cooling of the end wind-
ing bars.

5 Conclusion

This paper has presented an approach for a fast, stable, and
accurate flow calculation of a large hydro generator. The new

Fig. 11 Flow velocity distribution at the end winding cross
section

Fig. 12 Distribution of the radial outflow and inflow, and axial
outflow through the end winding bars

Fig. 13 Comparison of the WHTC with the radial velocity in the
evaluation zones

Fig. 14 Comparison of the WHTC for different rotational speed
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simplified numerical model has reduced the components to their
minimal required circumferential extensions. The MP technique
has been used to connect the domains of the model. Numerical
instabilities can occur if the time step is not properly chosen. This
problem is solved by using different time steps during the simula-
tion runs.

One central investigation describes the influence of the dimen-
sionless distance from the wall and the mesh density on the heat
transfer. It has been confirmed that a yþ � 1 is desirable but not
mandatory. The results of the mesh and parameter study show a
highly nonuniform WHTC distribution along the end winding
bars. The best cooled zones are t1 and b1. The rotational speed
does not influence the WHTC.

One possible future work could focus on improvements con-
cerning a homogenization of the wall heat transfer distribution;
i.e., the flow to the bars is the same in every zone and the WHTC
is approximately the same along the bar. Another major future
topic is the extension of the parametric study with the geometrical
influence of the inlet (fan) to get a correlation between the WHTC
and the flow rate parameters and the geometrical parameters.
These correlations of the WHTC will build a basis for the bound-
ary conditions of thermal networks.
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Nomenclature

Latin Symbols

C ¼ log-layer constant
cp ¼ specific heat capacity (J/kg �K)

CFD ¼ computational fluid dynamics
CHT ¼ conjugate heat transfer

h ¼ wall heat transfer coefficient (W/m2 �K)
hmax ¼ maximum wall heat transfer coefficient of

parametric study (W/m2 �K)
Lend winding ¼ length of the end winding bars (m)

Lstator ¼ length of the stator (m)
MFR-FR ¼ multiple frames of reference-frozen rotor
MFR-MP ¼ multiple frames of reference-mixing plane

n ¼ rotational speed of the rotor
ne ¼ number of elements between 2 bars
nk ¼ temperature exponent for molecular conductivity
nl ¼ temperature exponent for molecular viscosity
p ¼ pitch ratio

pR ¼ pitch inlet, rotor (rad)
pS ¼ pitch end winding bars, stator ducts, outlet (rad)

pStat ¼ static pressure (Pa)
_qW ¼ wall heat flux density (W/m2)

Rfan ¼ radius fan (m)
Rpole ¼ radius pole (m)

RS ¼ specific gas constant (J/kg �K)
RANS ¼ Reynolds-averaged Navier–Stokes

RSI ¼ rotor–stator interaction
Sk ¼ Sutherland constant for molecular conductivity
Sl ¼ Sutherland constant for molecular viscosity

SST ¼ shear-stress-transport
T ¼ temperature of the dry air (empirical data) (K)

t1–t5 ¼ coefficients
TR ¼ reference temperature for ideal gas calculation (K)

TRef ¼ reference temperature of the fluid for WHTC (K)
TW ¼ wall temperature (K)

TEFC ¼ totally enclosed fan cooled
us ¼ friction velocity (m/s)

U1 ¼ velocity in the first cell adjacent to the wall (m/s)
ulog

s ¼ friction velocity in the logarithmic region of the
turbulent boundary layer (m/s)

uvis
s ¼ friction velocity in the viscous sublayer of the

turbulent boundary layer (m/s)
vR ¼ radial velocity at the inlet (m/s)
vu ¼ circumferential velocity at the inlet (m/s)
w ¼ radial velocity in the evaluation zones between bars

(m/s)
WHTC ¼ wall heat transfer coefficient (W/m2 �K)

yþ ¼ dimensionless distance from the wall
2D ¼ two-dimensional
3D ¼ three-dimensional

Greek Symbols

Dy ¼ height of first element adjacent to the wall (m)
j ¼ von Karman constant
k ¼ thermal conductivity (W/m �K)

k0 ¼ reference molecular conductivity (W/m �K)
l ¼ dynamic viscosity (Pa � s)

l0 ¼ reference molecular viscosity (Pa � s)
� ¼ kinematic viscosity (m2/s)
q ¼ density (kg/m3)

sW ¼ wall shear stress (N/m2)
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