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Abstract: Real-time industrial vision system for object detection and pose estimation is a promising area yet 
posing a challenge for high processing efficiency. This paper presents a fast object detection and pose estimation 
method which captures the specific but common visual pattern as contained in many objects – the two-line 
cross. A two-step grid based scheme is designed, being able to fast detect the crossing line on the objects and 
thus identifying the object location and pose. Superior efficiency – 4 milliseconds per frame on a laptop with 
2.53 HZ is reported for real image data, without any parallelization or hardware acceleration. Our method 
outperforms the state-of-the-art line detection method significantly, and has been applied in embedded 
inspection platform for pipeline object pose estimation. Copyright © 2014 IFSA Publishing, S. L. 
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1. Introduction 
 

Traditionally, visual inspection and quality 
control are performed by human experts like [1]. 
Recently, real-time machine vision system for object 
detection has become more and more prevalent due 
to its efficiency, non-stop and tolerance to harsh 
working environments such as nuclear and chemical 
industry [2, 6-10]. There are various machine vision 
approaches to object detection. Among them, feature 
point based methods are widely used because they 
can utilize versatile features which are robust to 
scale, rotation, and perspective variance [3]. Its 
shortcoming is the expensive computational overload 
due to the feature point detection and descriptor 
generation on image patches. Template matching is 
another line of important approaches due to its 
simplicity and feasibility in real application. It is 
usually good at handling low-textured objects and 

more efficient than point based methods. However, it 
requires a traverse in the searching space of location, 
rotation and scale. One state-of-the-art in this 
category is the Dominant Orientation Template 
(DOT) method [4], where a similarity measure is 
proposed by using orientation of strong gradients. As 
a general object detection method, it can achieve 
typically 100 milliseconds per frame on a 
workstation, if not performing Streaming SIMD 
Extensions (SEE) acceleration or parallel. 

In an industrial pipeline, the vision inspection 
process is highly time-constrained or computationally 
intensive, which directly impacts the productivity. 
Object detection or pose estimation, as a fundamental 
step in many applications, can serve as a pre-step for 
further processing including defects inspection, 
character recognition and robot arm manipulation etc. 
Such practical demands for high efficiency motivates 
this paper and we build our system based on the two 
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observations which holds in many occasions: 1) The 
inspected parts (object) bear one or more crossing 
lines; 2) The overhead-mounted camera can be 
readily focused on one area of line crossing – See 
Fig. 1 for illustration. One typical application 
scenario is using camera to guide the robot arms 
placing components on printed circuits, painting 
surfaces.  

Contribution: 1) This paper makes the important 
observation that line cross is a pervasive and 
discriminative visual pattern that covers a large 
number of object categories for pose estimation; 
2) Significant speedup has been achieved by the 
proposed method. 
 
 

 
 

Fig. 1. Practical industry scenario: the overhead mounted 
camera can tightly cover the area of interest (marked by the 
yellow rectangle) where only two crossing line (denoted by 
the red lines) exits. 
 
 
2. Line Feature Detection 
 

Framework: First canny edge detector is adopted 
to obtain the edge map. This edge extraction step is 
similar with the widely used line detection methods 
like Hough Transform (HT). Then, the idea is to 
assign each edge pixel to one of the two cross lines, 
such that least square fitting can be performed on two 
groups of pixels respectively to find the pose and 
position of the cross. To achieve efficiency, our 
scheme is based on the philosophy ‘divide-and-
conquer’ and ‘local-global’ two stage fitting. The 
method divides the edge map to grids and estimates 
the local fitting edge orientation in each grid via least 
square fitting.  

The motivation of this step is based on  
two observations:  

1) compared with the global pair-wise voting 
scheme in the HT method, grouping the edge pixels 
reduces the problem complexity thus bringing about 
possible speed up and robustness;  

2) There are two crossing lines in the image area 
of interest, such that the grids can be assigned to 
three labels: i) One line, ii) The other line, and 
iii) Noises.  

Thus we convert the edge pixel classification 
problem to a coarser granularity–assigning the grids 
into two lines. Note that for the grids covering the 
line crossing area, it can be identified as the  
noise since  

1) Its fitting orientation is much less relevant to 
any of the two line directions that can be identified 
by the method as shown in below;  

2) The local line fitting residue will be much 
higher due to no single dominant orientation in  
the grid.  
 
 
3. Histogram of Orientation 
 

Having obtained each grid’s local fitting 
orientation, we build a histogram, and the range of its 
x-axis is degree [0,180], which is evenly divided by 
36 intervals. The y-axis shows the accumulated 
frequency of the grid dominant orientations falling 
within the intervals, shown in Fig. 2. Smoothing 
between two neighboring intervals is performed as a 
standard process to avoid boundary effects in 
frequency accumulation. Then two peaks (i.e. line 

directions) 1q  and 2q  are found by finding the local 

maximums in the histogram. An optional post step 
can be used to verify whether the degree difference 
between the two peaks is close to the true intersection 
angle if this information is prior known. Now each 
grid can be labeled 1) as one of the two peaks 
according to the distance from the grid fitting 
direction to the peaks; or 2) as noises due to big in-
grid fitting variance or its fitting direction is close to 
neither of the two peaks. As a result, the edge pixels 
take the same label as the grid they belonged to. 
 
 

 
 

Fig. 2. Histogram of Orientation for the local fitting. 
 
 

Having grouped edge pixels to each line 
respectively via the first stage local fitting at the grid 
scale as mentioned above, in the second stage, an 
image-scale global least square fitting is performed to 
fit the two crossing lines. Fig. 3 illustrates the main 
steps of our method.  
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(a) Original input image (b) Edge points detected by canny detector 
 

  
 

(c) Classification for edge pixels, edges in the identified 
‘noisy’ grid are removed, different colors distinguish  

two lines 

(d) Fitted line directions by performing least square fitting

 
Fig. 3. Step by step illustration of the proposed method. 

 
 

In terms of least square fitting used in this paper, 
given a set of edge points (x1,y1), (x2,y2), ..., (xn,yn), 
for numerical stability, we adopt the symmetric 
parametric representation for line equation: 

1ax by+ = . And the parameters can be obtained 

by the following equations: 
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4. Experimental Results 
 

We compared the proposed method with the state-
of-the-art line detection algorithm proposed by Gioi 
et al [5] – LSD (Line Segment Detector), which has 
been widely regarded as one of the most fast line 

detection approaches. The testing dataset consists of 
1000 images with size 200*200 collected from real 
industrial pipeline environment and the object in the 
images have various appearances – while with the 
common pattern – line crossings. The time overhead 
is evaluated by the overall mean and standard 
deviation in millisecond. 

The testing environment is on a laptop with a 
2.53 HZ CPU and the approaches have been both 
implemented using C++. In our running speed 
evaluation, LSD costs on average 16.47 ms on an 
image of size 200×200, and our approach costs 
4.08 ms, while resulting in similar or even better 
results. Fig. 4 shows the detecting results on two  
soft disks.  

Fig. 4 (a) gives an original input image in which 
crossing lines separate 3 blocks of regions with 
different gray values. This is a very challenging 
sample. Fig. 4 (b) shows the detecting result of edge 
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points with the method of Canny detector. There are 
still many noises in the preliminary results including 
disordered isolated points and holes. The aim is to 
detect complete crossing lines from the noisy image. 
Fig. 4(c) gives the result of the incomplete crossing 
edges (the assembly of red and blue points) excluding 
the noisy points and holes. Fig. 4(d) shows the final 
results by using least squared fitting. With the 
proposed method the crossing lines can be detected 
fast and accurate.  
 
 

 
 

Fig. 4. Experimental results on image samples of soft disk. 
 
 

Table 1 shows the performance results. From 
Table 1 we compared the proposed methods with the 
way of LSD. Our method can achieve a mean 
running time of 4.08 ms/frame with a standard 
deviation of 0.202 while the LSD method will costs 
16.47 ms/frame. The successful rate in our proposed 
methods is 99.4 % while in LSD, the successful rate 
is only 92 %. Some exemplary results are displayed 
in Fig. 5. There are six typical examples to prove the 
accuracy of our method. In Fig. 5 the detected lines 
are green in every image. For each image test, the 
success is defined as the detected pose error is less 
than a given threshold (3 degrees) compared with the 
ground truth as labeled by human on the raw image. 
 
 
Table 1. Performance evaluation over 1000 image samples 
with various appearances for the proposed method and the 

LSD algorithm proposed in [5]. 
 

Method 
Mean runtime 
in millisecond 

(Standard deviation) 
Success rate 

Our method 4.08 (0.202) 99.4% 
LSD 16.47 (0.927) 92.8% 

 
 
5. Conclusion 
 

In this paper, A method that obeys the two 
principles is proposed: i) ’divide-and-conquer’, 

ii) ‘first fit locally, and then fit globally’ towards the 
specific but important problem of crossing line 
detection in real-time industrial vision system. Object 
detection or pose estimation, as a fundamental step in 
many applications, can serve as a pre-step for further 
processing including defects inspection, character 
recognition and robot arm manipulation etc. We build 
our system based on the two observations which 
holds in many occasions: 1) the inspected parts 
(object) bear one or more crossing lines; 2) the 
overhead-mounted camera can be readily focused  
on one area of line crossing. One typical application 
scenario is using camera to guide the robot  
arms placing components on printed circuits,  
painting surfaces. 
 
 

 

 

 
 

Fig. 5. Experimental results on real image samples. 
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