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Abstract. I show that the dynamical determinant, associated to an Anosov

diffeomorphism, is the Fredholm determinant of the corresponding Ruelle-
Perron-Frobenius transfer operator acting on appropriate Banach spaces. As a

consequence it follows, for example, that the zeroes of the dynamical determi-

nant describe the eigenvalues of the transfer operator and the Ruelle resonances
and that, for C∞ Anosov diffeomorphisms, the dynamical determinant is an

entire function.

1. Introduction. In the last years there has been a considerable interest in the
study of dynamical determinants and dynamical zeta functions (see [4, 14, 2, 7,
25, 9, 19, 18, 6, 20], just to mention a few, [25, 21] for brief reviews of the field,
[1] for a general introduction and [10] for a detailed discussion of physics related
issues). Here, I will focus on Anosov diffeomorphisms T and the associated Fredholm
determinant d[ (2.11) for the transfer operator L (see (2.1) for a precise definition).

The most satisfactory results have been obtained for analytic systems [23, 11,
13, 26] and Cr+1 expanding maps [24, 12]. For axiom A analytic and C∞-expanding
maps the above mentioned papers prove that the dynamical determinant is an entire
function and its zeroes are exactly the inverse of the eigenvalues of the associated
transfer operator; that is, it can be interpreted as a Fredholm determinant.

On the contrary for Cr+1 Axiom A maps or flows the situation is still unsatis-
factory. The strongest result to date is [18] where it is showed that the dynamical
determinant for a Cr+1 Anosov map, with expansion and contraction estimated by
λ, is analytic in the disk λ

r
2 . Nevertheless, in [18] the relation between the dy-

namical determinant and the transfer operator is only a formal one, in particular
no information is available concerning the relation between the zeroes of such a
function and the spectrum of the transfer operator. It was therefore a bit arbitrary
to call such a function a Fredholm determinant.

In the present paper the missing relation is derived at the price of establishing
the result in a smaller disk. Building on the results in [15] I will show that it
is possible to make sense of the näıve idea of smoothing the singular kernel of
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the transfer operator, [1, page 103]. This yields a strategy greatly simplified with
respect to previous approaches. In fact, it essentially boils down to a couple of
pages computation. As a consequence one establishes the complete description of
the correlation spectra (Ruelle resonances) in terms of periodic orbits. Finally, let
me remark that, most likely, the present approach can be extended to more general
transfer operators (e.g., with smooth weights), systems (e.g., Axiom A) and to the
study of dynamical zeta functions (since the latter can be expressed as ratios of
dynamical determinants [23]).

The plan of the paper is as follows. Section 2 details and proves the main results
of the paper. Given the existence of a scale of adapted Banach spaces (see Definition
1) and Lemma 2.9 the proofs are completely self-contained. Lemma 2.9 is proven
in section 3 while Proposition 2.1, proven in section 4, states the existence of the
adapted spaces. This last result relies on a scale of Banach spaces introduced in
[15], yet it should be emphasized that other choices of adapted spaces are possible,
e.g. V.Baladi [3] and V.Baladi with M.Tsujii [5] have recently introduced different
possibilities that could yield sharper bounds. Finally, an appendix contains an
hardly surprising technical result that, for lack of references, needed to be proven
somewhere.

Remark 1.1. In this paper C stands for a generic constant depending only on the
dynamical system (X, T ) under consideration. Its actual value can thus change from
one occurrence to the next.

2. The results. In the following, I will discuss only the case X = Td with the
Euclidean metric. This simplifies the presentation and the notations since one can
avoid the need to introduce local charts. The general case can be investigated
in complete analogy by using partitions of unity and local charts along the lines
exploited in [15]. Also, I will discuss only the transfer operator associated to the
SRB measure although I do not see any real obstacle in treating more general,
smooth, potentials.1

Let T ∈ Diffr+1(X, X) and D′
r be the space of distributions of order r, the

transfer operator L : D′
r → D′

r is defined by2

(Lh, φ) := (h, φ ◦ T ), ∀φ ∈ Cr(X, C). (2.1)

In addition, consider a convolution operator Q̂ε : C∞ → C∞:

Q̂εf(x) :=
∫

Rd

qε(x− y)f(y)dy∫
Rd

qε(x) = 1;
∫

Rd

xαqε(x) = 0.

(2.2)

1The main problem is than one needs the extension of [15] to such a setting. This is rather
straightforward but to include it here would substantially increase the length of the paper without

adding much to the presentation of the basic idea.
2Usually, the transfer operator is defined as acting on function but, in the present contest,

it turns out to be essential that the operator can be defined also on distributions. In fact, by

using the standard identification between functions and distributions (see also footnote 4), one
can restrict the operator to Cr obtaining, for each h ∈ Cr(X, R), the usual formula Lh(x) :=
f ◦ T−1| det(DxT−1)| which describes the evolution, under the dynamics, of the density of the

measures absolutely continuous with respect to the Lebesgue measure m.
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for each multi-index α such that 0 < |α| ≤ r, and where qε(x) = ε−dq̄(ε−1x),
q̄(x) = q̄(−x), supp q̄ ⊂ {x ∈ Rd : |x| ≤ 1}, q̄ ∈ C∞. 3

By duality one can then define the operator Qε := Q̂′
ε : D′ → D′ which can be

easily seen to be an extension of Q̂ε to the space of distributions.
It is well known that the spectral properties of the transfer operator depend

drastically on the space on which it acts. The space of distributions turns out to
be too large a space to be useful, yet C∞ is by far too small and the spectra of L
on such a space bears little relevance on the statistical properties of the system.
Below we give an abstract characterization of some properties that good dynamical
spaces should enjoy.

Definition 1. Given T ∈ Diffr+1(X, X), a scale of Banach spaces {Bs}s∈N is
called adapted to T if there exists sr ∈ {1, . . . , r} such that, for s ∈ {1, . . . , sr},
D′

r ⊃ Bs−1 ⊃ Bs ⊃ Cs.4 More precisely, ‖ · ‖s−1 ≤ ‖ · ‖s ≤ | · |Cs , and Cs ‖·‖s = Bs.
In addition, there exist θ ∈ (0, 1) and ε1 > 0 such that, for all 0 < s ≤ sr,
L ∈ L(Bs,Bs) and, for each ε ∈ (0, ε1), 0 ≤ l < s and n ∈ N,5∣∣∣∣∫ fφ

∣∣∣∣ ≤ C‖f‖Bs · sup
k≤r−s

|Dk
s φ|∞ for each f, φ ∈ C∞; (2.3)

L : Bs → Bs−1 is compact; (2.4)

‖Lnh‖Bs ≤ B‖h‖Bs for each h ∈ Bs; (2.5)

‖Lnh‖Bs ≤ Aθsn‖h‖Bs + B‖h‖Bs−1 for each h ∈ Bs; (2.6)

Qε ∈ L(Bs, C∞) and ‖Qε − Id‖Bs→Bs−l ≤ Dεl; (2.7)

‖hf‖Bs ≤ D′‖h‖Bs |f |Cr for each h ∈ Bs, f ∈ Cr; (2.8)

where A,B,D, D′ do not depend on ε and n.6 If T ∈ Diff∞(X, X) and we have an
adapted scale for each r, with limr→∞ sr = ∞, then we say that we have a complete
series of adapted Banach spaces.

From simple arguments (see, e.g., [15]) follows that on such spaces the spectrum
of L has a physical interpretation: it describes the rate of decay of correlations and
it is stable with respect to a large family of perturbations. In addition, in section 4
I prove:

Proposition 2.1. If T ∈ Diffr+1(X, X) is Anosov,7 then there exists a scale of
Banach spaces adapted to T with sr = d r

2e and θ = λ−1.8 If T ∈ Diff∞(X, X) then
the latter constitutes a complete series of adapted spaces.

3For a general manifold X, one must introduce coordinates charts Ψi and a subordinate par-
tition of unity {φi}, then, for ε small enough, one can define

Q̂εf(x) :=
X

i

Z
JΨi(Ψ

−1
i (x) + ξ)qε ◦Ψi(Ψ

−1
i (x) + ξ)φi ◦Ψi(Ψ

−1
i (x) + ξ)f ◦Ψi(Ψ

−1
i (x) + ξ)

and the following holds essentially unchanged.
4 Of course, to make sense of such a scale it is necessary to slightly abuse notations and identify

each functions f ∈ Cs(X, R) with a linear functional (distribution) via the standard duality relation
(f, ϕ) :=

R
X fϕdm.

5By Ds I mean the derivative in the stable direction.
6In fact, Property (2.8), is needed only in the proof of Proposition 2.6.
7Anosov means that there exists a continuous splitting Eu⊗Es, dim(Es) = ds and dim(Eu) =

du, of the tangent bundle and a constant λ > 1 such that ‖DxT nv‖ < λ−n‖v‖ for all v ∈ Es(x),

x ∈ X and ‖DxT−nv‖ < λ−n‖v‖ for all v ∈ Eu(x), x ∈ X.
8Given a ∈ R, dae stands for the largest integer n ≤ a.
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Remark 2.2. In section 4 I will define the wanted spaces based on the Banach
spaces introduced in [15], yet the present results hold for any other choice of adapted
Banach spaces satisfying (2.3)-(2.8).

Remark 2.3. The existence of an adapted scale of Banach spaces implies (see [1]):
For each 1 < s ≤ sr and σ ∈ (θ, 1), the operator L is quasicompact on Bs, more
precisely it can be decomposed as L = Pσ,s + Rσ,s where Pσ,sRσ,s = Rσ,sPσ,s = 0,
Pσ,s is of finite rank and

‖Rn
σ,s‖Bs ≤ Cσsn. (2.9)

For further use let us set

Γn :=
∑

x∈Fix T n

|det(Id−DxTn)|−1, (2.10)

The following estimate is more or less standard. The proof can be found at the
end of the section and is enclosed only for completeness.

Lemma 2.4. If T ∈ Diffr+1(X, X) is Anosov, for all n ∈ N, Γn ≤ C.

The main result of the paper is the following.

Theorem 1. If T ∈ Diffr+1(X, X) is Anosov, define, for |z| < 1,

d[(z) := Exp

(
−

∞∑
n=1

zn

n

∑
x∈Fix T n

|det(Id−DxTn)|−1

)
, (2.11)

and consider its analytic extension. Then, if s̄r := s2
r

sr+r+2d , d[(z) det(Id−zPσ,sr
)−1

is holomorphic and never zero in the disk |z| < θ−s̄r . Thus in such a disk d[

is holomorphic and its zeroes are in one one correspondence with the eigenvalues
of the operator L. In addition, the algebraic multiplicity of the zeroes equal the
dimension of the associated eigenspaces. In particular, if T ∈ C∞, then d[ is an
entire function.

Remark 2.5. Using the spaces in [15], see section 4, the above Theorem gives

the analyticity domain λ
− r

6+ 8d
r . This is certainly far from optimal and can be easily

improved.9 Yet, since I do not see how to obtain the expected Kitaev-like bound λ−
r
2 ,

I will not strive for superficial improvements at the expenses of clarity, simplicity
and brevity.

In the present language the SRB measures are the eigenvectors associated to the
eigenvalue one. Probably the most interesting physical consequence of Theorem 1
is the following.

Proposition 2.6. Given a transitive (hence mixing) Anosov map T ∈ Diff∞(X, X),
let µSRB be the SRB measure and let f, g ∈ C∞(X, R), µSRB(f) = µSRB(g) = 0,
then the function (the correlation spectra)

Cf,g(eiω) =
∑
n∈Z

eiωnµSRB(fg ◦ Tn) ; ω ∈ R

extends to a meromorphic function on C \ {0} and its poles (often called Ruelle
resonances) are exactly described by the zeroes of d[.

9For example, in the known examples, d can probably be replaced by du.
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Proof. Fix any r ∈ N and consider an associated scale of adapted spaces. Calling
m the Lebesgue measure10 the SRB measure can be defined as

µSRB(φ) = lim
n→∞

m(φ ◦ Tn) = lim
n→∞

Ln1(φ).

Note that, since the map is mixing, then one must be a simple eigenvalue and no
other eigenvalues can be present on the unit circle.11 Consequently, remembering
Remark 2.3, L has a spectral gap, hence there exists ρ > 1 such that, for each
h ∈ Bs

‖Lnh− (h, 1)µSRB‖s ≤ C‖h‖sρ
−n.

Since, µSRB(fg ◦ Tn) = lim
p→∞

(Lp1, fg ◦ Tn) it is natural to define the measures

mp,f (h) := (Lp1, fh). In fact, by (2.8), we have mp,f ∈ Bs, s ≤ sr and

mp,f (g ◦ Tn) = Lnmp,f (g) = µSRB(g)mp,f (1) +O(ρ−n) = O(ρ−n).

The above means that, for each |z| < ρ,∑
n∈N

znµSRB(fg ◦ Tn) = lim
p→∞

∑
n∈N

znLnmp,f (g)

= lim
p→∞

[(Id− zL)−1mp,f ](g)

= [(Id− zL)−1 lim
p→∞

mp,f ](g)

= [(Id− zL)−1µf ](g) =: Gf,g(z),

(2.12)

where µf (h) := µSRB(fh). Since µf ∈ Bs, for each s ≤ sr, by Remark 2.3 follows
that the function Gf,g can be extended to a meromorphic function on {z ∈ C :
|z| < θ−sr}. On the other hand, if |z| > 1,∑

n∈N
z−nµSRB(fg ◦ T−n) =

∑
n∈N

z−nµSRB(gf ◦ Tn) = Gg,f (z−1).

Hence the formula

Cf,g(eiω) = Gf,g(eiω) + Gg,f (e−iω)− µSRB(fg)

together with (2.12), shows that Cf,g is meromorphic in the annulus {z ∈ C : θsr <
|z| < θ−sr}. By Theorem 1 its poles are the zeroes and the inverse of the zeroes of
d[ in the annulus {z ∈ C : θs̄r < |z| < θ−s̄r}. The Lemma easily follows since we
have a complete series of spaces and r can be chosen arbitrarily.

Remark 2.7. For Cr+1 maps the above argument shows that the correlation func-
tion is meromorphic in the anulus {λ−d r

2 e < |z| < λd
r
2 e}, but the relations between

the poles and the zeroes of the dynamical determinat can be established only in the
smaller anulus {λ−

r
6+8d/r < |z| < λ

r
6+8d/r } .

10Note that, since (1, φ) =
R

φdm (see footnote 4), then m can also be seen as the element 1

of Bs or D′s.
11Indeed, if eiθ ∈ σ(L), then Πθ := lim

n→∞
1
n

Pn−1
k=0 e−iθkLk is well defined and is exactly the

projector on the associated eigenspace. Moreover, from (2.5) and (2.6) follows that Range(Πθ) ⊂
B0. Hence, by (2.3),

|(Πθh, φ)| = |(Π2
θh, φ)| ≤ lim

n→∞

1

n

n−1X
k=0

|(Πθh, φ ◦ T n) ≤ C‖Πθh‖s|φ|∞.

That is the eigenspace would consist of measures, whereby violating the mixing assumption.
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Remark 2.8. Since Cf,g(eiω) is the Fourier transform of the correlation function,
it is a physically accessible function. Its poles on the complex plane (the Ruelle
resonances) can be computed, e.g. via Pade approximants, hence they are physically
observable as well.

The proof of Theorem 1 rests on the next basic estimate proven in section 3.

Lemma 2.9. For each n ∈ N, σ ∈ (θ, 1), holds true12

|Γn − TrPn
σ,sr

| ≤ Cσσ
s2r

sr+r+2d n.

Proof of Theorem 1. For |z| < 1, let

g(z) := det(Id− zPσ,sr )
−1d[(z) = Exp

(
−

∞∑
n=1

zn

n
(Γn − TrPn

σ,sr
)

)
.

By the estimate of Lemma 2.9 , g is analytic and different from zero, in the disk

|z| < σ
s2r

sr+r+2d n. Since
d[(z) = det(Id− zPσ,sr

)g(z)

the theorem trivially follows from the arbitrariness of σ.

Proof of Lemma 2.4. Clearly we must worry only about large n. Consider x ∈
Fix Tn, choose a coordinate system (ξ, η) in a neighborhood of x such that Wu(x) =
{(ξ, 0)} and W s(x) = {(0, η)}. In such coordinates

DxTn =
(

An(x) 0
0 Bn(x)

)
where ‖An(x)−1‖ ≤ Cλ−n and ‖Bn(x)‖ ≤ Cλ−n. Accordingly

|det(Id−DxTn)| = |det An(x) det(Id−An(x)−1) det(Id−Bn(x))|
≥ C−1|det An(x)| = C−1|det(DxTn

∣∣
Eu)|.

(2.13)

Let us now consider a small fixed ρ > 0 and let Wu,s
ρ (z) be the unstable and stable

manifolds of z of size ρ, respectively. By (2.13) and standard distortion arguments

|det(Id−DxTn)|−1 ≤ Cρ−du

∫
W u

ρ (x)

|det(DTn
∣∣
Eu)|−1dξ = Cρ−du

∫
T−nW u

ρ (x)

dξ.

Next, let us consider the sets Zρ(x) := ∪y∈T−nW u
ρ (x)W

s
ρ (y) and notice that Fix Tn∩

Z2ρ(x) = {x}. Indeed, let z ∈ Fix Tn ∩ Z2ρ(x), then, if ρ has been chosen small
enough, W s

2ρ(z) ∩Wu
2ρ(x) contain only one point, let it be y. But, by construction

y ∈ W s
2ρ(z) ∩ T−nWu

2ρ(x), hence Tny ∈ W s
2ρ(z) ∩ Wu

2ρ(x), that is Tny = y. But
y = limn→∞ T−ny = x and y = limn→∞ Tny = z, hence x = y = z.

The above discussion implies that if x1, x2 ∈ Fix Tn, x1 6= x2, then Zρ(x1) ∩
Zρ(x2) = ∅. Hence∑

x∈Fix T n

|det(Id−DxTn)|−1 ≤ Cρ−d
∑

x∈Fix T n

m(Zρ(x)) ≤ Cρ−dm(X).

12Since Pσ,s is a finite rank operator, the usual trace Tr and the determinant are well defined.
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3. proof of Lemma 2.9. The first step in the proof of Lemma 2.9 is to define,
given an integral operator Kh(x) :=

∫
κ(x, y)h(y)dy, κ ∈ C0(X2),13

Tr K :=
∫

X

κ(x, x)dx. (3.1)

The first key ingredient is a representation of such an integral trace for small ε.

Lemma 3.1. For each ε small enough, holds true

Tr QεLn = Γn +O(εr).

Proof. Since QεLnh(x) =
∫

X
qε(x− Tny)h(y)dy =:

∫
X

κε,n(x, y)h(y)dy, we have

Tr QεLn =
∫

X

κε,n(x, x)dx =
∫

X

qε(x− Tnx)dx. (3.2)

Next, we consider the change of variable z = Φn(x) := x− Tnx, clearly

det DxΦn = det(Id−DxTn) (3.3)

Let B(0, ε) ⊂ Rd be the ball of radius ε and center zero. If z ∈ B(0, ε), then it
turns to be useful to define the map Fz : Td → Td

Fz(x) := Tn(x) + z mod 1. (3.4)

For ε small enough, Fz is still hyperbolic hence for each x ∈ Fix (Tn) we can
consider the Fz ε-orbit {x, x, . . . }. By shadowing the exists a unique point xz ,
in a neighborhood of x, such that xz = Fz(xz) = Tn(xz) + z. The latter fact
means that Φn(xz) = z, that is B(0, ε) ⊂ Range Φn. On the other hand, If x ∈
Φ−1

n (B(0, ε)), then, by shadowing, it is associated to a unique periodic point of
period n. Indeed, given z ∈ B(0, ε) and x such that x− Tnx = z, then there exists
a unique periodic orbit of period n in a neighborhood of the periodic ε-pseudo-orbit
{x, Tx, . . . , Tn−1x}. We can then define the function Ψ : Φ−1

n (B(0, ε)) → Fix Tn.
For each x ∈ Fix Tn we can then define the set ∆x := Ψ−1(x). Due to hyperbolicity
of T it is easy to verify that Φ : ∆x → B(0, ε) is one-to-one beside being onto. We
can then label the inverse branches of Φn by the elements of Fix Tn.

Sub-lemma 3.2. There exists a constant M such that, for each inverse branch,

‖Φ−1
n ‖Cs+1 ≤ M ; ‖det(DΦ−1

n )‖Cs ≤ M |det(Dx∗Φ
−1
n )| ∀s ∈ {0, . . . , r},

where x∗ ∈ Fix Tn labels the inverse branch.

The above estimate, whose technical but straightforward proof is postponed to
the appendix, together with Lemma 2.4, (2.2) and (3.2) yields

Tr QεLn =
∑

x∈Fix T n

∫
Rd

qε(z)
∣∣∣det(DΦ|−1

∆x
(z)Φ

−1
n )
∣∣∣ dz

=
∑

x∈Fix T n

|det(Id−DxTn)|−1 +O(εr).

13Notice that the definition below may not coincide necessarily with the usual trace even when

the latter is well defined, e.g. it does not necessarily correspond to the sum of the eigenvalues.
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Notice that Tr QεLnQε = Tr Q2
εLn and that Q2

ε has exactly the same properties
as Qε, thus Lemma 3.1 applies to Q2

εLn as well.
Setting ϕε,y(x) := qε(x− y) ∈ C∞, for each A ∈ L(Bs,Bs) and f ∈ Cs holds14

AQεf =
∫

Aϕε,yf(y)dy. (3.5)

Using (3.5) and remembering (2.3), (2.7), (2.9) yields∣∣Tr (QεR
n
σ,sQε)

∣∣ = ∣∣∣∣∫ dy(Rn
σ,sϕε,y, ϕε,y)

∣∣∣∣ ≤ Cε−d−r+s sup
y
‖Rn

σ,sϕε,y)‖Bs

≤ Cσsn sup
y
‖ϕε,y‖Bsε−r+s−d ≤ Cσsnε−r−2d.

(3.6)

The last step is given by the following perturbation result.

Lemma 3.3. There exists ε1 > 0 such that, for each n ∈ N and ε ∈ (σn, ε1), holds
true

|TrPn
σ,s −Tr QεP

n
σ,sQε| ≤ Cεsr .

Proof. Since Pσ,s is finite dimensional the usual trace of Pn
σ,s, TrPn

σ,s, is well defined.
More precisely, Pσ,sh =

∑
i wi`i(h), wi ∈ Bsr , `i ∈ (Bs)′, and TrPσ,s =

∑
i `i(wi).

Hence, for each h ∈ C∞, by (3.5) and (2.7),

(QεP
n
σ,sQεh)(x) =

∫
(QεP

n
σ,sϕε,y)(x)h(y)dy

=
∫

X

∑
i

(Qεwi)(x)`i(Pn−1
σ,s ϕε,y)h(y)dy.

Next, let ∆σ,τ := Pσ,τ+1−Pσ,τ , ∆σ,0 := Pσ,1, clearly we can assume, without loss of
gnerality, that ∆σ,τ (h) =

∑jτ+1
i=jτ

wi`i(h), with `i ∈ (Bτ )′. Moreover, ∆σ,τ∆σ,τ ′ = 0
for each τ 6= τ ′ and ‖∆n

σ,τ‖Bτ ≤ Cστn. Thus, by (3.5) and (2.7),

Tr QεP
n
σ,sQε − TrPn

σ,s =
s−1∑
τ=0

jτ+1∑
i=jτ

`i(∆n−1
σ,τ (Q2

ε − Id)wi)

=
s−1∑
τ=0

∑
jτ≤i≤jτ+1

O(‖∆n
σ,τ (Q2

ε − Id)wi‖Bτ )

=
s−1∑
τ=0

O(στnεsr−τ ) = O(εsr ).

Collecting (3.6) and Lemma 3.3 yields

Tr (QεLnQε) = Tr(Pn
σ,sr

) +O(σsnε−r−2d + εsr ). (3.7)

Proof of Lemma 2.9. Lemma 3.1 and (3.7) imply

|Γn − TrPn
σ,sr

| ≤ C
(
εr + εsr + σsrnε−r−2d

)
.

Finally, choose ε = σ
sr

sr+r+2d n, hence the lemma.

14This follows immediately from the fact that, if fn → f in L1, then Qεfn → Qεf in Cs,

hence limn→∞ AQεfn = AQεf . One can then approximate f by piecewise constant function
and compute the corresponding Riemann sums. Taking the limit and since y 7→ ϕε,y ∈ Bs is

continuous one recovers the integral on the right which is meant in Bochner sense.
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4. proof of proposition 2.1. Let us start by recalling the scale of Banach spaces
introduced in [15].

It is well known that being Anosov is equivalent to the existence of a continuous
strictly invariant vector field C. Let C′ be another continuous cone field contained
in Int(C). Consider δ > 0 and a set of ds-dimensional manifolds (with boundary) Ω
such that, if W ∈ Ω, then there exists xW ∈ W and a ds dimensional hyperplane
EW contained in C′ such that, making an isometric change of coordinates such
that EW = {(ξ, 0) : ξ ∈ Rds}, W = {xW + (ξ, γW (ξ)) : ξ ∈ Rds , ‖ξ‖ ≤ δ},
TxW ⊂ C(x), for each x ∈ W , and |γW |Cr+1(Rds ,Rdu ) ≤ M for some fixed M large
enough.

Given W ∈ Ω, we will denote by Cq
0(W, R) the set of functions from W to R

which are dqe times continuously differentiable and such that the dqe derivative is
q − dqe Hölder continuos on W and vanish on a neighborhood of the boundary of
W . For each h ∈ C∞(X, R) and q ∈ R+, p ∈ N∗, let

‖h‖p,q := sup
|α|≤p

sup
W∈Ω

sup
ϕ∈Cq+|α|

0 (W,R)
|ϕ|Cq+|α|≤1

∫
W

∂αh · ϕ, (4.1)

and define the Banach spaces Bp,q := C∞ ‖·‖p,q .
In [15] it is proven that, setting Bs := Bs,r−s, L ∈ L(Bs,Bs) and it satisfies (2.4),

(2.5) and (2.6), provided s ≤ d r
2e =: sr.

To prove (2.3), choose a smooth partition of unity {Θi} with suppΘi contained
in balls of size δ/2 and choose a smooth partition {Wi(ξ)}, of the neighborhood of
each support, made of elements of Ω. Then∫

fφ =
∫

φ ◦ T−nLnf =
∑

i

∫
Θiφ ◦ T−nLnf =

∑
i

∫
dξ

∫
Wi(ξ)

Θiφ ◦ T−nLnf

=
∑

i

∫
dξ

∫
T−nWi(ξ)

Θi ◦ Tnφ|det DTn|−1JWi(ξ)T
nf

≤C‖f‖Bs

∑
ij

∫
dξ

∣∣∣∣Θi ◦ Tnρξ,i,jφ|detDTn|−1JWi(ξ)

∣∣∣∣
Cr−s(Wij(ξ))

,

where the Wij(ξ) ∈ Ω are a covering of Wi(ξ) and ρξ,i,j is a smooth partition of unity
subordinate to such a covering. Since φ is Cr it follows that, for n large enough,
|φ|Cr−s(Wij(ξ)) ≤ 2 supk≤r−s |Dk

s φ|∞, choosing such an n, and using Lemma 6.2 of
[15], (2.3) readily follows.

Next, let us prove (2.7).

Lemma 4.1. For each l < s ≤ sr holds Qε ∈ L(Bs, C∞) and

‖Qε − Id‖Bs→Bl ≤ Cεs−l.

Proof. Consider W ∈ Ω. Let Wρ := {xW + (ξ, (1 − ρ)γ(ξ)) ∈ Rd : ‖ξ‖ ≤ δ}.
Clearly, provided δ has been chosen small enough, for each ρ ∈ [0, 1], Wρ ∈ Ω with
xWρ

= xW , EWρ
= EW . Then, for each multi-index α, |α| ≤ l,
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∫
W

∂αhϕ =
∫
‖ξ‖≤δ

∂αh(ξ, γ(ξ))ϕ(ξ, γ(ξ))JW (ξ)dξ

=
s−l−1∑

i=0

1
i!

∫
‖ξ‖≤δ

∂α di

dρi
h(ξ, (1− ρ)γ(ξ))

∣∣
ρ=ε

ϕ(ξ, γ(ξ))JW (ξ)dξ

+
∫ ε

0

dρ1 · · ·
∫ ρs−l−1

0

dρs−l

∫
‖ξ‖≤δ

∂α ds−l

dρs−l
h(ξ, (1− ρ)γ(ξ))

∣∣
ρ=ρs−l

ϕ(ξ, γ(ξ))JW (ξ)dξ

=
s−l−1∑

i=0
|β|=i

(−ε)i

i!

∫
Wε

γβ∂α+βhϕε +
∑

|β|=s−l

(−1)s−l

∫ ε

0

dρ1 · · ·
∫ ρs−l−1

0

dρs−l

×
∫

Wρs−l

γβ∂α+βhϕρs−l

=
s−l−1∑

i=0
|β|=i

(−ε)i

i!

∫
Wε

γβ∂α+βhϕε +O(‖h‖s,qr
εs−l)

Thus, in order to estimate the norms, it suffices to consider Ωε := {Wε : W ∈ Ω},
that is manifolds uniformly strictly inside the cone field. Let W ∈ Ωε, then∫

W

∂αQεhϕ−
∫

W

∂αhϕ =
∫

dz qε(z)
∫

W

dy [∂αh(y + z)− ∂αh(y)]ϕ(y).

If W = {ξ, γ(ξ)}, then Wz = {(ξ, γ(ξ))+ z} ∈ Ω, provided z is small enough. Thus,
for |α| = l, remembering (2.2),∫

W

∂αQεhϕ−
∫

W

∂αhϕ =
∑

|β|=s−l

∫
dzqε(z)

∫ 1

0

dt1 · · ·
∫ ts−l−1

0

dts−l

×
∫

Wzts−l

dy∂α+βh(y)zβϕzts−l
(y) ≤ ‖h‖s,qr

εs−l.

Finally, (2.8) follows easily from (4.1). Clearly if T ∈ Diff∞(X, X) we have a
complete series of adapted spaces.

Appendix A. Proof of Sub-Lemma 3.2. Let us choose a periodic point x∗ ∈
Fix (Tn) and limit our considerations to the associated inverse branch, that, by a
slight abuse of notation, I will designate simply by Φ−1

n . Again we will use the map
Fz introduced in (3.4). Clearly DzΦ−1

n = (Id−Dxz
Tn)−1 = (Id−Dxz

Fz)−1, where
Φn(x) = z.

To study the regularities properties at a given point z0, small enough, it is con-
venient to perform an affine change of coordinates Λ(z0) such that Λ(z0)(xz0) = 0,
|(DxΛ)|C0 + |(DxΛ)−1|C0 ≤ C, and15

DΛ(z0)(xz)F̃z,z0 =
(

A(z, z0) B(z, z0)
C(z, z0) D(z, z0)

)
(A.1)

15Here, and in the following, given I ⊂ Rq and a function f from I to some Banach algebra B,
by | · |Cp we mean the norm sup

z∈I; |α|≤p
2p−|α|‖∂αf(z)‖B so that Cp(I, B) is itself a Banach algebra.
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where F̃z,z0 := Λ(z0)◦Fz◦Λ(z0)−1; ‖A(z0, z0)‖, ‖D(z0, z0)−1‖ ≤ λ−n and B(z0, z0) =
C(z0, z0) = 0. In other words, in the new coordinates, {(ξ, 0)} corresponds to the
stable manifold at z0 and {(0, η)} to the unstable one. In such coordinates,16

DzΦ−1
n

∣∣
z=z0

=
(

(Id−A)−1 0
0 −(Id−D−1)−1

)(
Id 0
0 D−1

)
. (A.2)

Given the simpler structure of F̃z0,z0 it would be much easier to study its regularity
rather than the one of Fz0 . Yet, the two are equivalent only if the change of
coordinates Λ(z0) is uniformly Cr. To prove the latter is our first task.

We start by computing the derivatives of xi
z := T ixz with respect to z:

∂xi
z

∂z
= DxzT i(Id−DxzTn)−1.

It is convenient to use in the tangent space at xi
z the coordinates pushed forward

from the tangent space of xz. In such coordinates holds

Dxi−1
z

T =:
(

Ai(z, z0) Bi(z, z0)
Ci(z, z0) Di(z, z0)

)
(A.3)

where ‖Ai‖, ‖D−1
i ‖ ≤ λ−1 and Bi(z0, z0) = Ci(z0, z0) = 0. Hence,

∂xi
z

∂z

∣∣
z=z0

=

(∏i
j=1 Ai 0
0

∏n
j=i+1 D−1

i

)(
(Id−A)−1 0

0 −(Id−D−1)−1

)
, (A.4)

which readily implies |∂zx
i
z|C0 ≤ λ−iC, for the stable coordinates, and |∂zx

i
z|C0 ≤

λi−nC for the unstable ones.
An hyperplane E in the stable direction is uniquely determined by a linear oper-

ator U : Rds → Rdu : E = {(ξ, Uξ) : ξ ∈ Rds}. A simple computation shows that,
by defining

H(z, z0, U) := (C(z, z0) + D(z, z0)U)(A(z, z0) + B(z, z0)U)−1,

the stable hyperplane for F̃z at the point Λ(z0)(xz) is determined by the fixed
point of H(z0, z, U(z)) = U(z).17 Applying the implicit function theorem, since by
construction U(z0) = 0, yields

∂zU
∣∣
z=z0

= −(Id−G)−1(D−1∂zC
∣∣
z=z0

), (A.5)

where G : GL(ds, du) → GL(ds, du) is defined by G(V ) := D−1V A. In addition,

∂zi
C
∣∣
z=z0

=
d∑

p=1

n∑
k=1

∏
j>k

Dj

 c2,p(xk−1
z0

)

∏
j<k

Aj

 ∂(xk−1
z )p

∂zi

∣∣
z=z0

(A.6)

where

∂xp
DxT =

(
a2,p(x) b2,p(x)
c2,p(x) d2,p(x).

)
This, by equations (A.1) and (A.3) implies |U |C1 ≤ C. Since the exact same ar-
gument can be carried out for the unstable space, remembering (A.4) we have
|Λ|C1 + |Dxz0

Λ|C1 + |Dxz0
Λ−1|C1 ≤ C. We can thus conclude the argument by in-

duction: let l ≤ r and suppose that |xi
z|Cl ≤ C and |DxΛ|Cl + |DxΛ−1|Cl ≤ C. Then

by (A.3) follows Ai(z, z), Bi(z, z), Ci(z, z), Di(z, z), seen as functions of z have Cl

16Here and in the following I suppress the dependence on z, z0 when non confusion arises.
17In fact, it is known that U(z) is Cr−1, e.g. see [22, Propositions 1, 2], yet here we need

explicit estimates. This forces us to redo the argument.
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norms equibounded. In turn, by (A.4), it follows |xi
z|Cl+1 ≤ C. Equations, (A.5)

and (A.6), imply then |DxΛ|Cl+1 +|DxΛ−1|Cl+1 ≤ C, provided l+1 ≤ r. This proves
that the change of coordinates Λ(z0) is uniformly Cr.

It is now easy to verify that F̃z is Cr and, remembering (A.2), the first inequality
of the sub-lemma can be readily proven. To conclude note that

det(DΦ−1
n ) = −det(Id−A)−1 det(Id−D−1)−1 det(D−1).

Next, since given any smooth function ∆(z) with values in the invertible matrices,

∂zi
det∆(z) = lim

h→0

det(Id + [∆(z + hei)−∆(z)]∆(z)−1)− 1
h

det(∆(z))

= lim
h→0

eTr ln(Id+[∂zi
∆(z)]∆(z)−1h) − 1
h

det(∆(z)) = Tr([∂zi
∆(z)]∆(z)−1) · det(∆(z)),

also in view of (A.4), holds true

‖det(DΦ−1
n )‖Cs ≤ C|det(D−1)|.

Finally, since | ln detD|C1 ≤ C, it follows ‖det(D−1)‖C0 ≤ |det(D−1(x∗))| and the
lemma.
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[15] S.Gouëzel, C. Liverani, Banach spaces adapted to Anosov systems, Preprint (2004),

arXiv:math.DS/0405278.

[16] T.Kato, Perturbation theory for linear operators, Springer (1966).
[17] G. Keller, C. Liverani, Stability of the spectrum for transfer operators, Annali della Scuola

Normale Superiore di Pisa, Scienze Fisiche e Matematiche, (4) XXVIII (1999), 141-152.



FREDHOLM DETERMINANTS 13

[18] A.Yu.Kitaev, Fredholm determinants for hyperbolic diffeomorphisms of finite smoothness,
Nonlinearity, 12 (1999), no. 1, 141–179.

[19] F.Naud, Analytic continuation of a dynamical zeta function under a Diophantine condition.

Nonlinearity 14 (2001), no. 5, 995–1009.
[20] M.Pollicott, Meormorphic extensions of generalized zeta functions, Inventiones Matematicae,

85, 147–164 (1986.)

[21] M.Pollicott, Dynamical zeta functions. Smooth ergodic theory and its applications (Seattle,
WA, 1999), 409–427, Proc. Sympos. Pure Math., 69, Amer. Math. Soc., Providence, RI, 2001.

[22] M.Pollicott,Stability of mixing rates for Axiom A attractors, Nonlinearity, 16 (2003) 567-578.

[23] D.Ruelle, Zeta functions for expanding maps and Anosov flows, Inventiones Mathematicae,
34, 231–242 (1976).

[24] D.Ruelle, An extension of the theory of fredholm determinants, Ist. Haute Etudes Sci. Publ.
Math. 72, 175–193 (1990).

[25] D.Ruelle, Dynamical zeta functions and transfer operators. Notices Amer. Math. Soc. 49

(2002), no. 8, 887–895.
[26] H.H.Rugh, Generalized Fredholm determinants and Selberg zeta functions for Axiom A dy-

namical systems, Ergodic Theory and Dynamical Systems, 16, 805–819 (1996).

E-mail address: liverani@mat.uniroma2.it


