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The chiller cooled data center environment consists of many interlinked elements that are
usually treated as individual components. This chain of components and their influences
on each other must be considered in determining the benefits of any data center design
and operational strategies seeking to improve efficiency, such as temperature controlled
fan algorithms. Using the models previously developed by the authors, this paper extends
the analysis to include the electronics within the rack through considering the processor
heat sink temperature. This has allowed determination of the influence of various cooling
strategies on the data center coefficient of performance. The strategy of increasing inlet
aisle temperature is examined in some detail and found not to be a robust methodology
for improving the overall energy performance of the data center, while tight temperature
controls at the chip level consistently provide better performance, yielding more comput-
ing per watt of cooling power. These findings are of strong practical relevance for the
design of fan control algorithms at the rack level and general operational strategies in
data centers. Finally, the impact of heat sink thermal resistance is considered, and the
potential data center efficiency gains from improved heat sink designs are discussed.
[DOI: 10.1115/1.4004657]
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1 Introduction

Data center cooling has emerged as a key problem in the long
term objective of realizing sustainable large scale computing as
illustrated by Ref. [1]. Reference [2] notes that electricity costs
for these facilities in 2005 were in excess of seven billion dollars,
which was about 1% of the world’s entire electricity production.
Importantly over half of the energy use is attributed to cooling the
facilities to allow high performance of the systems. As well as
cost issues associated with data center cooling that the data center
manager must address, another major issue is the availability of
power capacity in many regions for new data centers. In the near
future it is anticipated that data centers will consume over 2% of
the total electrical energy produced within the US. Thus under-
standing and improving the energy efficiency of data centers is
critically important from a cost as well as sustainability perspec-
tive to obtain the maximum computing per watt of energy con-
sumed, in both computing and cooling, remains a fundamental
challenge to the industry. Figure 1 shows a diagram of the main
infrastructure components within the thermal chain of a chiller
cooled data center. Although the current analysis is of an air
cooled data center with chillers, the method is equally applicable
to liquid cooled data centers, and those without chillers. Much
work has addressed the issues of improving the energy consump-
tion of individual components, influence of recirculation and lay-
out in the data center [3–7]. While this approach is very useful
and worthwhile, within the data center environment there are
strong interactions between individual components, and the influ-

ence of one component on the others is not always clear, for
example, how does changing the temperature of the return water
within the chiller influence the fans, computer room air condition-
ing (CRAC) units, and chilled water flow rates within the IT
room. Therefore, a clear need exists to consider the entire system
in a single model and provide a global performance measure. Ulti-
mately, the designer needs knowledge of how changing the layout
or varying the thermal constraints would influence the entire sys-
tem. For example, if the chip temperature is reduced or increased
by 1 �C, what influence will that have on the electricity meter? A
good objective is to maximize the computing power, while mini-
mizing the cooling power within a data center, and hence the con-
cept of a grand coefficient of performance (COPGrand), defined as
the ratio of total power to cooling power, provides a measure of
what economic savings can be expected with changes in the ther-
mal chain.

Reference [8] developed a model for the IT room to external
ambient conditions and used the model of Ref. [9] to provide
some initial validation; however, the model of Ref. [8] did not
consider the influence of thermals and fluid flow inside the rack.
This paper is focused on heat sink temperature and hence indi-
rectly on processor temperature, within the rack and the influence
that different fan and temperature control strategies have on the
COPGrand. Heat sinks are generally designed to meet the thermal
requirements of processors for a given ambient to heat sink tem-
perature difference, usually represented by the so called thermal
resistance of the package. This approach works well for keeping
chips operating within their design parameters and is very appro-
priate at the laptop or personal computer level where the heat is
simply dumped to ambient and no further cooling costs are
incurred by the owner. However at the data center level, the heat
dissipated by each package must be extracted from the room and
transferred to the external ambient by the input of high grade elec-
trical energy through the thermal chain of Figure 1. The current
literature does not comprehensively address the influence of the
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interlinked components of the data center cooling infrastructure
from chip to cooling tower. We investigate the condition where
the inlet rack temperature is increased in the data center, as this is
one of the current methodologies for increasing efficiency, which
results in increased fan speed to achieve a heat sink temperature
in order to ensure that the electronics continue to operate within
their design constraints. The temperature of the heat sink is related
to the manufacturer’s specifications for the control of fan speed
with increasing chip temperature. It is found that the strategy of
increasing inlet temperature to improve COPGrand may not be a
robust methodology and that a strategy of maintaining a high heat
sink temperature should provide an increased COPGrand.

2 Modeling Heat Sinks in Rack With Varying Inlet

Conditions

At design conditions for a rack, where the inlet temperature and
mass flow rate are fixed, the various components within the sys-
tem will operate within the designed temperature specifications.
However, variations in rack inlet temperature will require altera-
tion of the flow rate to remain within the thermal constraints or to
avoid over cooling of the rack. Rather than consider every chip
within the rack, the assumption is made that the hottest package
will need to be maintained within its thermal constraints while a
fixed heat flux is applied. Practically, this constraint means that
the user cannot allow any component in the rack to fail. Two
extreme cases may be considered when varying the inlet tempera-
ture: first where the chip temperature increases linearly with the
inlet temperature and second where the chip temperature is main-
tained at a fixed temperature. To realize the result of these two
conditions the scaling of heat sinks must be considered in detail.
For any given heat sink where the surface area is constant and
assuming that the fin efficiency is constant, the product of the heat
transfer coefficient and the heat sink to inlet temperature differ-
ence must yield a constant value for all inlet conditions to remove
the same amount of heat from the chip. Therefore, as the heat sink
to inlet temperature difference increases the heat transfer coeffi-
cient may be reduced and vice versa.

In the following analysis, the thermal performance of a heat
sink—simplified as channel flow—is expressed as a function of
flow rate in order to allow scaling. Similar scaling to flat plate
flows has been experimentally correlated for jet flows by Ref.
[10], and hence the following model can be expected to provide
reasonable results for a wide range of heat sink types. Within a
heat sink channel the fully developed region in laminar flow heat
sinks can be expressed as

NuITDðDevelopedÞ ¼
1

4L�
; L� ¼ x

DhPrRe
(1)

based upon a simple energy balance across a channel and isother-
mal wall conditions. For the developing region in parallel finned
heat sinks the Nusselt number relationship originally correlated by
Ref. [11] can be expressed as
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where the NuITD is the Nusselt number based on inlet temperature
difference. The NuITD for finned heat sinks where the flow is
developing and fully developed can be represented using the inter-
section of asymptotes method as developed by Ref. [12] to give
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This equation represents the developed and developing flow
asymptotes. The hydraulic diameter is chosen as the characteristic
length scale as it allows heat sinks of any aspect ratio to collapse
to this single equation. The asymptotic correlation indicates a
transition to the fully developed flow conditions at L�Dh � 0:055,
which also provides the reference datum for the heat sink scaling
in this work, as it represents an optimum condition where thermal
boundary layers merge at the exit of the heat sink. Figure 2 shows
the intersection of asymptotes, and the design point graphically,
where both asymptotes and design point are labeled.

For an air cooled rack where the geometrical features of the
heat sinks are fixed, Eq. (3) can provide the scaling relationship
between hITD and the Reynolds number of the flow. Since varia-
tions in Prandtl number are small over the temperature range of
interest, they can be assumed negligible.

From applying the reference conditions in Table 1, any heat
sink may be scaled to achieve constant heat dissipation by apply-
ing the constraint of

hITD THS � TInð Þ ¼ const (4)

Importantly, as this constraint will only be used for scaling, the
actual values of hITD or area of the heat sink are not required, and
hence the methodology becomes applicable to all heat sinks of the
finned type and is generally applicable to any rack type. When the
inlet temperature is varied, the value of hITD must also be allowed
to vary to maintain the product of the two constant to give

Fig. 1 Elements within the data center

Fig. 2 Intersection of asymptotes method as proposed by Ref.
[12] and employed by Ref. [13]
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hITD ¼
THS � TInð Þref

THS � TInð Þ

� �
href (5)

The properties of the fluid at different temperatures can be
obtained from existing data tables. The following scaling can then
be applied to determine the required mass flow rate in the system
to maintain constant power dissipation with varying inlet tempera-
ture to the rack as

L�

L�ref
¼ Reref

Re
¼ _mref

_m

l
lref

! _m ¼ L�ref

L�
l

lref

_mref (6)

Then the new rack exit temperature can be defined as

Tout ¼ TIn þ
Qþ PFan 1� gFanð Þ

_mcP
(7)

where this equation includes the power lost due to fan ineffi-
ciency, as this is known to be non-negligible in practice. Once
these parameters are defined the model developed in Ref. [8] may
be implemented to assess the variation of inlet conditions across
the same rack while maintaining the thermal constraints of the
system. This will allow the data center performance from chip to
cooling tower to be expressed as a COPGrand rather than just
locally at the rack level. The result should allow the identification
of the optimum inlet temperature settings to minimize the total
cost of cooling or maximize the COPGrand. Also the effect of fan
control algorithms at the rack level can be assessed in terms of
COPGrand.

It is appropriate to highlight that there are a number of cav-
eats=assumptions upon which this modeling and the results are
based. These include:

• Constant and evenly distributed computing load.
• No recirculation and well provisioned cooling.
• No practical minimum or maximum constraints on the mass

flow rates.
• No practical limits on temperatures throughout the data

center.
• Components of the cooling infrastructure will provide only

the required cooling effect at any operating condition.
• Assumption that forced convection laws can always be

applied.
• Chiller cooled data center.
• Parameters of all individual components will influence end

result and hence each data center may be significantly
different.

Although these caveats=assumptions appear limiting in the
practical usefulness of the model, it is relatively easy to refine the
model to include limits and extend to specific data centers once
knowledge of individual components can be obtained. Moreover
the aim of this paper is to provide an understanding of the entire
data center with minimal constraints, and hence these cav-
eats=assumptions are appropriate.

3 Implementation of Model

Three cases will be considered over a rack inlet temperature
range of 5–35 �C.

(1) Heat sink temperature varying linearly with rack inlet
temperature.

(2) Fixed heat sink temperature with variation of rack inlet
temperature.

(3) Sample fan control algorithms with variation of rack inlet
temperature.

For case 1 and 2, the cooling load is broken down into the con-
tributions from room (chilled water and rack=CRAC blowers),
chiller, and cooling tower (pumps and fans associated with cool-
ing tower). The temperature range at rack inlet, 5–35 �C, is cer-
tainly unrealistic in many instances, where the lower value may
result in a risk of condensation and the upper value is too high for
many servers. However it does provide some valuable knowledge
in the trends that may be expected over such a temperature range,
and influence of varying different parameters on COPGrand.

3.1 Case 1. Figure 3 shows the result of increasing the inlet
room temperature and heat sink temperature linearly. The total
cooling power consumption of the data center increases by about
50% as the inlet temperature is decreased from 35 to 5 �C. The
main contribution to this increase, with reduced rack inlet tempera-
ture, originates from the contribution of the chiller and is a result
of the fluid temperature returning to the chiller at a lower tempera-
ture, which requires the chiller to perform more work to remove
the same amount of heat. The power at the room level displays the
opposite behavior where a modest decrease in power consumption
is observed. This decrease is a result of the varying properties of
air with increased temperature, namely, density, viscosity, and
thermal conductivity which are incorporated in the model. Overall,
when the heat sink temperature is allowed to increase linearly with
inlet rack temperature improved data center cooling efficiency
may be expected.

3.2 Case 2. The power consumption of room, chiller, cooling
tower, and total are presented in Fig. 4 for the case where the heat
sink temperature is held constant at 45 �C, and the mass flow rate
is varied to maintain constant power dissipation at the chip level
for the varying inlet rack temperature. The cooling power con-
sumption in this case is varied across the various elements of the
thermal chain; below the reference temperature of 20 �C the
chiller power increases, while the room power decreases signifi-
cantly. This balance suggests that the optimum operating point is

Table 1 Reference conditions in data center

Parameter Reference value

Mass flow 0.6 kg=s=rack
Computing power 12 kW=rack
Inlet temperature 20 �C
THS 45 �C
L*Dh 0.055
NuITD 4.85

Fig. 3 Total cooling power required for a range of rack inlet
temperatures and the contribution of the room, chiller, and
cooling tower for case 1
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in the region of 15 �C rack inlet temperature. Above the reference
temperature, a sharp increase in power consumption at the room
level becomes the dominant contribution to cooling work. This is
a result of the nonlinear relationship between the heat transfer
coefficient and the mass flow rate, i.e., laminar flow scaling on flat
plates suggests that the heat transfer coefficient is proportional to
the square root of flow velocity. Therefore, to double the heat
transfer coefficient at the heat sink would require a four fold
increase in mass flow rate, which would result in a 43 (64) fold
increase in fan power consumption at the room level using fan
scaling laws. Clearly such levels are unrealistic and are presented
only to demonstrate the trends that can be expected. The chiller
power consumption continues to reduce for temperatures above
the reference point, until at about 27 �C. The increasing trend for
temperatures higher than 27 �C is a result of the additional cooling
load associated with cooling infrastructure rather than the comput-
ing, such as fan inefficiencies resulting in waste heat. Therefore
maintaining a low heat sink temperature over a range of inlet flow
conditions will result in severe costs in terms of cooling efficiency
as the inlet rack temperature is increased.

Figure 5 shows the COPGrand value for the data center for the
limiting cases of 1 and 2. For case 1 it is evident that the reduced
energy consumption of the chiller, due to the increased rack inlet
temperature, is the dominant factor in the thermal chain, and large
gains are evidently possible through a strategy of increasing inlet
temperature to server rack while allowing the heat sink tempera-
tures to increase linearly. However for case 2, where the chip tem-
perature is maintained at a constant value, the performance of the

data center at inlet temperatures above the reference temperature
declines rapidly due to the need for increased mass flow to main-
tain a constant heat sink temperature. In the latter case the meth-
odology of increasing inlet rack temperature is a flawed one.

3.3 Case 3. For case 3 the heat sink temperature is allowed to
rise in proportion to the rack inlet temperature using the relation,
THS¼ THS(ref)þ (TIn – TIn(ref))x, where an x value of 0 and 1 repre-
sent the case of constant heat sink temperature (case 2) and linear
increase with inlet temperature (case 1), respectively. This relation
has practical relevance as a framework for the design of fan control
algorithms and describes the full range of heat sink thermal control
options. In practical applications a fan control algorithm combines
several ranges of x values into a single control algorithm based on
threshold operating temperatures. As a result the fan control may
allow the heat sink temperature to increase linearly with inlet tem-
perature at low operating temperatures (x¼ 1) and increase the
value of x as the operating temperatures approach the thermal lim-
its of the system until the heat sink temperature will remain con-
stant (x¼ 0). Figure 6 shows the resultant COPGrand for a range of
x values. The cases of 1 and 2 bound the results, and for tempera-
tures above the reference temperature combined with scaling fac-
tors of x< 0.6 the COPGrand measure of data center efficiency is
reduced. Hence this implies that the strategy of increasing inlet
rack temperature to improve data center cooling efficiency requires
the heat sink temperature to increase by at least 0.6 �C for every 1
�C increase in inlet rack temperature. This conclusion is supported
by the fan control algorithms that are currently employed where
the fan speed is controlled by the heat sink=processor temperature.
Since the heat sink can remain within operating conditions at these
higher temperatures, a logical question is could the heat sink be
maintained at a fixed higher temperature irrespective of inlet con-
ditions and how would this influence the COPGrand.

Figure 7 shows the variation in COPGrand when the inlet tem-
perature to heat sink temperature is fixed at different levels over
the inlet temperature range. Hence the same as case 1, but with a
number of different heat sink to inlet temperature differences. The
lower values of TIn to THS could be considered over cooled states
and give an estimation of the actual cost of over-cooling a data
center, where a temperature difference of 20 �C results in poor
COPGrand values. For any given inlet rack temperature the level of
the COPGrand improves with increasing the temperature of the
heat sink. Figure 8 represents the COPGrand curves for a heat sink
maintained at a fixed temperature over the range of inlet rack tem-
peratures considered. Using this philosophy the optimum rack
inlet temperature for a given heat sink temperature can be deter-
mined to obtain best facility performance. This also illustrates the
benefit of tight temperature controls to maintain the chip at a fixed
temperature irrespective of inlet rack temperature. The results are

Fig. 4 Total cooling power required for a range of rack inlet
temperatures and the contribution of the room, chiller, and
cooling tower for case 2

Fig. 5 COPGrand for variation of rack inlet temperature for
cases 1 and 2

Fig. 6 COPGrand for different chip temperature control
algorithms
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striking, in that the higher heat sink temperatures result in higher
inlet temperatures providing a higher COPGrand. These gains at
higher heat sink temperatures are a result of lower fan and CRAC
power at the room level and higher temperature fluid returning to
the chiller, thereby improving the chiller coefficient of perform-
ance. An interesting point that is evident from Fig. 7 is that the
same COPGrand can be achieved with many different conditions,
for example, a COPGrand of 2.5 is achieved with THS¼ 55 �C and
TIn¼ 31 �C and also with the conditions THS¼ 45 �C and TIn¼ 18 �C.
Clearly the latter is a better operating point in terms of reliability,
and this demonstrates the necessity to understand how the entire
data center performance reacts to changing conditions at any point
in the thermal chain of components within the data center. The
philosophy of, simply, increasing the inlet temperature is not a ro-
bust methodology for improvements in cooling efficiency.

Within the heat sink temperature range of 45–65 �C, the maxi-
mum COPGrand for each heat sink temperature can be expressed
as COPGrand¼ 0.057THS. This simplified relationship, although
not a general result for all data centers incorporates all the nonlin-
ear elements of the data center and demonstrates the strong rela-
tionship between heat sink temperature and data center COPGrand.
Taking a baseline COPGrand value of 2.5, each 5 �C increase in
heat sink temperature results in 15% saving in cooling costs for
the data center. This may be a particularly relevant finding for
noncritical data centers, where accepting a limited number of fail-

ure due to a higher operating temperature could be more beneficial
in terms of sustainability and cost.

The analysis thus far is confined to a fixed heat sink geometry
within a rack. For such a case the temperature range proposed in
Fig. 8, 40–65 �C, would be extreme and possibly result in proces-
sor temperatures operating outside their safe thermal constraints.
An alternative option is to replace the heat sinks with higher per-
formance heat sinks to maintain a constant heat sink temperature
and thereby package temperature. Hence, an important parameter
to understand is the effect of heat sink choice on COPGrand; such
an analysis would allow a cost analysis of heat sink solutions to
be undertaken. For example taking the THS¼ 65 �C curve on Fig. 8
at its maximum COPGrand with a rack inlet temperature of 30 �C
and processor power dissipation of 100 W, the resultant thermal
resistance for the heat sink under these conditions is 0.3 �C=W. If
this heat sink solution is replaced with a higher performance heat
sink at the same mass flow rate and thermal resistance of 0.15
�C=W, this would result in a heat sink temperature of 45 �C and
hence the same processor temperature as the reference condition.
Since all other parameters of the data center remain constant, then
the COP curve for this new heat sink would closely follow that of
the THS¼ 65 �C curve on Fig. 8, but now at the lower THS¼ 45 �C.
The maximum COPGrand values for the two heat sink designs at
THS¼ 45 �C are 3.74 and 2.61 for the cases of lower and higher
thermal resistances, respectively. This equates to more than 40%
reduction in the cooling power as a result of reducing the thermal
resistance of the heat sink by 50%. Of course, the additional cost
of the heat sinks would need to be considered. Assuming an elec-
tricity cost of $0.1=kW and processor power consumption of half
the non cooling power load, the resultant break even point would
be less than ten days for each additional dollar spent on each heat
sink within the data center.

Similar curves to those of Fig. 8 would result from varying heat
sink designs with a fixed processor temperature. For this case the
curves of increased heat sink temperature are replaced with reduc-
ing heat sink thermal resistance. The COPGrand values for the two
heat sink designs at THS¼ 45 �C are 3.74 and 2.61 for the cases of
lower and higher thermal resistances respectively. Applying the
same analysis to the maximum COPGrand values of each curve in
Fig. 8, to operate at THS¼ 45, results in a rough estimate of gains
that can be achieved from higher performance heat sinks. Every 1%
reduction in heat sink thermal resistance, for a specified mass flow
rate, translates to a reduction of 1% in the cooling power required.
Therefore high performance heat sinks that are more costly may
have a relatively quick payback period for the data center operator.

4 Conclusions

In this paper, an approach to considering the cooling chain
from chip to cooling tower in a data center has been applied to
examine the impact of increased operating temperatures on energy
efficiency in data centers. Increasing the rack inlet temperature by
itself does not necessarily guarantee optimal or even nominal
improvements in data center energy efficiency. Instead, a co-
designed architecture that considers both intrasystem considera-
tions (more specifically, heat sink temperature) along with the
data center operating environment is found to lead to the highest
COPGrand. For a reference baseline case study, each 5 �C increase
in heat sink temperature results in 15% saving in cooling costs for
the data center, while reducing the thermal resistance in the heat
sink by about 50% is found to yield an improvement in data center
cooling efficiency of nearly 40%.

This work has several implications for future data center design
and management. First, there has been a recent movement towards
the use of outside air for cooling of data centers. While such elim-
ination of the chiller infrastructure is certainly desirable, the pres-
ent study suggests that significant savings can be achieved within
existing infrastructures through integrated system and facility
design. Second, there has been a push in the industry to increase
allowable limits for rack inlet air temperatures. While this can

Fig. 7 COPGrand for different fixed chip to heat sink tempera-
ture differences. The dashed lines represent fixed heat sink to
inlet temperature differences in steps of 5 �C between 20 �C and
45�C from lower to higher COPGrand, respectively

Fig. 8 COPGrand for constant heat sink temperature lines for
THS between 40 �C and 65 �C from lower to higher COPGrand,
respectively, in steps of 5 �C
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indeed be a step in the right direction for many facilities, this pa-
per suggests that in other cases the benefits of increasing rack inlet
temperature may be small or nonexistent due to increased fan
power at the system level. Thus, instead of simply focusing on fa-
cility design that allows for operation at elevated rack inlet tem-
peratures, a more viable option may be system redesign in order
to allow operation at elevated heat sink temperatures. Finally, this
paper presents a starting point for the design of facility-aware fan
control algorithms within computer systems. As the data center
itself becomes the computer, the traditional approach of designing
and managing system architectures based on a specified inlet tem-
perature may need to be revisited in favor of a more holistic
approach. Particularly with the ability for increased sensing in the
data center environment and infrastructure, an opportunity exists
to derive further efficiencies in the cooling infrastructure through
improved system-level thermal management. Future work will
consider this thread in more detail.
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Nomenclature

Dh ¼ hydraulic diameter, m
COPGrand ¼ overall coefficient-of-performance (PIT=PCooling)

cP ¼ specific heat capacity of air, kJ=kgK
L* ¼ inverse Graetz number (X=DRePr)
Nu ¼ Nusselt number

P ¼ power, kW
Pr ¼ Prandtl number
Q ¼ computing load, kW

Re ¼ Reynolds number
T ¼ temperature, �C
h ¼ heat transfer coefficient, W=m2K
_m ¼ mass flow rate, kg=s

Greek

l ¼ viscosity, kg/m.s
g ¼ efficiency, %

Subscripts

ITD ¼ inlet temperature difference

In ¼ server inlet

HS ¼ heat sink

Out ¼ server outlet

Ref ¼ reference condition
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