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Secondary Flow in
Semi-Circular Ducts
Turbulent secondary flows are motions in the transverse plane, perpendicular to a main,
axial flow. They are encountered in non-circular ducts and can, although the velocity is
only of the order of 1–3% of the streamwise bulk velocity, affect the characteristics of the
mean flow and the turbulent structure. In this work, the focus is on secondary flow in
semi-circular ducts which has previously not been reported. Both numerical and experi-
mental analyses are carried out with high accuracy. It is found that the secondary flow in
semi-circular ducts consists of two pairs of counter rotating corner vortices, with a veloc-
ity in the range reported previously for related configurations. Agreement between simu-
lation and experimental results are excellent when using a second moment closure
turbulence model, and when taking the experimental and numerical uncertainty into
account. New and unique results of the secondary flow in semi-circular ducts have been
derived from verified simulations and validating laser-based experiments.
[DOI: 10.1115/1.4004991]
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1 Introduction

Secondary flows are a mean flow in the transverse plane super-
imposed upon the axial mean flow and are generated and main-
tained by one of two fundamentally different mechanisms. The
first occurs in curved ducts and is pressure driven, and the second
is turbulence driven and is found in non-circular straight ducts.
Prandtl formally separated these two categories into what is now
known as secondary motions of Prandtl’s first and second kind,
respectively [1].

The first kind that originates from bent ducts can also in laminar
flow have fairly large relative velocities, of the order of 20–30%
of the bulk streamwise velocity. This type of flow has been exten-
sively studied for a number of cases, (i.e. Shimizu et al. [2], Liou
et al. [3], Westra et al. [4] and Flack and Brun [5]), and is dissi-
pated within a straight circular duct. The second kind, encoun-
tered in non-circular ducts, is present also under fully developed
conditions, and is caused by turbulence. The velocity is, in this
case, only of the order of 1–3% of the streamwise bulk velocity,
but may nevertheless profoundly affect the characteristics of the
mean flow field as well as the turbulent structure. High momen-
tum fluid is transported towards the corners, resulting in the bulg-
ing of the velocity contours and an increase of wall shear stress
there. This effect is important for sediment transport and erosion
problems, and it also affects the heat transfer and friction coeffi-
cient at duct walls [6].

This article focuses on the turbulence driven secondary flow of
Prandtl’s second kind in general, and on the secondary flow in
semi-circular ducts in particular. The motivation for this is an
ongoing study of the aerodynamics of a rotary kiln, and especially
the kiln hood. A large part of the combustion air is introduced to
the kiln through ducts with complex geometries; this results in a
non-parallel and disordered flow which affects the mixing, and
hence the combustion process. The details of the aerodynamics
vary significantly from kiln to kiln and can have a significant
impact on combustion performance [7].

One of the inlet ducts to the pellet kilns of interest here is close
to semi-circular in cross-section; hence the focus of this work. In

contrast to the considerable research on turbulent flows in square,
rectangular and triangular ducts, an extensive literature search
revealed no work on turbulent flow in semi-circular geometries.
Both simulations and experiments have been performed in order
to map the features of secondary flows. A review of turbulent sec-
ondary flow can be found in Bradshaw [8]. Square ducts have
been investigated by Rung et al. [9], Petterson Reif and Andersson
[1], and Kook Myong [10] to mention a few. Common for Refer-
ences [1,9,10] are that they consider limiting modeling con-
straints, while for References [9] and [10] the effect from wall
functions on the secondary flow is also scrutinized. Rectangular
ducts, in conjunction with square ducts, have been investigated by
Rapley [11], Demuren and Rodi [6], Brundrett and Baines [12],
Nakayama et al. [13] and Gessner and Jones [14]. Brundrett and
Baines, and Gessner and Jones performed experiments to validate
their simulations and analytical solutions, while the others used
previously performed experiments for validation. Melling and
Whitelaw [15] performed thorough measurements of the second-
ary flow in a rectangular duct to provide experimental data for val-
idation of simulations. Speziale [16], Fife [17] and Hague et al.
[18] analytically examined the origin of secondary flow, the
production and main mechanisms of it. Speziale also proved why
ordinary two-equation turbulence models cannot predict a second-
ary flow, while second-order closure models can. In agreement
with this finding, Raiesi et al. [19] found, by a numerical study,
that linear turbulence models are not able to represent the second-
ary flow while non-linear turbulence models are. Hurst and Rap-
ley [20], Demuren [21], and Aly et al. [22] experimentally
examined turbulent flow in triangular geometries. Aly et al. also
performed simulations which they validated with their own exper-
imental results. Other geometries that have also been investigated
in some of the above articles include trapezoidal, elliptical and
rod bundle geometries. However, as already observed, no suitable
data are available for semi-circular ducts. Hence the aim of the
present investigation is to map the turbulent secondary flow in a
duct of semi-circular cross-section.

2 Method

Computational Fluid Dynamics (CFD) simulations of the fully
developed flow through a virtual model of a duct with an almost
semi-circular cross-section are performed with the commercial
code Ansys CFX 12.1 on very fine grids. The code uses a coupled
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solver based on the finite volume method [23]. The simulations
are then validated with Laser Doppler Velocimetry (LDV) meas-
urements of the flow through a physical model built from Plexi-
glas with an identical geometry. The cross-section has a width of
the base of 94 mm and the height is 33 mm. The duct is 4000 mm
long and the origin is at the center of the outlet plane with the pos-
itive z-direction upstream towards the inlet. The geometry, with
the grid structure, can be seen in Fig. 1. Note that the grid used for
the simulations is much finer than that presented in Fig. 1.

To achieve a fully developed velocity field, the duct has a
length of 95 hydraulic diameters (Dh ¼ 0:042 m) of the semi-
circular duct both in the virtual and physical model. Dean and
Bradshaw [24] obtained fully developed flow in a rectangular duct
after 93.6 hydraulic diameters for Re ¼ 1� 105 (based on the
height of the duct).

2.1 Experimental Setup. Secondary flows are present in the
mean flow and amenable for investigation with either LDV or PIV
(Particle Image Velocimetry). The advantage of PIV is the planar
measurement providing directly an understanding of two dimen-
sional flow structures [25]. The dynamic velocity range and the
spatial resolution, however, are poorer than for LDV. In conjunc-
tion with a large dynamic velocity range, a large dynamic spatial
range is necessary to measure small scale variation embedded in
large scale motion, such as flow in boundary layers and small
scale turbulence or the flow in the transverse plane in a duct.
Dynamic spatial range is related to spatial resolution, and dynamic
velocity range is related to the fundamental velocity resolution
and accuracy of PIV [26]. Velocities yielding a displacement
under 0.1 pixels between exposures are tricky to capture [27].
Raffel [28] recommends a maximum particle displacement of 1/4
of the interrogation area between exposures to avoid loss of parti-
cle patterns. In Larsson et al. [29] the authors studied the same
setup as focused on in this work and used an interrogation area of
32� 32 pixels with a pixel displacement of 8 pixels between
exposures. This means that with a transversal velocity with the
magnitude of 1–3% of the main axial velocity, the particles move
0.08–0.32 pixels in the transversal direction between exposures. It
is possible to measure velocities down to 0.02 pixels with reasona-
ble PIV algorithms. The algorithm error is fixed in pixels, which
means that if a maximum tolerable error is 10%, then the mini-
mum resolvable displacement is 0.2 pixels [30]. Hence to obtain a
good enough resolution of the small transversal velocity field
LDV was chosen in this study.

Another main reason for using LDV instead of PIV is the opti-
cal limitation of the experimental arrangement. The setup has
been optimized to investigate the main flow in the axial direction

and hence it is difficult to directly perform PIV measurements in
the transversal plane.

To control the flow rate in the semi-circular duct, the flow was
monitored with a magnetic flow meter (Krohne Optiflux DN50,
error 0.1%). The temperature of the water was controlled to 22 6
0.4 �C with the aid of a cooling system in the tank. The supply
pipe to the semi-circular duct was achieved through a transition
piece, whose diameter matched the base of the semi-circular sec-
tion to provide a flush interface along the circular surface and an
abrupt transition at the base. The inlet to the transition piece was
fed via smaller pipes oriented normal to the axis of the semi-circu-
lar section. The outlet transition piece was identical, but oriented
in the opposite direction.

The LDV-system used was a commercially available system
from Dantec. It is a two component configuration with an 85 mm
optical fiber probe and a front lens with a 310 mm focal length.
The system consists of a 20 W continuous wave Argon-Ion laser,
transmitting optics including a beam splitter Bragg-cell, photode-
tectors and signal processors. The system was used in backscatter
mode in combination with two Burst Spectrum Analyzers (BSA).
The dimension of the measurement volume was approximately
0:074� 0:074� 0:63 mm for both colors when measured in air.
The water was seeded with polyamide particles with a diameter of
5 lm (Dantec’s PSP-5). Dantec’s BSA Flow software with the
burst mode spectrum analysis method was used for the data acqui-
sition. The 2D-LDV probe was placed on a traversing mechanism
controlled by the software, with a possible smallest step of 0.01
mm. The sampling time was set to 240 s or 900 s at each measure-
ment point and for each direction. The measurement time corre-
sponded to at least 10,000 samples and was dependent on the
location of the measuring point.

Two mass flows were investigated, 3.95 kg/s and 0.395 kg/s
corresponding to Reynolds number of 8� 104 and 8� 103,
respectively, based on the hydraulic diameter. The turbulence in-
tensity in the inlet duct was approximately 6%.

Due to the optical limitations of the measuring section, the two
secondary flow components were measured from two different
directions. The experimental arrangement can be seen in Fig. 2.
First, the probe was mounted facing the plane surface and the
y-direction (position A) and measuring the main, axial component
and the velocity in the x-direction. After that the probe was
mounted beside the channel, facing the x-direction (position B)
and measuring once again the main, axial velocity component and
the component in the y-direction. When measuring from the side
of the channel, the measurements are distorted by the optical
refraction due to the curved surface of the duct. To minimize this

Fig. 1 Geometry with grid structure Fig. 2 Experimental arrangement
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problem, the duct was placed in an optical measuring box filled
with water.

Generally, the experimental challenges increase with optical
path length through the apparatus, especially through the curved
wall. The worsening of the optical condition is related to the opti-
cal aberration and the dislocation of laser beam waists. This opti-
cal aberration implies that the larger the path length through the
flow, the fewer the effective elementary segments on the receiving
lens; this results in a deterioration of the velocity signals and thus
in the decrease of the signal rate. For this reason, it is unrealistic
to obtain velocity signals of sufficiently high quality for optical
depths greater than two-thirds of the pipe diameter. The entire
flow distribution can therefore only be achieved if an additional
measurement is carried out from the opposite side by rotating the
LDV system 180� around the pipe axis [31]. Also, when travers-
ing the laser beams towards the circular part, one can exhibit
“blind regions” due to the total reflection of the laser beams at the
inner walls. This leads to some missing experimental data in the
central, circular part of the duct. The only way to remove the blind
regions, where LDV measurements cannot be performed, is to
perfectly match the refractive index of the fluid to that of the duct
which was judged not to be necessary here. In addition to the
blind regions, both laser beams will have different intensities
away from the duct center, resulting in a lower depth of modula-
tion of the interference field, and therefore in lower values of the
signal-to-noise ratio [32]. Since the four beams do not intersect in
a single point due to the optical aberration of the circular surface,
velocity measurements were not performed in coincidence mode
for the cases with the beams passing through the curved surface.
Measurements through the flat surface were straightforward and
performed in coincidence mode.

The total uncertainty in the measurements is a combination of
systematic (bias) and random (precision) errors [33]. The bias
errors in LDV measurements are the calibration factor, probe
alignment/configuration bias, velocity bias and system noise. The
system was carefully set up to minimize bias errors, so that the
main contributors to bias errors considered in this paper are veloc-
ity bias and system noise.

In LDV measurements, the sample rate of the velocity increases
with velocity. For a given observation time, higher velocities will
be sampled more frequently than lower velocities. Taking a sim-
ple arithmetic mean of all samples thus leads to a positively biased
mean compared to a true time mean of the velocity [34]. This was
compensated for by weighting each velocity sample with its resi-
dence time in the measuring volume.

The system noise originates from vibrations of the test setup,
leading to a small movement of the duct wall. The system noise
was estimated by a velocity measurement of the duct wall in the
measuring section, with the same hardware settings as for the flow
measurements. The measured noise contribution to the velocities
was subtracted from the velocity data.

The precision error was estimated by a repeatability test. Meas-
urements at five different points were performed ten times in a
randomized order. The estimated precision error (P) of the mean
values, at the probability of 95% confidence interval, was calcu-
lated with the following relationship P ¼ t� s, where t is the
coefficient of the t-distribution with the corresponding degree of
freedom and s is the standard deviation of the sample data [33].
The overall estimated uncertainty of the secondary velocity meas-
urements was between 1-5%, with the higher values occurring
close to the walls.

2.2 CFD Methodology. The geometry was imported into
Ansys ICEM and a curvilinear grid was built from hexahedral ele-
ments. An o-grid was designed in order to get a good grid adapta-
tion around the curved edges. The grid was also designed to meet
the good quality grid criterion provided by the code [23] in order
to reduce the discretization error. The overall grid structure can be
seen in Fig. 1. To resolve the boundary layer, prism elements

were placed close to the wall. This results in better modeling of
the near-wall physics.

The turbulent flow field was solved by three dimensional,
steady state, Reynolds averaged Navier-Stokes (RANS) equations,
closed by either the two-equation Shear Stress Transport (SST)
turbulence model or the Reynolds stress Baseline (BSL) turbu-
lence model. The choice of turbulence models emanates from the
initial literature review where the conclusion was that a Reynolds
stress model without wall functions is necessary to predict turbu-
lent secondary flow. From the available RANS turbulence models
in Ansys CFX which meets these criterions, the Reynolds stress
model BSL was chosen since it is based on the same hybrid model
as the two-equation model SST. This facilitates the simulation
work since the same grid can be used in all simulations, regardless
of turbulence model. The two-equation model SST was used in
order to confirm that standard two-equation turbulence models
cannot show turbulent secondary flow without modification of the
model.

The SST turbulence model originates from the k � x formula-
tion by Wilcox [35]. The Wilcox model has the disadvantage of a
strong sensitivity to free stream conditions. This can be avoided
by combining the k � x model near the surface with the k � e
model in the outer region, which is the base for the SST model.
Another advantage of the SST model (compared with other hybrid
models) is its capability of properly predicting the onset and
amount of flow separation from smooth surfaces under adverse
pressure gradients. This is due to the fact that the model accounts
for transport of turbulent shear stress by introducing an eddy vis-
cosity limiter [36].

The BSL Reynolds stress model is a turbulence model which
uses the x-equation instead of the e-equation as the scale-
determining equation. One of the advantages of the x-formulation
is the near wall treatment for low-Reynolds number computations,
where it is more accurate and more robust. As the free stream sen-
sitivity of the standard x-model does carry over to the Reynolds
stress model, the BSL Reynolds stress model is based on the
x-equation used in the BSL two-equation model (which is basi-
cally the SST model without the eddy viscosity limiter needed in
order to account for the transport of the turbulent shear stress). A
separate transport equation must be solved for each of the six
Reynolds stress components [23].

Turbulence-induced secondary flows are driven by the differ-
ence of the normal Reynolds stresses perpendicular to the principal
velocity [9]. Because of Boussinesq’s linear (isotropic) eddy-
viscosity hypothesis, which does not account for turbulence anisot-
ropy, standard two-equation models cannot reveal a secondary
flow [1]. This is also shown in the present study. Due to this fact,
most results are taken from simulations using the Reynolds stress
turbulence model. Since regions close to the wall and the corners
are known to influence the characteristics of secondary flow signif-
icantly, wall function formulations should be avoided [21]. This
explains the choice of turbulence models used in the present study.

A mass flow plug profile is set at the inlet, with a turbulence in-
tensity of 5%. The sensitivity of the result to an increased level of
turbulence intensity (8%) was tested, showing no difference in im-
portant variables. At the outlet, an average static pressure is
employed with a relative pressure of zero Pa, averaged over the
whole outlet. This allows the outlet pressure to vary based on
upstream influences. The walls are specified as no slip walls. A
formally second order accurate discretization scheme is used for
the advection term. The convergence criterion is RMS residuals
below 10�6 [29] and therefore double precision is used. The con-
vergence criterion assures a decrease of at least three orders of
magnitude of the normalized residual for each equation solved.
Isothermal conditions are assumed so the energy equations are not
applied. The simulations are mainly carried out on a 150-node
PC-cluster. It has been demonstrated that the CFD-code applied
on this cluster parallelize excellently [37].

A grid study was performed to estimate the discretization error.
The dependent variable chosen to study was the x-component of
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the secondary flow along a line located at x¼�20 mm. Since the
secondary flow velocity is small the velocity difference between
two grids is small, and hence the solution was normalized with its
range [38]. The three grids chosen had approximately 2.6� 106,
6.2� 106 and 16� 106 elements, respectively. The Richardson
extrapolation [39] was performed with a grid refinement factor of
approximately 1.35. The global average calculated apparent order
was 1.75. Oscillatory convergence occurred at 5 out of 27 points.
Figure 3 shows the velocity profiles and the fine-grid solution
along with discretization errorbars assessed with the Grid Conver-
gence Index (GCI) values. The maximum discretization uncer-
tainty was approximately 10%, corresponding to a maximum
uncertainty in velocity of about 6 1:2� 10�4 m/s. The average
discretization uncertainty of the fine-grid solution based on the
GCI value was 1.8%.

The simulation results reported below are from the grid consist-
ing of 16� 106 elements. The yþ values are in the range of 0.005
to 1.3, with an area averaged maximum value of 0.38. The maxi-
mum yþ value of 1.3 is only located close to the inlet to the duct
so the boundary layer is fully resolved everywhere throughout the
geometry according to the requirements of low-Re wall formula-
tions for an x-based turbulence model [23]. This means that there
are no wall functions which would impair the prediction of the
secondary flow.

3 Results and Discussion

A qualitative comparison between simulations and experiments
is presented first, followed by a quantitative comparison. Due to
the complexity of the measurements through the curved surface of
the duct, the errors in measuring the y-component of the second-
ary flow are greater than those in the x-direction. The focus is
therefore on comparing the x-component of the simulation and ex-
perimental results. If not stated otherwise, the simulation results
are presented for the BSL Reynolds stress turbulence model.

The first indication of the existence of secondary flow is distor-
tion of the axial flow contours for flow in the streamwise direc-
tion. If secondary flows are present, the axial flow contours will
bulge out towards the corners, as can be seen in Fig. 4(a) for the
simulation using the BSL model and in Fig. 5 for the experimental
result. No secondary flow is found for the SST model (Fig. 4(b)).

Helical streamlines of the axial flow is another indication of
secondary flow. Figure 4 also shows the streamlines along the
duct for the simulated results. Notice that for the SST turbulence
model, the streamlines are straight.

Simulations with the BSL Reynolds stress turbulence model
further revealed that the secondary flow consists of two pairs of
counter rotating corner vortices with the flow convected into the

Fig. 3 The sensitivity of the calculated flows to grid refinement, showing velocity profiles at x 5 220 mm, Re 5 8 3 104, using
the BSL-model

Fig. 4 Calculated axial flow contours with streamlines of the
main, axial flow from inlet to outlet of the duct. Simulations
were performed with Reynolds stress model BSL (left) and SST
turbulence model (right). Re ¼ 8 3 104.

Fig. 5 Measured axial flow contours, Re ¼ 8 3 104, obtained at
z=Dh ¼ 92
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corners from the central region and away from the corners along
the walls (Fig. 6(a)). The vorticity distribution that results from
the rotational flow in Fig. 6(a) is rather symmetrical and decays
towards the symmetry line of the cross-section, see Fig. 7. Once
again, the standard two-equation models do not capture secondary
flow, as shown in Fig. 6(b).

A comparison of the x-component of the secondary flow
between the simulation and experimental results reveals good
qualitative agreement and confirms the characteristics of the sec-
ondary flow presented above (Fig. 8(a)–8(b)). The measured flow
distribution is obviously not as well resolved as the simulated
case, but the main flow features are the same and the magnitudes
of the simulated and measured velocities are in the same range,
with the maximum being about 1.5% of the bulk velocity, Ubulk,
for both cases. When repeating the measurements at a cross-
section upstream (z=Dh ¼ 88), a small difference in velocity field
was detected, as can be seen when comparing Fig. 8(b) with Fig.

8(c). The patterns agree but the locations of the contours differ
somewhat. Notice that the simulation results overlap perfectly at
these two cross-sections so that the simulated results at z=Dh ¼ 88
are identical to Fig. 8(a).

There is also good qualitative agreement between the simulated
and measured values of the Reynolds normal stresses, with rather
low stresses in boomerang-shaped areas in the middle of the duct,
see Figs. 9–11. For the experimental case, only the normal stress
of the x-component and the axial component are shown due to
lack of data for the y-component.

The turbulent kinetic energy and corresponding intensity can be
seen in Fig. 12 and Fig. 13. By comparing the simulation results
from the Reynolds stress model BSL of Fig. 4(a) with Fig. 12(a),
especially in the corner regions, it is evident that the contours of
the turbulent kinetic energy are more distorted than the mean axial
flow contours. This indicates that the turbulence field is more dis-
turbed by the secondary flow than is the mean velocity field,
agreeing with Brundrett and Baines [12], Nakayama et al. [13]
and Aly et al. [22]. The same trend is found in the experimental
results when comparing Fig. 5 with Fig. 12(b).

The anisotropy of the normal stresses (sxx � syy) is shown in
Fig. 14 for the simulation result only, since the secondary velocity
components are not correlated in the experiment. The secondary
shear stress acting in the cross-sectional plane (sxy) can also be
seen in Fig. 14. The gradients of the above stresses are the leading
cause of secondary flow motions [12].

A lower Reynolds number case was also assessed to investigate
the Reynolds number influence on the secondary flow. The basic
pattern of the secondary flow is independent of Reynolds number,
agreeing with the results obtained by Brundrett and Baines [12], as
shown in Fig. 8(d). The non-dimensionalized secondary flow

Fig. 6 Secondary flow in the semi-circular duct, calculated with a Reynolds stress model (BSL) to the left, a standard
two-equation model (SST) to the right. Re ¼ 8 3 104.

Fig. 7 Vorticity contour plot, simulation result with Re ¼ 8 3 104:

Fig. 8 Vector and contour plots of the x-component of the secondary flow
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velocities are also similar (a maximum velocity of approximately
1% of the axial flow) in the experimental case while they perfectly
match in the simulation results. Another observation by Brundrett
and Baines was that, with increasing values of Reynolds number,
the flow penetrates farther into the corners and approaches the wall
more. Gessner and Jones [14] found that the non-dimensionalized
secondary flow velocities decreased with an increase of Reynolds
number. They suggested that this effect may be explained by
increased turbulent mixing at high Reynolds number, which tends
to decrease gradients in the flow. Neither of these observations can
be seen in the present study. A more thorough investigation of the
Reynolds number dependency is therefore warranted.

The quantitative comparison between simulation and experi-
mental results for Re ¼ 8� 104 is based on the numerical uncer-

tainty assessed with the GCI index approach and the estimated
experimental uncertainties. Presented here is the secondary flow
component, defined as the x-velocity. Four lines are chosen,
reporting results from evenly spread locations in one half of the
semi-circular duct due to symmetry. The results are presented
with errorbars corresponding to the average discretization uncer-
tainty for the simulation case and the average experimental uncer-
tainty, and can be seen in Fig. 15.

Overall, the quantitative agreement between simulation and
experiment is good, although there are significant differences
between the two in some cases. One common feature of the pro-
files is that the deviation increases with optical path length and
when approaching the curved surface. As described above, the ve-
locity signal deteriorates with increasing optical path length, lead-
ing to a decrease in signal rate and hence also in signal-to-noise
ratio. Reflections also affect the signal quality and can lead to
measurement errors. The reflections become more prominent
closer to the corner, increasing errors. The apparently large devia-
tions between simulation and experimental results along the pro-
file at x¼ 5 mm (Fig. 15(a)) stems from the fact that the
secondary flow velocity is very close to zero, making small veloc-
ity differences result in large % deviations. This should be kept in
mind when comparing the results quantitatively. The experimental
results also indicate that the highest velocities are found close to
the wall, supporting the previously reported conclusions that wall
functions should be avoided when simulating the turbulent sec-
ondary flow in a non-circular duct.

Finally, there should be some comment regarding the y-compo-
nent of the secondary flow. A qualitative comparison between

Fig. 12 Contour plot of turbulent kinetic energy. Simulation results to the left, experimental results to the right. Re ¼ 8 3 104.

Fig. 9 Reynolds normal stress sxx . Simulation results to the left, experimental results to the right. Re ¼ 8 3 104.

Fig. 10 Reynolds normal stress szz . Simulation results to the left, experimental results to the right. Re ¼ 8 3 104.

Fig. 11 Reynolds normal stress syy , simulation results with
Re ¼ 8 3 104
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Fig. 15 Velocity profiles, a comparison of the simulated and experimental data (obtained at z=Dh ¼ 92), at Re ¼ 8 3 104

Fig. 13 Contour plot of turbulence intensity. Simulation results to the left, experimental results to the right. Re ¼ 8 3 104.

Fig. 14 Anisotropy of the normal stresses (sxx � syy ) to the left, Reynolds shear stress (sxy ) to the right. Simulation results
with Re ¼ 8 3 104.
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simulation and experimental results in the measurable part of the
duct shows good agreement also in the direction of the y-compo-
nent. As outlined earlier, the experimental result should be treated
with caution since no correction for either the position of the mea-
surement volume or the velocity has been made.

4 Summary and Conclusions

The turbulent secondary flow in a semi-circular duct was inves-
tigated both numerically with a commercially available code and
experimentally with Laser Doppler Velocimetry, yielding new
results. The secondary flow in semi-circular geometries consists
of two pairs of counter rotating corner vortices. The maximum
magnitude of the secondary velocity is about 1% of the stream-
wise bulk velocity. Qualitative comparisons in the secondary flow
plane between simulations with a Reynolds stress turbulence
model and experiments show agreement as to velocities and Reyn-
olds normal stresses. The main features found in studies on similar
geometries are captured. The results indicate that the turbulence
field is more disturbed by the secondary flow than is the mean ve-
locity field.

A quantitative comparison of the velocity along four transverse
profiles show good overall agreement, with increased deviations
between simulation and experiment when approaching the curved
surface. When comparing the results quantitatively, it should be
kept in mind that the secondary flow velocity is very close to zero,
making small velocity differences result in large % deviations. It
should also be noted that the highest velocities are found close to
the wall, implying that wall functions should be avoided when
modeling the turbulent secondary flow. Standard two-equation
turbulence models should also be avoided since they fail to predict
any turbulent secondary flow.
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