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Dual-Orthogonal Fluoroscopic
Imaging System
This study presents an optimized matching algorithm for a dual-orthogonal fluoroscopic
image system used to determine six degrees-of-freedom total knee arthroplasty (TKA)
kinematics in-vivo. The algorithm was evaluated using controlled conditions and stan-
dard geometries. Results of the validation demonstrate the algorithm’s robustness and
capability of realizing a pose from a variety of initial poses. Under idealized conditions,
poses of a TKA system were recreated to within 0.02�0.01 mm and 0.02�0.03 deg for
the femoral component and 0.07�0.09 mm and 0.16�0.18 deg for the tibial component.
By employing a standardized geometry with spheres, the translational accuracy and
repeatability under actual conditions was found to be 0.01�0.06 mm. Application of the
optimized matching algorithm to a TKA patient showed that the pose of in-vivo TKA
components can be repeatedly located, with standard deviations less than �0.12 mm and
�0.12 deg for the femoral component and �0.29 mm and �0.25 deg for the tibial
component. This methodology presents a useful tool that can be readily applied to the
investigation of in-vivo motion of TKA kinematics. �DOI: 10.1115/1.2205865�
ntroduction
Fluoroscopic imaging techniques have been used extensively to
easure in-vivo kinematics of total knee arthroplasty �TKA� be-

ause of the relatively low radiation dosage and the accessibility
f the equipment �1–3�. Previous studies employed a single fluo-
oscope to take sagittal plane images of the knee at multiple flex-
on angles �1,4–7�. Using the geometry of the fluoroscope, three-
imensional �3D� computer models of the tibial and femoral
omponents were matched to the two-dimensional �2D� features
f the acquired fluoroscopic images. When the features were con-
idered to be matched, the relative poses of the 3D component
odels represented the in-vivo knee kinematics, where pose is

efined as the position and orientation specifying the six degree-
f-freedom �6DOF� location of an object. Using this technique
umerous data have been reported on knee motion within the
mage plane of the fluoroscope. However, determining knee mo-
ion in the direction perpendicular to the fluoroscopic image plane
as been questioned in recent studies �8–10�.

Pursuing higher accuracies with fluoroscopy, Li et al. �10� com-
leted a 3D study on quasi-dynamic in-vivo kinematics of the
nee and more recently, Hanson et al. �2� and Suggs et al. �11�
pplied two fluoroscopes to formulate a dual-orthogonal fluoro-
copic system to investigate in-vivo TKA kinematics. These stud-
es utilized a computer aided drafting �CAD� program to simulate
he fluoroscopic environment and manually manipulate 3D TKA

odels in space so that their projected silhouettes matched out-
ines of the components on both fluoroscopic images. This meth-
dology has been proven to accurately recreate the 6DOF motion
f the knee at multiple flexion angles �2�. However, the manual
atching procedure is laborious, impairing its application to study
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continuous dynamic motion. Automating the matching procedure
would reduce the time required to match and improve the repeat-
ability of the dual fluoroscope methodology in determining in-
vivo TKA kinematics.

In this paper, an optimization algorithm is presented for auto-
mating the process of matching projections of 3D TKA CAD
models of tibial and femoral components to two orthogonal planar
images of TKA components acquired with a dual-orthogonal fluo-
roscopic imaging system. Accuracy and repeatability of the algo-
rithm’s ability to determine 6DOF location of TKA components
are discussed. Results from the validation demonstrate the repeat-
ability of the algorithm for determining in-vivo TKA poses.

Methods

Dual-Orthogonal Fluoroscopic System. The dual-orthogonal
fluoroscopic image system consists of two fluoroscopes �OEC®

9800 ESP, GE, Salt Lake City� positioned with the two image
intensifiers perpendicular to each other �2� �Fig. 1�. A subject is
free to move within the common imaging zone of the two fluoro-
scopes. The subject is then asked to move through a series of
flexion angles which are imaged simultaneously by the fluoro-
scopes to acquire images of the knee from two perpendicular di-
rections. During this procedure, the average subject receives
106 mrem of radiation for 20 sec of pulsed fluoroscopy at 65 kVp
and 0.80 mA. In addition to the subject images, a set of calibra-
tion images are acquired. Calibration images are taken of a perfo-
rated plate for distortion correction and a set of beads in a known
configuration for the recreation of the fluoroscopic geometry. The
images are stored electronically with an 8-bit grey scale and a
resolution of 1024�1024 pixels, corresponding to a 315
�315 mm field of view. This procedure records the in-vivo poses
of the knee as a series of 2D paired orthogonal fluoroscopic
images.

The images are then automatically segmented using Canny
edge detection �12�. Next, the segmented fluoroscopic images are

corrected for distortion using the method of Gronenschild �13�.
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he outlines of the TKA components from the edge detection are
anually reviewed and saved as a list of 2D spatial points. The

oint outlines from the segmented fluoroscopic images of the
KA components are used to create spline curves, using a peri-
dic spline algorithm �14�. The starting and ending values of the
ewly created splines are recorded for determining the valid limits
f the splines. These algorithms are implemented using functions
n the MATLAB® software �Matlab v7r14, Mathworks, Natick, MA�.

Next, a virtual replica of the dual-orthogonal fluoroscopic sys-
em is constructed. Using calibration data, two virtual source-
ntensifier pairs are created in a solid modeling program
Rhinoceros®, Robert McNeel & Associates, Seattle, WA�. Then,
he virtual intensifiers are oriented so that their relative locations
eplicate the geometry of the real fluoroscopic system �Fig. 2�.

The splines of the TKA components obtained from the dual
uoroscopic images are placed on their respective virtual intensi-
ers. Next, 3D CAD models of the TKA tibial and femoral com-
onents are introduced into the virtual system. The TKA models
re obtained from the manufacturer as nonuniform rational
-splines �NURBS� surfaces. Using the 3D modeling program a
esh size is selected. The surfaces are tessellated, and the vertices

ig. 1 A dual-orthogonal fluoroscopic system for capturing in-
ivo knee joint kinematics

ig. 2 A virtual dual-orthogonal fluoroscopic system con-

tructed to reproduce the in-vivo knee joint kinematics

ournal of Biomechanical Engineering

 https://biomechanical.asmedigitalcollection.asme.org on 07/01/2019 Terms of Us
of the mesh are used to create a 3D point cloud of the model.
Then, a local coordinate system is created for each point model.
The local coordinate system is related to the global coordinates of
the virtual fluoroscopic environment using a position vector and
rotation matrix �Fig. 3�. Using the 3D modeling program the point
model can be manipulated in the virtual environment to create an
initial guess of the TKA pose. With this CAD replica a mathemati-
cal model of the dual-orthogonal fluoroscopic system is con-
structed and matching can commence.

Optimized Matching Algorithm. The optimized matching al-
gorithm is formulated as an optimization procedure that mini-
mizes the error between projected model silhouettes and actual
fluoroscopic image outlines in order to determine the model pose.
The model pose is defined by the 6DOF position and orientation
of each model’s local coordinate system relative to the global
coordinate system. The objective function is expressed as a scalar
function with six independent variables. The independent vari-
ables are the three components of the position vector locating the
origin of the local coordinate system and the three Euler angles of
the local system in the global system �Fig. 3�. The scalar function
value is the average distance between the 3D projected model
silhouettes and the segmented fluoroscopic outlines.

Transformation of Model Points. The six independent vari-
ables are used to transform the points of the 3D model from an
initial pose to a new position and orientation which is illustrated
in Fig. 3. Each point on the model, noted as mi, is transformed
with the local coordinate system to a new location and orientation
in the global coordinate system, noted as m̃i �Eq. �1��.

m̃i = R�mi� + �t + o� �1�

The vector o= �ox ,oy ,oz� locates the origin of the local system in
the global coordinates. The translation vector t= �x ,y ,z� is defined
in the global coordinate system. The rotation matrix R is defined

Fig. 3 Definition of local and global coordinate systems and
the transformation of model points
as a Y-Z-X Euler sequence using the angles �, �, and � �Eq. �2��.
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R = � cos � cos � sin � − sin � cos �

− cos � cos � sin � + sin � sin � cos � cos � cos � sin � sin � + sin � cos �

sin � cos � sin � + cos � cos � − sin � cos � − sin � sin � sin � + cos � cos �
� �2�

Fig. 4 Outlining procedure. „a… Compartmentalize projected points „b… and „c…
determine boundary grids with left-looking outlining technique „d… and „e… se-
lect point in each grid that is closest to the outer edge. „f… Completion of algo-
rithm with selected outline points.
Once the 3D model is transformed to a new pose, the locations
f the virtual sources are used to project the points onto the inten-
ifiers of the virtual fluoroscopic system �Fig. 2�. The vector equa-
ion used to project the transformed 3D model points onto a vir-
ual intensifier is shown below �Eq. �3��.

pki = vk +
lk

�m̃i − vk� · nk

�m̃i − vk� �3�

The ith projected model point for the kth intensifier is defined
s pki and m̃i the ith transformed model point. The vector vk
ocates the kth source and nk the unit vector normal to the kth
ntensifier plane. The scalar lk is the distance between the kth
ource and intensifier.

Calculation of Performance Index. To decrease computation
ime and improve the robustness of the algorithm, only the outline
oints of the projected 3D model points are compared to the out-
ines of the TKA components. An outlining set of the projected
oints is determined by establishing point connectivity and fol-
owing an outer contour defined by the connectivity. Connectivity
s determined by automatically compartmentalizing the model
oints so that a connected grid is produced �Fig. 4�a��. Using a
eft-looking, contour-following algorithm, the grids that outline
he projected points are determined �Figs. 4�b� and 4�c��. For each
ontour grid, the point closest to the outside of the contour is
elected �Figs. 4�d� and 4�e��. This automatic procedure results in
set of points that form an outline of the projected 3D model

oints �Fig. 4�f��.
Next, the minimum distance between each outlined, projected
D model point and the fluoroscopic spline is determined �Fig. 5�.
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Since the spline is represented as a parametric curve, the secant
method is used to determine the minimum distance between a
point and the spline �Eq. 4�.

Fig. 5 Representation of calculating the minimum distance

between projected points and a fluoroscopic outline
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dki = min
t

	gk�t� − pki	 �4�

For the kth intensifier, dki is the ith minimum distance, pki is the
th projected model point, gk�t� is the parametric vector function
f the fluoroscopic image spline, and t is the parametric variable,
hose range corresponds to the recorded endpoints of the spline.
or each intensifier, these distances are summed and divided by

he total number of points qk resulting in a normalized distance.
he normalized distances for each intensifier are then summed
nd returned as the value of the objective function, I �Eq. �5��.

I = 

k=1

2
1

qk


i=1

qk

dki

= 

k=1

2
1

qk


i=1

qk �min
t
�gk�t� − vk

−
lk�R�mi� + �t + o� − vk�

nk • �R�mi� + �t + o� − vk�
� �5�

Optimization. As the objective function I approaches zero the
D model closely approaches the actual TKA pose. Therefore, to
ccurately replicate the actual TKA pose the objective function is
inimized according to Eq. �6�.

J = min
�x,y,z,�,�,��

I �6�

he six optimization variables �x ,y ,z ,� ,� ,�� represent the posi-
ion and orientation of the model’s local coordinate system with
espect to the global coordinate system. Minimization of this func-
ion is accomplished with the Broyden, Fletcher, Goldfarb, and
hanno �BFGS� quasi-Newton method �15� and implemented in
ATLAB® software. Convergence is controlled by terminating the
inimization routine when the differential change in variables
eets the required tolerance or the quantity of objective function

alls exceeds a specified number. Therefore, runs that exceed the
umber of function calls and do not meet the required tolerance
re deemed non-convergent in this study.

ALIDATION
The algorithms presented in this paper were implemented on a

ersonal computer with a Pentium IV® class processor �2.4 GHz,
12 MB RAM� running the Microsoft Windows XP Professional®

perating system. Using this same computer system, a validation
f the optimized matching algorithm was performed to demon-
trate the accuracy and repeatability of recreating the TKA pose.
alidation consisted of running the algorithm with idealized, con-

rolled, and real data using ten randomly generated initial pose
stimates for each test. These tests were used to isolate various
auses of error; idealized tests to isolate errors with geometry,
tandardized tests to isolate errors caused by segmentation, and
n-vivo tests to observe the combination of errors. For all tests the

atching algorithm was set to record convergent solutions that did
ot exceed 800 objective function calls and had a differential tol-
rance of less than 0.0005 for each variable.

Idealized Testing. An idealized environment was created in
rder to determine the optimized matching algorithm’s repeatabil-
ty, accuracy, sensitivity to model point density and pose orienta-
ion, and optimal parameters under controlled conditions. These
ests gave a basis for the ultimate potential of the algorithm. The
dealized fluoroscopic setup was created by replicating the fluoro-
copic environment using the 3D solid modeling software. Three-
imensional TKA models from the manufacturer were oriented in
he system in poses approximating a deep knee bend. From these
oses the models were projected onto the virtual intensifiers, and

he projections were used to create pseudo fluoroscopic outlines.

ournal of Biomechanical Engineering
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Models in this configuration were then considered to be the gold
standard. The error of the matched poses was then determined by
comparing the matched model poses to the gold standards.

With the idealized fluoroscopic setup the effect of model point
density was tested for one pose of the tibial and femoral compo-
nents �45 deg flexion position� using three different densities. The
low point density models used a coarse mesh with approximately
3500 points. Medium density point models were approximately
15,000 points and high density point models were made with over
20,000 points. Three additional poses �30 deg, 60 deg and 90 deg
flexion positions� for the medium point density models were
matched to test the effect of pose orientation. For each pose ten
estimates for the initial guess were created for each component by
perturbing the models from the gold standard. The perturbations
were created by randomly generating values for the pose variables
within the range of ±20 mm and ±20 deg using a Gaussian distri-
bution. Next, the models were matched using 50 of the projected
outline points. The accuracy and repeatability of the optimized
matching algorithm in reproducing the femoral and tibial compo-
nents position and orientation in 6DOF was recorded for each
convergent match.

Standardized Testing. To determine accuracy and repeatability
of the optimized matching algorithm when subjected to actual
conditions, a standardized test in the manner of Short et al. was
performed �16�. The test consisted of eight spheres 12.70 mm in
diameter each having a tolerance of ±0.01 mm. Five of the
spheres were stainless steel, two were ceramic �spheres 2 and 7�,
and one was tungsten �sphere 5�. The spheres were arranged in a
fixed pattern �Fig. 6� and imaged with the dual-orthogonal fluoro-
scopic system.

Using the solid modeling program a spherical model 12.70 mm
in diameter was created and converted into a point cloud contain-
ing 2500 points. Next, the model was placed centrally in the vir-
tual fluoroscopic environment. Then, ten estimates for the initial
pose were created for each component by perturbing the model
from the placed configuration. The perturbations were created by
randomly generating values for the pose variables within the
range of ±20 mm using a Gaussian distribution. Next, the models
were matched using 60 of the projected outline points and the
convergent matches were recorded. The accuracy of the matching
algorithm was determined by comparing the distance between the
adjacent matched spheres and the true distance of one diameter,
12.70 mm.

Application to In-Vivo Total Knee Arthroplasty (TKA)
Kinematics. The final test employed in-vivo images taken with
the dual fluoroscopic system of the right knee of a patient after
TKA. The images were acquired under Internal Review Board
�IRB� approval and with informed consent of the patient. The
patient had a cruciate retaining component and images were taken
during a lunge �NexGen CR TKA, Zimmer, Inc, Warsaw�. Poses
selected for matching were for images taken at 10 deg and 50 deg
of flexion of the patient.

Using the solid modeling program the component models were
converted into point clouds containing 15,000 points. Next, the
models were manually matched to the fluoroscopic contours in the

Fig. 6 Geometry of standardized test. Spheres two and seven
were ceramic, sphere five was tungsten, and the remaining
spheres were stainless steel. The spheres were stacked in the
vertical plane.
virtual fluoroscopic environment. Then, for both flexion angles

AUGUST 2006, Vol. 128 / 591

e: http://www.asme.org/about-asme/terms-of-use



e
i
i
±
p
w
p
p
t

R

s
o
d
r
s
p
c

T
m
e

M
s

M
s

T
m
1

P

�
�
�
�

P

�
�
�
�

5

Downloaded From:
ach model was perturbed ten times to create estimates of the
nitial pose. The perturbations were created by randomly generat-
ng values for the pose variables within the range of ±20 mm and
20 deg using a Gaussian distribution. Sixty projected outline
oints were used for the matches and the convergent solutions
ere recorded. Since the accurate position and orientation of the
atient TKA is unknown, this test was designed to evaluate re-
eatability of the algorithm in determining the position and orien-
ation of in-vivo TKA components.

esults

Idealized Testing. Accuracy for the idealized tests was mea-
ured as the error between the body fixed local coordinate systems
f the golden standard and the matched models. The sample stan-
ard deviation of these errors was selected as the measure of
epeatability. Root-mean-square error �RMSE�, or population
tandard deviation, values are also reported for comparison with
revious methods. Results for different densities of the femoral
omponent are presented in Table 1. The pose of the femoral

able 1 Accuracy „average error values…, repeatability „standa
atic matching procedure in an idealized environment using

valuated for ten initial positions.

Error in femoral com
�Avg±Std

odel
ize

Translation �mm�

�x �y �z

3477 −0.001±0.016 �0.016� −0.006±0.037 �0.041� −0.009±0.021 �0
14135 0.002±0.005 �0.014� −0.002±0.006 �0.006� −0.018±0.012 �0
21224 0.009±0.006 �0.024� −0.023±0.009 �0.041� −0.005±0.003 �0

Error in tibial comp
�Avg±Std

odel
ize

Translation �mm�

�x �y �z

3608 −0.283±0.304 �0.403� 0.044±0.068 �0.078� 0.004±0.013 �0
14505 −0.069±0.043 �0.080� 0.029±0.018 �0.033� −0.009±0.003 �0
35994 −0.049±0.018 �0.051� 0.016±0.009 �0.018� −0.011±0.003 �0

able 2 Accuracy „average error values…, repeatability „standa
atic matching procedure in an idealized environment using

5,000 points. Each position was evaluated for ten initial positi

Error in femoral com
�Avg±Std

osition

Translation �mm�

�x �y �z

1 0.002±0.005 �0.014� −0.002±0.006 �0.006� −0.018±0.012 �
2 −0.003±0.010 �0.010� −0.010±0.009 �0.013� −0.004±0.008 �
3 −0.000±0.009 �0.008� 0.001±0.014 �0.012� −0.001±0.005 �
4 −0.006±0.011 �0.011� −0.002±0.010 �0.009� 0.000±0.007 �

Error in tibial com
�Avg±Std

osition

Translation �mm�

�x �y �z

1 −0.069±0.043 �0.080� 0.029±0.018 �0.033� −0.009±0.003 �
2 −0.013±0.032 �0.033� 0.005±0.024 �0.024� −0.001±0.011 �
3 −0.010±0.057 �0.056� 0.010±0.170 �0.164� 0.013±0.034 �
4 0.012±0.096 �0.092� −0.008±0.041 �0.039� 0.003±0.025 �
92 / Vol. 128, AUGUST 2006
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component was recreated to within 0.01 mm±0.04 mm in trans-
lation and 0.05 deg±0.16 deg in rotation for the low point density
model, 0.02 mm±0.01 mm and 0.02 deg±0.02 deg for the me-
dium point density model, and 0.02 mm±0.01 mm and
0.07 deg±0.01 deg for the high point density model. The average
time for matching a single pose was 200, 350, and 510 sec for the
low, medium, and high point density models, respectively. The
average number of calls to the objective function was 640 for all
model sizes. The results for four different flexion angles using the
medium point density model are listed in Table 2. The average
values of the pose variables were found to recreate pose to within
0.02 mm±0.01 mm in translation and 0.02 deg±0.03 deg in
rotation.

Results for the tibial component are presented in Table 1 for
different densities of the model. Pose was recreated to within
0.28 mm±0.30 mm in translation and 0.75 deg±0.71 deg in rota-
tion for the low density model, 0.07 mm±0.04 mm and
0.16 deg±0.10 deg for the medium point density model, and
0.05 mm±0.02 mm and 0.19 deg±0.10 deg for the high point

deviations…, and root-mean-square errors „RMSE… of the auto-
erent model point densities. Accuracy and repeatability were

ent pose parameters
�RMSE��

Rotation �deg�

�� �� ��

� 0.007±0.030 �0.040� −0.050±0.099 �0.197� −0.038±0.160 �0.413�
� 0.004±0.004 �0.019� −0.017±0.020 �0.057� 0.015±0.019 �0.086�
� 0.002±0.008 �0.011� 0.068±0.006 �0.102� −0.029±0.008 �0.047�

nt pose parameters
�RMSE��

Rotation �deg�

�� �� ��

� 0.088±0.062 �0.106� −0.079±0.051 �0.092� −0.747±0.706 �1.001�
� −0.163±0.080 �0.180� −0.042±0.036 �0.054� 0.069±0.102 �0.118�
� −0.074±0.010 �0.075� −0.011±0.010 �0.014� −0.189±0.104 �0.213�

deviations…, and root-mean-square errors „RMSE… of the auto-
r different pose environments with a model point density of
.

nent pose parameters
v �RMSE��

Rotation �deg�

�� �� ��

1� 0.004±0.004 �0.019� −0.017±0.020 �0.057� 0.015±0.019 �0.086
8� 0.005±0.025 �0.023� 0.001±0.008 �0.007� −0.008±0.011 �0.012
4� 0.005±0.011 �0.012� −0.003±0.021 �0.019� −0.009±0.023 �0.023
6� −0.013±0.023 �0.025� 0.009±0.018 �0.018� −0.001±0.027 �0.024

ent pose parameters
v �RMSE��

Rotation �deg�

�� �� ��

0� −0.163±0.080 �0.180� −0.042±0.036 �0.054� 0.069±0.102 �0.118
0� 0.003±0.012 �0.012� −0.005±0.019 �0.019� −0.020±0.084 �0.083
5� −0.009±0.023 �0.024� 0.011±0.043 �0.043� −0.042±0.138 �0.139
4� −0.004±0.051 �0.048� −0.013±0.041 �0.041� 0.163±0.389 �0.403
rd
diff

pon
Dev

.030

.021

.007

one
Dev

.013

.010

.012
rd
fou
ons

po
De

0.02
0.00
0.00
0.00

pon
De

0.01
0.01
0.03
0.02
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ensity model. The average time for matching a single pose was
10, 210, and 220 sec for the low, medium, and high point density
odels, respectively. For each model size the average number of

bjective function calls was 650. Results from four different flex-
on angles for the medium point density model are listed in Table
. The average values of the pose variables were found to recreate
ose to within 0.07 mm±0.09 mm in translation and
.16 deg±0.18 deg in rotation for the tibial component.

Standardized Testing. For the standardized test, the distance
etween each adjacent pair of spheres was calculated �Table 3�. A
aximum distance of 12.76 mm was calculated between spheres
and 2 and a minimum distance of 12.56 mm was calculated

etween spheres 5 and 6. The average distance between matched
airs of adjacent spheres was 12.69 mm, 0.01 mm less than the
ctual distance data, with a standard deviation of 0.06 mm. The
verage time for each match of a single sphere was 15 sec with
80 calls to the objective function.

Application to In-Vivo TKA Kinematics. This in-vivo appli-
ation demonstrated the repeatability of the method by comparing
he variation of matched models when different initial guesses
ere used in the optimization procedure. Results are tabulated for

wo poses of both the tibial and femoral components in Table 4.
aximum translational deviation for both poses was ±0.12 mm

or the femoral component and ±0.29 mm for the tibial compo-
ent. Maximum angular deviation for both poses was ±0.12 deg
or the femoral component and ±0.25 deg for the tibial compo-
ent. The average time to match a single pose for each component
as 500 sec with 600 calls to the objective function.

able 3 Standardized test validating accuracy and precision
f the dual-orthogonal fluoroscopic system under actual con-
itions with spheres of different materials using ten initial
ositions

Error in separation distance of spheres
�Avg±Std Dev �RMSE��

phere pairs Distance �mm�

to 2 12.76±0.04 �0.07�
to 3 12.72±0.03 �0.03�
to 4 12.56±0.01 �0.14�
to 5 12.72±0.02 �0.03�
to 6 12.66±0.04 �0.06�
to 7 12.75±0.06 �0.07�
to 8 12.68±0.05 �0.06�
ean 12.69

td. Dev. ±0.06
MSE 0.06

able 4 Repeatability of the automatic matching procedure in
eproducing the two in-vivo poses of the femoral and tibial
omponents of a TKA patient for ten initial positions

Error in femoral component pose parameters
�Std Dev�

osition

Translation �mm� Rotation �deg�

�x �y �z �� �� ��

0.018 0.016 0.086 0.050 0.086 0.019
0.038 0.010 0.116 0.117 0.087 0.017
Error in tibial component pose parameters

�Std Dev�

Translation �mm� Rotation �deg�

osition �x �y �z �� �� ��

0.106 0.294 0.042 0.218 0.109 0.070
0.124 0.270 0.031 0.250 0.067 0.068
ournal of Biomechanical Engineering
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Discussion
Fluoroscopic techniques have been used extensively in recent

years for determining in-vivo TKA kinematics �1,7,9,17�. These
techniques offer advantages over roentgen stereo-photogrammetry
�RSA� and conventional x-ray because of the reduced radiation
exposure and noninvasive methods. In the pursuit of improved
accuracy using fluoroscopy, recent studies have developed a dual-
orthogonal fluoroscopic system for determining 6DOF TKA �2�
and normal knee kinematics when combined with magnetic reso-
nance MR image-based 3D knee models �18,19�. These methods
have been shown to be accurate using a manual process �10,20�,
but for investigation of joint motion, which requires many fluoro-
scopic images, an optimized image matching process is desired.
This paper developed an optimized image matching algorithm for
determining 6DOF poses of TKA components using the dual-
orthogonal fluoroscopic system. The optimized matching proce-
dure was evaluated using idealized, standardized, and in-vivo test
environments.

Idealized testing gave an empirical measure of the accuracy of
the optimized matching algorithm and provided a controlled envi-
ronment for examining the optimal point model density, number
of matching points, and effect of initial poses. Results showed that
increasing the model point density improved repeatability; how-
ever, accuracy remained roughly constant. Point density affects
the sensitivity of rotational accuracy more than positional accu-
racy. For this reason model point density has a greater effect on
the “axis-symmetric” tibial component. Since calculation time in-
creases roughly linearly and error decreases quadratically, the
point of diminishing returns for accuracy and repeatability of
matching femoral and tibial components occurs at approximately
15,000 model points. In general, the optimal model point density
occurs when the entire model surface is covered with an evenly
distributed number of points that accurately capture the geometry.

The number of projected outline points used for matching af-
fects the robustness of the matching algorithm and is dependent
on model geometry. The optimal number of points should be suf-
ficient to characterize a given projection geometry. However,
characteristic points are difficult to define automatically. A simple
method for circumventing manual placement is to automatically
select a set of equally spaced points. Experience has shown that
selecting a point every 4 mm on the projected outline of TKA
components adequately captures the geometric character. Interest-
ingly, using large numbers of outline points does not significantly
improve accuracy; however, fewer iterations are required for con-
vergence.

The idealized testing environment also determined the effect of
initial pose estimates on resulting component pose. It was found
that perturbations within the range of 1–20 mm and 0.5–20 deg
from the ideal position and orientation resulted in similar results
for a range of model orientations. These data showed that the
optimized matching process is forgiving of the initial pose esti-
mate and allows for minimal operator intervention.

Standardized testing allowed for evaluating the accuracy and
repeatability of the optimized matching procedure with the actual
dual-orthogonal fluoroscopic system. Standardized geometries al-
lowed for known relative poses, which is difficult to achieve using
actual TKA components. Different materials for the spheres were
used to simulate possible edge loss from overexposure and edge
blooming from x-ray scatter due to differences in material density.
In addition, cases of occlusion were also present, because of the
geometry of the spheres. These image artifacts caused incorrect or
incomplete segmentation of the fluoroscopic images; however,
most artifacts were not severe in both views and the combined
information of the two orthogonal views reduced the difficulty of
matching. The results of these tests showed that the accuracy and
repeatability for the standardized and idealized tests had similar
orders of magnitude and that the different materials did not disrupt
the optimized matching algorithm’s ability to recreate the spheres’

pose. Furthermore, noise, occlusion, and distortion may affect the
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uality of the edges, but due to the geometry of the imaging
ystem and “fitting” nature of the algorithm, these errors are often
bviated. Edge quality is of greater concern when imaging natural
oints and soft tissue; however, the positive results of this study
llude to the possibility that this optimization method could be
pplied to in-vivo kinematics of intact knees with further valida-
ion.

To prove the capabilities of the optimized matching algorithm
or use with TKA kinematics, the method was applied to an actual
KA patient. The data demonstrated that the optimized matching
rocedure was highly repeatable when different initial guesses
ere used. Repeatability for the femoral component was better

han the tibial component because of the symmetry of the tibial
omponent. This phenomenon was also observed in the idealized
esting �Table 1�. Symmetric objects are more difficult to match
han objects of irregular geometry because of the reduced sensi-
ivity in the projected silhouette. As sensitivity decreases, the op-
imization routine is less likely to converge.

The results of this validation compare favorably to previous
uoroscopic methods which have employed a variety of tech-
iques for determining the pose of 3D objects from 2D images.
hese methods can be broadly grouped into either template
atching �1,4� or hypothesize and test methods �21�. Template
atching techniques compare segmented outlines from fluoro-

copic outlines to a library of previously calculated silhouettes of
omponent models. Hypothesize and test methods first “hypoth-
size” a location and orientation of a model, and then test the
alidity of the pose based on fluoroscopic images.

Template matching techniques were implemented in early
orks by Banks and Hodge �1� and Hoff et al. �4�. With the

volution of computing power these techniques have recently
een eclipsed by hypothesize and test methods. Hypothesize and
est methods can be further classified based on the type of “test.”
he most common tests are iterative closest point �ICP� �6,22�,

terative inverse point �IIP� �7,17,23�, and digitally reconstructed
adiograph �DRR� �8,16,24�. The ICP method minimizes the dis-
ance between projected model points and points on the fluoro-
copic outlines. IIP methods minimize the distance between a
odel’s surface and the rays connecting points on the fluoroscopic

utline to the virtual x-ray source. DRR methods use ray-tracing
lgorithms to render simulated fluoroscopic images of TKA com-
onents and correlate the intensity values of the pixels and match-
ng of segmented features to the actual fluoroscopic images.

IIP and DRR methods are significantly more complex than ICP
lgorithms, but are gaining ground due to the recent advances in
omputing power and accessibility of high-power graphics soft-
are. ICP and IPP methods may be more susceptible to segmen-

ation errors �25�, but provide a more stable optimization problem
han DRR methods.

It should be noted that single plane implementation of these
ethods are limited in their accuracy for determining accurate

DOF TKA kinematics because of the discrepancy between in-
lane and out-of-plane accuracy. A recent parametric analysis of
ingle imaging techniques showed that for a desired accuracy in
he out-of-plane direction, the in-plane accuracy needed to be at
east an order of magnitude better �2,10�. Another recent article by
arling et al. illustrated that with an in-plane accuracy of less than
.17 mm in translation out-of-plane error could reach 1.9 mm
22�. Other studies using single fluoroscopic techniques have also
eported similar results �1,6,17,24�.

In order to improve on previous methods, this study imple-
ented a modified ICP method that matches projected model

oints to spline curves on two orthogonal image intensifiers. Us-
ng a dual-orthogonal fluoroscopic system significantly improves
ccuracy over single fluoroscopic systems. This is because out-of-
lane errors of one fluoroscope are the in-plane errors of the other
uoroscope. In addition, the use of two orthogonal contours for
atching significantly amplifies the global minima and the use of
plines smoothes the matching space, thus improving algorithm

94 / Vol. 128, AUGUST 2006
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convergence. Results from this study confirm statements from
similar studies that the use of dual-orthogonal fluoroscopy can
dramatically enhance accuracy for true submillimeter accuracy of
in-vivo TKA kinematics in 6DOF �8,16,20,26–28�. Run times are
also favorable at around four to eight minutes and compare with
similar methods �8,23,26�.

It is important to state that using dual images is not new.
Marker and model based RSA, which use two x-ray beams, has
been used to determine knee, ankle, and shoulder kinematics
�8,16,29�. Application of two x rays has also been used to deter-
mine normal knee kinematics combined with CT image-based
knee models �8,20,27,28�. Not surprisingly, these studies pre-
sented accuracies similar to the dual-orthogonal fluoroscopic
methodology. However, the higher radiation doses, stationary
equipment, and limited field of view associated with conventional
x-ray present difficulties when determining in-vivo TKA motion.
The dual-orthogonal fluoroscopic technique bridges the accuracy
of RSA and the minimal invasiveness of fluoroscopy, to bring
together the best attributes of both methods. This synergy pro-
duces an improved tool for investigating joint kinematics. Com-
bining the dual-orthogonal fluoroscopic system with the optimized
image matching procedure developed in this paper provides a
powerful tool for processing large quantities of image sets rapidly.

There are a few limitations with the validation studies presented
in this paper. In the absence of an in-vivo gold standard pose, we
applied alternative tests to evaluate the accuracy and repeatability
of the optimization algorithm. The idealized case only tested the
geometric factors; it did not consider the possible effects of image
quality. The standardized test accounted for the effect of image
quality, but it did not represent the complicated geometries of
TKA components. Finally, the application to in-vivo TKA patient
data did not indicate the accuracy of the optimization method
when used under in-vivo conditions; rather, it showed the consis-
tency of the results on 6DOF TKA kinematics when different
initial guesses were used in the optimization procedure. In the
future, when a gold standard for TKA positions under in-vivo
conditions becomes available, the validation of this method can be
improved for any applications that are aimed at determining
6DOF TKA kinematics.

In conclusion, this study presents an optimized matching pro-
cedure for a dual-orthogonal fluoroscopic image system to deter-
mine 6DOF TKA kinematics in vivo. The method was validated
using controlled conditions and standard geometries. The method
has been shown to be robust and capable of realizing a pose from
a variety of initial poses accurately. Furthermore, application of
the optimized matching procedure to a TKA patient shows that the
pose of in-vivo TKA components can be repeatedly located. This
methodology could be a useful tool for investigating in-vivo TKA
kinematics and with further research could be readily applied to
the investigation of in-vivo motion of other joints, such as the
elbow, shoulder, and ankle.
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