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Abstract 
 

Research on buying behavior indicates that buying 
guides perform an important role in the overall buying 
process. However, while the Web contains many buying 
guides, finding those guides is difficult to impossible for 
the average consumer. Web search engines typically 
index many buying guides on many topics, but simple 
queries do not often return these results. Given this, we 
built a Web carnivore that finds buying guides on behalf 
of consumers. Web carnivores leverage the crawling, 
scrubbing, indexing and ranking activities of Web search 
engines (the “herbivores”) to provide more specific 
services. Ours finds buying guides by issuing machine-
generated queries to Google and filtering the results. 

This paper describes our system and quantitatively 
compares it to a basic search engine. Our system almost 
always returns more buying guides, often twice as many. 
Our user study also suggests that we return better buying 
guides. Finding buying guides is an instance of the more 
general problem of “genre search;” this paper points out 
novel aspects of our system that are applicable to a 
variety of genre-search problems. 
 

1. Introduction 
 

Silverman et al. [1] report that, although consumer 
purchasing on the Web is increasing, consumers still 
abort 23% of sales transactions that they initiate, four out 
of five because of search-related reasons. Further, they 
report that many more potential transactions are never 
even initiated due to search-related failings. The current 
process of finding information relevant to purchasing 
decisions is simply too complicated. These findings 
motivated us to explore new kinds of search systems that 
help consumers at various stages of the buying process. 

Guttman et al. [2] provides an overview of marketing 
research related to consumer buying behavior. This 
research describes a multi-activity decision-making 
process in which product brokering is an important, early 
activity. The goal of product brokering is to learn the 
high-level features and characteristics of a product 
category and how those features and characteristics relate 
to the buyer's personal needs and constraints. Buying 

guides provide just this information. Good buying guides 
for digital cameras, for example, describe features such as 
pixel count and optical zoom and relate those features to 
personal goals such as “sending prints to grandmother” 
and to constraints such as budget. 

The Web contains many good buying guides on a 
bewildering range of product categories. The Web also 
contains lots of useful shopping pages that are not buying 
guides. For example, product reviews describe the 
features and benefits of one or a few particular products. 
Comparison shopping sites compare features and prices 
of typically quite a few particular products. Although this 
information is valuable, it typically does not address the 
needs of product brokering. Unfortunately, this panoply 
of information makes it difficult to impossible to use 
standard search engines to find buying guides when such 
guides are needed. 

As part of our larger program on decision-support 
systems (DSS) for consumer e-commerce, we have built a 
buying-guide finder (BGF) to aid in the important activity 
of product brokering. The BGF takes as input a product 
category (a.k.a. topic), such as “digital camera” or 
“washing machine,” and returns buying guides for the 
given product category. Our user-study of this system 
indicates that it almost always returns more buying guides 
than does naive Web searching, often twice as many. This 
study also suggests that we return better buying guides. 

We implemented our BGF as a Web carnivore. Etzioni 
coined this colorful phrase in [6]. In this analogy, Web 
pages are at the bottom of the Web information food 
chain. Search engines are the herbivores of the food 
chain, grazing on Web pages and regurgitating them as 
searchable indices. Carnivores sit at the top of the food 
chain, intelligently hunting and feasting on the 
herbivores. The carnivore approach leverages the 
significant and continuous effort required to maintain a 
world-class search engine (crawling, scrubbing, de-
spamming, parsing, indexing, and ranking). In a search 
context, the carnivore approach is applicable when 
standard Web search engines are known to contain 
relevant documents but do not return them in response to 
naive queries. 

Our basic approach is to expand the user's product-
category phrase into a sequence of queries we feed to a 
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standard Web search engine. We then filter the metadata 
returned by the search engine (e.g., title, snippet) to 
identify buying guides in the result stream. Central to 
both query-expansion and filtering are genre terms, terms 
related to the concept of “buying guide” and orthogonal 
to the particular topic. The work described in this paper 
focuses on the identification and use of such genre terms. 
We believe this aspect of our work is applicable to other 
instances of the genre search problem. 

The next section of this paper describes our BGF 
system, including a number of variations with which we 
have experimented. Section 3 describes an evaluation 
comparing the results of a standard Web search engine to 
our BGF. Section 4 describes related work, Section 5 
describes future work, and Section 6 concludes. 
 

2. Approach 
 

Our approach is based on a manual technique 
employed by many expert Web users when searching for 
documents within a genre. Our anecdotal investigation 
indicates that these experts users start with a simple topic 
phrase (such as “laptops”) utilize the following 
refinement approach: 
• Genre expansion. The first step is to add genre-

related terms to the query. In the case of buying 
guides, for example, such terms include “buying 
guide” and “choosing.” Genre expansion is effective 
for mining search engines for documents within a 
genre. 

• Topic expansion. For some topics, better results are 
obtained by trying alternative terms for the product 
category.   For example, “notebook computers” 
might be used as well as “laptops.” 

• Iteration. Genre and topic expansion are applied 
iteratively, sometimes exploring local optimizations 
(modifying the previous query in a small way to 
refine the results), sometimes exploring global 
optimizations (entering a different query to find a 
new collection of results). 

• Filtering. During this iterative process, the Web 
searcher identifies and records good results. When 
enough results are found, the search stops. 

Our BGF (buying-guide finder) automates this 
technique. Our system repeatedly executes trials, each 
trial consisting of three steps: building a query (during 
which we employ genre and topic expansion), issuing the 
query to a search engine, and harvesting results (where 
we employ filtering). Each trial yields some number of 
results. The system runs trials until the desired number of 
results is obtained. 

 Our system uses Google as its underlying search 
engine. Google is well suited to our task because it has 
broad coverage, good ranking, and a nice API [13] that 

allows programmatic access. At a high-level, our results 
are independent of Google and should work with any 
search engine. However, as will be seen, certain aspects 
of the Google API do impact the details of our system.  

The substance of our system rests in building the query 
and then harvesting results. The rest of this section 
discusses these issues in detail. Before describing the 
details, Section 2.1 discusses the testing infrastructure we 
created to guide our development. Section 2.2 discusses 
our approach to query formulation. Section 2.3 discusses 
our method of filtering. Section 2.4 describes how we 
select the terms and term-vectors referred to in Sections 
2.2 and Section 2.3. 
 
2.1. Binoculars: our benchmark topic 
 

Before describing the details of our system, we first 
describe the infrastructure we created for tuning those 
details. It became clear early that, in the details of what 
we were building, we were facing a huge number of 
design decisions, each of which could have a significant 
impact on the performance of our system. On the one 
hand, it was impractical for us to do user-based 
evaluations of the many combinations we were facing. On 
the other hand, we wanted a mechanism for using data to 
test our decisions. 

We created such a mechanism by manually building a 
reasonably exhaustive benchmark set of buying guides for 
a single benchmark topic: binoculars. When exploring our 
design space, we used traditional precision and recall 
metrics to measure the impact of various alternatives. 
Later in this section, when we say that one approach 
works “better” than others, such claims are based on 
measurements against this benchmark set. 

During development, to avoid over-tuning to our 
benchmark topic, we very occasionally performed 
additional evaluations against a handful of secondary 
benchmark topics (“digital cameras” and “cars”). In these 
secondary evaluations, we simply measured precision of 
the first tens of results by manually inspecting for buying 
guides. 

As just suggested, our approach to tuning could over-
tune our system to the benchmark topic. It could also 
introduce a biased notion of what is a buying guide.  The 
evaluation in Section 3 suggests that neither of these 
issues became a problem for us. 

We selected “binoculars” as our primary benchmark 
topic for the following reasons. First, we wanted a topic 
that was somewhat obscure but which had non-trivial 
representation in the Web. Google indicated that it has 
around 1.5M documents containing “binoculars” (as of 
June '03), a small number but not a tiny one. Second, we 
wanted a non-electronic product category, under the 
theory that buying guides for electronic categories are 
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more easily found on the Web (the evaluation suggests 
this may not be the case). 

Given the topic “binoculars,” we manually searched 
Google for buying guides. We examined over 3,000 
(unique) results from over a 1,000 queries (carefully 
crafted to be biased towards buying guides) and identified 
a benchmark set of around 200 buying guides. Based on 
the diminished returns we observed late in our searching 
process, we believe this benchmark set to be reasonably 
exhaustive for our topic. 

It should be noted that the process of manually 
creating the benchmark set gave us good insight into the 
types of queries that do and do not return buying guides. 
It also pointed out certain problems (e.g., genre drift) that 
we needed to address. Thus, we benefited unexpectedly 
from generating this benchmark set early in the project. 
 
2.2. Generating queries: query templates 
 

On the surface, our approach to generating queries 
seems easy: simply combine some topic terms and some 
genre terms. However, a number of details conspire to 
make it harder than it first seems: 
• Term generation. We need to generate a candidate 

pool, that is, a set of candidate terms from which we 
randomly pick to generate queries.  We divide this 
pool into topic candidates and genre candidates, and 
in fact further subdivide the latter into verb, noun and 
adjective genre candidates. 

• Query formulation. Once we have a good candidate 
pool, we need a process for turning it into a sequence 
of queries. 

We return to the problem of term generation in Section 
2.4.  The rest of this subsection discusses query 
formulation. 

Naively giving the entire candidate pool to a search 
engine as a single query does not yield good results. 
Rather, our experience indicates that queries need to be 
formulated more surgically, e.g., combining a single topic 
term with a genre verb and genre noun. Further, Web 
search engines typically have rich query languages. For 
example, Google treats terms early in the query as more 
important than later ones [13], and it is sensitive to the 
proximity of words within a query [13].  It also offers a 
number of operators such as “intitle.” We found that 
utilizing such features can greatly improve yields. 

These factors caused us to create a query template 
language to more quickly explore strategies for query 
formulation. A query template is a pattern for generating 
a family of queries. Roughly speaking, our template 
language works like this: 
• Our four candidate pools are represented by the 

keywords TOPIC, GENRE_NOUN, GENRE_VERB 
and GENRE_ADJECTIVE. 

• A simple template is simply a sequence of literal text 
and these keywords. For example, the template 
“intitle:TOPIC GENRE_NOUN” generates a query 
consisting of “intitle:” followed by a topic term 
followed by a genre-noun. 

• If expanded exhaustively, even a small template and 
candidate pool can generate a large number of 
queries. However, our high-level strategy is to 
generate just a few queries per template, then move 
on to another template in a sequence of templates. 
Thus, we need a mechanism for controlling the 
number of expansions that occur.   This is done 
through decorations placed on the keywords. Thus, 
for example, TOPIC=2 indicates that only two 
expansions should be tried. 

The template “TOPIC=3 GENRE_VERB=2” 
generates six queries. The expansion is done in a pseudo-
random fashion such that the same template against the 
same candidate pool will generate the same expanded 
queries. 

The above description is meant only to give a rough 
overview of our rich template language. It is beyond the 
scope of this paper to describe it entirely. 

As already mentioned, our strategy is to generate only 
a few queries (5-10) from a given template, harvest the 
results from these, and then move on to another template 
in a larger sequence. The system evaluated in Section 3 
used ten handcrafted templates. We generated these 
templates by both reflecting on our experience in creating 
the benchmark set and also by using the benchmark set to 
test a large set of alternatives. In general, templates that 
start with topic terms followed by genre terms seem to 
work best. At the same time, we slightly favored more 
genre terms and fewer topic terms. We found that, on the 
genre side, mixing parts of speech yields better results, 
for example, the combination “choosing guide” works 
better than “choosing selecting.”  This observation led us 
to creating multiple classes of genre terms. Finally, we 
found that smaller, simpler templates yield better results. 
Thus, when ranking templates, we try the simple ones 
first and move to the more complicated ones if the simple 
ones do not yield enough results. 
 
2.3. Harvesting results: genre screening 
 

Our algorithm can be summarized as follows: 
R := { }; 
for each query template T: 
  for each query Q T generates: 
    r := submit query Q; 
    R := R UNION filter(r); 
    if (|R| > goal), we're done 
      otherwise continue; 
As the above pseudo code suggests, we have found 

that filtering the output using a genre screener yields 
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higher-quality results (this finding is in keeping with 
[14]). 

Genre screening is based on term vectors. We combine 
terms from the metadata of the result – the title terms, 
URL, and snippet terms – into a result term vector, which 
we then compare against a genre screening vector. (Note 
that the inclusion of genre terms in the query yields a fair 
number of genre terms in the snippets of good 
documents.) Our process for generating this screening 
vector is described in the next subsection. We compare 
these vectors by computing their cosine. 

We observed genre drift in earlier versions of our 
system. For example, queries often took us to price-
comparison pages (which, as discussed in the 
Introduction, are not what we mean by “buying guides”). 
To counter such drift, we added a genre discrimination 
vector. This vector contains words (such as 
“comparison”) that are negatively correlated with the 
results that we desire. 

Thus, our total filtering process consists of computing 
a genre screening and discrimination score using these 
two vectors, combining them in a linear fashion that gives 
extra weight to discrimination, and then selecting against 
a rather high threshold. We take at most two results from 
each query, which yields a higher-quality result-set 
overall. By over-weighting the discriminator and then 
thresholding on the high side, we are being conservative. 
However, filtering is done in a context in which many 
candidates are being generated. 

Our genre screener is a text classifier.  We considered 
using more traditional text-classification techniques for 
this purpose.  However, earlier work ([3]) using such 
techniques for genre classification suggests that a large 
number of documents spanning a broad collection of 
topics is necessary for training; otherwise, these 
techniques tend to focus more on topic.  We did not have 
the time to prepare such a training set.  We were also 
concerned that the small size of our result vector would 
be problematic for these techniques (for performance 
reasons, we wanted to rely on the text returned by the 
Google API rather than downloading documents).  Based 
on these concerns, we handcrafted a more specific 
technique; in future work we want to compare this 
technique with more traditional approaches to 
classification. 
 
2.4. Selecting terms: PMI-IR 
 

We need to select terms for a number of reasons: we 
need terms for a number candidate pools, plus terms for 
the genre screening vector and genre discrimination 
vector. This section discusses selection of these terms. 

We have not spent much time on selection of terms for 
the topic pool. All we currently do is apply simple 

stemming operations to the category phrase supplied by 
the user. 

To produce genre-related terms, we first tried the 
simple approach: looking up synonyms in various 
thesauri (e.g., Wordnet). However, this approach did not 
work: it suggested many bad terms and failed to suggest 
many good ones. So we turned to PMI-IR [7], an 
unsupervised learning algorithm for recognizing 
synonyms. PMI-IR measures the similarity of pairs of 
words by observing co-occurrences, assuming that co-
occurrences are not statistically independent. Overall, 
PMI-IR shows promising results in determining whether 
two terms are synonyms. 

Our overall term-selection process is complicated and 
includes a number of manual steps. Here are the 
highlights of what we do: 
• PMI-IR seeds. We have handcrafted two seed 

vectors for the PMI-IR algorithm. These vectors are 
small, containing fewer than five terms each. In the 
PMI literature, the terms in these vectors are called 
problem words. One vector contains seeds for the 
screening vector (e.g., “buying guide”) and the other 
seeds for the discrimination vector (e.g., 
“comparative”). 

• PMI-IR database. We have implemented a wrapper 
around the Google API that runs the PMI-IR scoring 
algorithm against the results returned by a query. 
This algorithm takes the above problem vectors as 
inputs. Each run of this algorithm adds new scores to 
our PMI-IR database, a disk file in which we keep 
scores returned by the PMI-IR algorithm. These 
databases have grown to over 3,000 terms each. The 
update algorithm takes a long time to run, so we do 
not run it very often. 

• Genre vectors. We compute the screening and 
discrimination vectors from the PMI-IR database. 
Basically, we take the top-scoring 100 terms from 
each database; however, we do introduce an element 
of hand tuning in the process. These vectors are 
recomputed only very occasionally, much fewer 
times than the PMI-IR database gets updated. 

• Genre term pools. All of the genre pools (noun, 
verb, and adjective) are maintained by hand. These 
are quite small, currently containing 14 terms in total. 
When we recompute the genre screening vector, we 
keep an eye out for terms we might add to the genre 
pools, but in practice we rarely change these pools. 

We have provided our pools, seeds, and vectors in 
Appendix A. 

 
3. Evaluation 
 

We ran a simple user study to test both the 
effectiveness and the generality of our system. Remember 
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that we tuned our algorithms by testing recall against a 
benchmark product category (Section 2.1). While this 
technique allowed quick refinements, it is possible that 
these refinements work only for the benchmark categories 
and do not work generally. Thus, in addition to testing 
effectiveness, we wanted to test that our system 
generalized over a range of categories. 

Table 1.  Product-category phrases. 

Nicknam
e 

Category 
Phrase 

Nicknam
e 

Category 
Phrase 

BIN 
binocular
s 

nb 
notebook
s 

car cars pc 
pressure 
cooker 

dc 
digital 
camera 

saw skilsaws 

dvd 
dvd 
players 

vac 
vacuum 
cleaners 

mp3 
mp3 
players 

wm 
washing 
machines 

 Our evaluation process was simple: we used a group 
of seven evaluators to measure the precision-at-ten of our 
system and a reasonable baseline. Precision-at-ten 
(P@10) measures the number of relevant documents 
contained in the top-ten ranking documents returned by a 
search engine (“10%” means one of those top-ten 
documents were relevant). It is used widely for evaluating 
Web search engines because it corresponds closely to 
what a Web searcher experiences (ten results on a results 
page). It is typically assumed that recall is not an issue 
within the top-ten results; that is, the corpus contains well 
over ten equally relevant results, and thus the problem is 
one of precision, not recall [15]. 

Our baseline system (a.k.a. BASE) was to submit the 
product-category phrase (defined below) prepended to the 

terms “buying guide.”  We added this phrase because the 
category by itself typically fails to return any buying 
guides, which makes for an unreasonably poor baseline to 
compare our own system against. 

We feel it is important to highlight this point. The 
baseline system is not a standard search engine: these 
perform so poorly that they are not worth measuring. Our 
improvements, then, are relative to a higher baseline.  At 
the same time, we believe that even this simple step of 
adding the terms “buying guide” is a usability hurdle for 
the average Web user. 

We measured the performance of BASE and BGF on 
ten different product categories. For each category, a 
category phrase was chosen (see Table 1).  Evaluating 
the results for ten categories is a fair amount of work. 
However, we wanted to measure a reasonably large 
number of categories to test the generality of our 
approach.  Five of the ten categories – dvd, mp3, pc, saw, 
and wm – were suggested by our evaluators after we 
froze our algorithm. We waited until after our freeze 
point to further ensure that our study measured the 
generality of our approach.  (Two categories, dc and nb, 
were also suggested by our users, but it turns out we used 
these categories as secondary benchmarks and thus they 
could be biased.) 

The outputs of the two systems were combined 
randomly and duplicates eliminated. These combined lists 
were presented to the evaluators (on a category-by-
category basis) for measurement. Our general instructions 
to the evaluators stated: 

You are being asked make two judgments for us. 
First, you are being asked to judge whether or not 
each document is or is not a buying guide. Second, for 
those documents you believe are buying guides, you 
are being asked to judge whether they are “good” or 
“bad.” 

Table 2. Results (preceision and concensus). 

Simple Good Good 
Category 

P@10/BASE P@10/BGF Cnss P@10/BASE P@10/BGF Cnss P@5/BASE P@5/BGF

BIN 60% 80% 90% 40% 40% 76% 60% 40% 

car 20% 60% 88% 0% 10% 85% 0% 20% 

dc 40% 30% 81% 20% 0% 85% 0% 0% 

dvd 20% 40% 86% 20% 30% 82% 20% 40% 

mp3 40% 40% 86% 10% 10% 71% 0% 20% 

nb 40% 40% 70% 10% 0% 81% 20% 0% 

pc 10% 20% 100% 10% 20% 94% 20% 40% 

saw 0% 60% 88% 0% 20% 75% 0% 20% 

vac 20% 70% 83% 10% 60% 88% 20% 60% 
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wm 80% 70% 86% 30% 50% 68% 40% 80% 

All 33% 51% 85% 15% 24% 80% % % 

 

 
Figure 1. Results from user study. 

 
The instructions to the evaluators went on to discuss in 

more detail what is a buying guide. We felt it was 
important that the evaluators judge buying guides in terms 
of fulfilling the information needs of the product-
brokering process rather than in terms of specific 
characteristics. Thus, our instructions included paragraphs 
such as: 

A buying guide is defined in terms of its intent. A 
buying guide is meant to help people at a certain point 
in the buying process. Imagine that you know nothing 
about digital cameras but you think you might want 
one. At the very beginning, you're less interested in the 
specific details of particular products and more 
interested in learning about the entire category. ... 
When looking at a document, ask yourself: Is this 
document useful given that know little about this 
category and I'm trying to learn about it? 

In selecting evaluators, we tried to obtain diversity of 
backgrounds. Two were CS researchers, two were 
programmers (one in India), two were marketing 
professionals, and one was in the arts. The evaluators did 
not communicate amongst themselves regarding the 
evaluation. We computed our precision numbers on the 
basis of a simple majority amongst the evaluators. 
However, because of the open-ended nature of the 

judgments being made, we wanted to see consensus 
among the evaluators. We considered that a “consensus” 
had been reached when 2/3 of our evaluators agreed. For 
the simple “buying guide” judgment, consensus was 
reached on 85%; for “good buying guide,” on 80%. Per-
topic consensus numbers are given in the “cnss” row of 
Table 2; these numbers do not suggest any anomalies or 
patterns. Overall, we were happy with the level of 
consensus reached amongst a diversified collection of 
evaluators. 

The results of the evaluation are given in Table 2 and, 
graphically, in Figure 1. We present the P@10 numbers 
for both the simple judgment (“is it a buying guide”) and 
the “goodness” judgment (“is it a 'good' buying guide”). 
In the graphical figure, vertical bars represent the simple 
judgment, while horizontal black lines across these bars 
represent the goodness judgment. 

In half of the product categories, our approach at least 
doubles the number of buying guides in the top-ten. In 
another category, our approach improves performance (on 
the simple test) by over 30%. In another two categories, 
performance stays the same, and in two categories 
performance degrades slightly. Overall, this study shows 
both effectiveness (especially given that our baseline is 
more than a simple search engine) and generality 
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(especially given that some of our strongest 
improvements are for categories supplied by our users). 

 
 
 
 
4. Related work 
 

Turney [7] describes the PMI-IR algorithm, how it 
compares to LSA, and shows experimental results on its 
performance on the TOEFL test. In our approach we 
apply PMI-IR to find related words for genre or topic 
information. The algorithm so far has produced good 
results, although we are not using the somehow better 
scoring function that would require a NEAR operator, 
which Google doesn't support. 

The idea of using query expansion to improve 
precision is not new.  For example, Mitra et al. [12] show 
that adding words to queries via blind feedback, without 
any user input, can improves precision of queries. There 
is a significant literature on query expansion, both 
supervised and unsupervised; however, to our knowledge, 
we are the first to combine PMI-IR to this task. 

Genre classification is an area of active research, 
although we are the first to look at the specific genre of 
buying guides.  Finn et al. [3] identify genre as an 
important factor in retrieving useful documents. They 
investigate the performance of three different techniques 
and are primarily focused on domain transfer. Also, 
Karlgren [4] performs various experiments to investigate 
various word-based and text-based statistics for the 
purpose of improving retrieval results. In other work, 
Karlgren et al. [5] propose a genre scheme for Web pages 
and outline a search interface prototype that incorporates 
genre and content. This work on genre classification 
solves the same problem as our genre screener.  Unlike 
the work above, we do not look at the document itself but 
instead examine the metadata returned from the search 
engine as a proxy. Nonetheless, as mentioned in Section 
2.3, in future work we would like to compare our 
approach to these other approaches. 

Liu et al. [8] are also trying to use search engines to 
mine topic-specific knowledge on the Web. Their goal is 
to help people obtain in-depth knowledge of topics from 
information that is on the Web.  They propose techniques 
to first identify sub-topics or salient concepts of a topic, 
and then find and organize those informative pages (like a 
book) instead of focusing on genre.  It might be 
interesting to first use our technique to harvest a large set 
of buying guides for a given topic and then use their 
technique to organize this set. 

Davison et al. [9] analyze search engine traffic by 
focusing on the queries-to-results graph generated by a 
search engine. Mining that graph can show interesting 

relations. For instance, related URLs can be found, or for 
a given URL, the list of queries that yielded that URL can 
be retrieved. It might be interesting to use their techniques 
to enhance our query candidate pool.  For instance, if we 
know the URL of a good buying guide, we could examine 
the queries people used to find that guide and then 
analyze these queries to improve our topic and genre 
expansion. 

Giles et al. [10] describe CiteSeer, an autonomous 
citation indexing system for research papers. It uses 
crawling as its primary source to discover and harvest 
new information. They also use Web search engines and 
heuristics to locate papers, using queries that contain 
words like “publications” and “papers.”  The results 
obtained from these searches are used as a seed list for 
their crawler. Although they realized the potential of 
search engines as a source for discovering new 
information, their queries are manually composed and 
fixed. They do not use the techniques described in this 
paper (e.g., query sequences using genre expansion) to 
avoid crawling.  Instead, they use the search engine only 
as a shortcut for some potential leads that need to be 
explored further by a crawler.  We are going one step 
further since we are eliminating the crawling step 
completely. Our assumption is that everything useful is 
already crawled somewhere by a Web search engine. 

The Movie Review Query Engine [11] finds movie 
reviews quickly.  It does this by managing a database of 
sites known to contain reviews and downloading from 
those sites regularly.  Although they are focusing on the 
specific genre of movie reviews, there are many 
differences compared to our work. They use manually 
edited lists of known sites to locate documents, instead of 
mining the documents out of a search engine.  Also, they 
do not perform genre screening because they have 
ensured a priori that the documents they download 
belong to the intended genre. 

 
5. Future work 
 

We are actively pursuing a number of avenues to 
improve and extend this work. 

As already mentioned, we are looking at applying 
more traditional text classification techniques, plus other 
results in genre classification, to our genre selector. 

We are intrigued by the possibility of using inter-trial 
feedback to improve results. In observing expert human 
Web searchers, we observe that the results of one search 
influence the formation of the next. For example, good 
results might suggest small refinements, while bad results 
might suggest a whole new approach. We would like to 
integrate this and other feedback strategies into our 
system. We believe our template language provides a 
good foundation for such work. 
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We have performed some initial experiments with 
more aggressive topic expansion. These early attempts 
have helped for some topics, but have hurt for others. We 
are looking for techniques that more consistently help. In 
this regard, our work so far suggests that topic 
discriminators or some other mechanism to reduce topic 
drift will be important. 

The system as presented in this paper performs Web 
searches on directly on behalf of consumers. However, in 
the context of a larger DSS for consumer e-commerce, 
studies have suggested that buying guides should also 
appear in strategic places in catalogs and e-commerce 
directory schemas. In this context, the guides are found a 
priori, and there is more emphasis on recall as a metric. 
We have begun to apply our technology to this context 
and it seems to work well. 

We would like to evaluate our system applied to 
genres other than buying guides. To do this, we would 
like to further automate the compilation of genre terms. 
While this process is largely automated, there a few 
manual steps that remain. Also, as part of looking at other 
genres, we would like to experiment with other 
approaches to genre classification in our filtering step. 

Finally, an on-going aspect of this work is reducing 
the number of queries that get issued. Our initial code 
would often issue many hundred queries per topic. We 
have reduced this to under a hundred, but would like to 
reduce it even further (while improving precision). 

 
6. Conclusions 
 

This paper presented a Web carnivore for finding 
buying guides on the Web. Finding buying guides is an 
important part of consumer e-commerce, and it’s a 
problem ill-served by existing technology. Our evaluation 
indicates that our approach improves the ability of 
consumers to find buying guides using simple product-
category phrases as input to a familiar search-engine 
interface. 

As mentioned earlier, finding buying guides is an 
instance of the larger problem of genre search. While we 
have not yet experimented in this direction, we believe 
our ideas will translate well to the more general context.  
In particular, we believe our contributions in query 
templates, genre expansion, genre filtering, and our 
unsupervised approach of finding genre-related terms will 
all be applicable to other genres. 
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Appendix A. Terms 
 

This appendix lists various term pools and vectors 
referred to in the rest of the paper. 

Genre nouns: advice, guide, guidebook, help 
Genre verbs: buying, choose, choosing, choosing an, 

choosing from, choosing how, choosing your, choosing a, 
consider, select, selecting 

Genre adjectives: best, good, most, right 
Genre seeds: choosing, select, buying, guide, right 
Discrimination seeds:  shop, product, comparison, 

cheap, price, deal, review, sell 
Genre vector: about, active, advice, answer, answers, 

ask, assist, available, basic, basics, before, begin, best, 
buy, buyer, buyers, buying, careful, carefully, choose, 
choosing, concise, confusing, consider, considerations, 
considered, considering, correct, criteria, decide, decision, 
determine, different, difficult, expert, factors, first, for, 
good, guide, hard, help, helping, how, informed, 
introduction, kind, know, learn, learned, learning, lingo, 
look, many, model, models, new, one, options, out, 
overview, picking, point, points, primer, purchase, 
purchasing, qualities, question, questions, recommend, 
recommended, resource, resources, right, select, selecting, 
start, suggest, suggestion, suggestions, terminologies, 
terminology, thing, things, think, tips, tutorial, type, 
types, uses, what, which, wise, works, you, yourself 

Discrimination vector: account, ad, advertisement, 
affordable, Asia, Austria, award, backorder, backordered, 
Belgium, bestseller, better, brighter, canon, chart, cheap, 
cheapest, china, city, code, company, compare, 
comparing, comparison, comparometer, cookies, country, 
customer, customers, deal, deals, Denmark, Finland, 
designed, division, Europe, featured, financing, form, 
free, gift, great, hurry, inc, India, international, inventory, 
Kodak, latest, leasing, loaded, login, lowest, Malaysia, 
market, marketing, marketplace, Minolta, off, order, 
payment, present, presenting, price, prices, product, 
products, profile, program, quality, reconditioned, 
refurbished, review, reviews, sale, sell, seller, ship, 

shipping, shop, shopping, side, simple, Singapore, Sony, 
special, specifically, store, stores, suppliers, tag, Taiwan, 
tax, term, testimonial, testimonials, thanks, tool, tools, 
trouble, troubleshooting, unused, warranty, we, website, 
winning, worldwide, zip 
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