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Abstract. In this paper, a new variant of the Radial Basis Function Network 

with Dynamic Decay Adjust (RBFNDDA) is introduced for undertaking pattern 

classification problems with noisy data.  The RBFNDDA network is integrated 

with the k-nearest neighbours algorithm to form the proposed RBFNDDA-KNN 

model.  Given a set of labelled data samples, the RBFNDDA network under-

goes a constructive learning algorithm that exhibits a greedy insertion behav-

iour.  As a result, many prototypes (hidden neurons) that represent small (with 

respect to a threshold) clusters of labelled data are introduced in the hidden 

layer.  This results in a large network size.  Such small prototypes can be caused 

by noisy data, or they can be valid representatives of small clusters of labelled 

data.  The KNN algorithm is used to identify small prototypes that exist in the 

vicinity (with respect to a distance metric) of the majority of large prototypes 

from different classes.  These small prototypes are treated as noise, and are, 

therefore, pruned from the network.  To evaluate the effectiveness of 

RBFNDDA-KNN, a series of experiments using pattern classification problems 

in the medical domain is conducted.  Benchmark and real medical data sets are 

experimented, and the results are compared, analysed, and discussed.  The out-

comes show that RBFNDDA-KNN is able to learn information with a compact 

network structure and to produce fast and accurate classification results. 

Keywords: Radial Basis Function Neural Network, Nearest Neighbour, Pattern 

Classification 

1 Introduction 

During the past few decades, many different soft-computing techniques such as artifi-

cial neural networks [1-3], decision trees [4-6], and fuzzy system [7-9] have been 

successfully applied as intelligent data processing tools to various domains, e.g., bio-

medicine [1], [4], [7], manufacturing processes  [2], [5], [8], and power systems [3], 

[6], [9].  This line of research continues to attract the attention of the soft-computing 

community to further develop more efficient models for learning information from 

databases and for dealing with various complex problems encountered in different 
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domains.  Learning from databases is a challenging task.  Normally, real-world data 

samples are complicated to analyse, as they usually contain noise.  Indeed, noisy data 

denote a group of unrepresentative samples in the database [10].  On the other hand, 

the database can also contain some small (with respect to a threshold) clusters of la-

belled data that contain important information for supervised learning.  As an exam-

ple, in medical diagnosis, some patients may develop some distinctive reactions or 

symptoms pertaining to a treatment, e.g. a severe chest pain [11] can be caused by a 

novel occurrence of drug allergy, and it should be captured as an important case for 

further study.  Hence, it is useful to have a learning model that is able to first identify 

small prototypes (i.e. representatives of small clusters of labelled data) in the vicinity 

(with respect to a distance metric) of large ones.  Then, the learning model needs to 

estimate whether these small prototypes are noise, or they are valid representatives of 

small clusters of labelled data (which carry important information) whereby these 

small representatives belong to the same class as the majority of the large prototypes 

in the vicinity (with respect to a distance metric).  The former needs to be pruned, 

while the latter needs to be preserved in the network.  This is the main motivation of 

the current study.  

The main purpose of this study is to devise a new variant of the Radial Basis Func-

tion Network with Dynamic Decay Adjust (RBFNDDA) [12] model for pattern classi-

fication with noisy data.  Specifically, the k-nearest neighbour algorithm [13-14] is 

integrated with RBFNDDA to form the proposed RBFNDDA-KNN model to achieve 

this purpose.  The original RBFNDDA network has a fast constructive supervised 

learning process, and is able to produce good classification rates.  One of the salient 

features of RBFNDDA is that its structure grows incrementally during the training 

process, whereby new hidden neurons are created to include new training instances in 

form of prototypes.  However, RBFNDDA is sensitive to noise.  Its constructive 

learning algorithm manifests a greedy insertion behaviour, which can lead to an over-

sized network that contains a lot of small prototypes (hidden neurons).  The proposed 

RBFNDDA-KNN network is designed with the aim to prune small noisy prototypes 

while preserving other small useful prototypes into its network structure.  To demon-

strate the effectiveness of the proposed RBFNDDA-KNN network, case studies in the 

medical pattern classification domain are conducted.  Both benchmark and real medi-

cal data sets are used in the experiments.  The results are analysed, compared, and 

discussed.   

The organization of this paper is as follows.  In Section 2, the background of 

RBFNDDA-based networks is first presented.  Then, the proposed RBFNDDA-KNN 

network is explained in detail.  In Section 3, an empirical study using a number of 

benchmark data sets from the UCI machine-learning repository [15] and a real medi-

cal data set from a UK hospital is described.  The results are compared and analysed.  

In Section 4, a summary pertaining to the current study and suggestions for further 

work is included. 



2 Classification Methods 

In this section, the dynamics of RBFNDDA and KNN are explained.  This is followed 

by a description of the proposed RBFNDDA-KNN network for selectively pruning 

small prototypes for undertaking pattern classification problems. 

2.1 Radial Basis Function Neural Network with Dynamic Decay Adjustment 

(RBFNDDA) 

RBFNDDA inherits the salient features of the Probabilistic Neural Network (PNN) 

[16] and the Restricted Coulomb Energy Network (RCEN) [17-18].  It extracts the 

probabilistic characteristics of a static PNN and the ability of adjusting the prototype 

(hidden neuron) width of the RCEN, and embeds them into a network structure that 

can grow incrementally during training.  The RBFNDDA network is a three-layered 

architecture, as shown in Fig. 1. 

 

 

 

Fig. 1. The RBFNDDA architecture 

RBFNDDA requires only two user-defined thresholds (i.e.,   and  ) for ad-

justing the prototype width during the network training phase.  These two user-

defined thresholds are shown in Fig. 2.  The thresholds separate a prototype from its 

neighbours (prototypes) of different classes.  For each training pattern, threshold   

sets the minimum correct-classification probability for the correct class, whereas 

threshold   sets the highest probability allowable for an incorrect class.  This corre-

sponds to an area of conflict whereby neither matching nor conflicting training pat-

terns can reside, as shown in Fig. 2.  In other words, thresholds   and   control 
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the size of the overlapping region of each prototype in RBFNDDA.  According to 

[10], [12], 40.0  and 20.0  are suitable to be used as the default settings, 

and they are good enough to give satisfactory classification results. 

 

 

 

 

 

 

 

 

 

 

Fig. 2. The two user-defined thresholds of a radial basis hidden node 

RBFNDDA employs the DDA algorithm to construct its network structure.  Dur-

ing the training phase, additional prototypes are inserted into the network in order to 

learn new information from incoming data.  All committed prototypes  are accumu-

lated along the course of its training session.  Fig. 3 illustrates the learning procedure 

of RBFNDDA in a single epoch.   

The RBFNDDA training procedure can be summarised as follows.  First, all the 

weights of the prototypes are initialized to zero (in order to prevent accumulation of 

duplicated information pertaining to the training patterns).  On presentation of a new 

training sample, if the sample is correctly classified by a few existing prototypes, the 

weight of the largest prototype is increased.  However, if the training sample is incor-

rectly classified, a new prototype is introduced to include the sample in the network.  

In this case, the new prototype has the sample as its centre, with its weight set to one.  

Its initial width is then set in such a way to avoid overlapping with the neighbouring 

prototypes of different classes.  The next step is to perform width shrinking for all 

prototypes of different classes, if their activations caused by the training sample are 

above  .  Details of the RBFNDDA can be found in [10], [12]. 

2.2 The k-Nearest Neighbour (KNN) Algorithm 

The KNN algorithm [13-14] is a simple instance-based learning method.  It classifies 

a new instance (training sample) based on the k closest instances in the data space.  

Normally, a distance metric, e.g., the Euclidean distance, is used to measure the 

closeness between the new sample and the existing ones.  Using a single neighbour 

classification scheme, the new sample is classified as belonging to the class of the 

closest sample.  If more than one (i.e., k-) nearest neighbours from the existing sam-

ples is considered for classification, then the new sample is assigned to the majority 

class of its closest k neighbours. 
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Fig. 3. The learning algorithm of RBFNDDA in one epoch [10] 

2.3 The RBFNDDA-KNN Network 

RBFNDDA-KNN is an extension of RBFNDDA for which its learning process en-

compasses an instance-based KNN algorithm to deal with noisy information.  A col-

lection of prototypes  is formed in the network after a training epoch of RBFNDDA-

KNN.  This collection of prototypes captures information from all training samples.  

Some of the prototypes are committed to cover only a small number of training sam-

ples.  These small prototypes are caused either by noisy data or valid representatives 

of small clusters of labelled data.  The KNN algorithm helps avoid establishing a 

large number of small prototypes in the network, especially in the presence of  noisy 

samples.  In each training epoch, such small prototypes, 
c
jp ,  Cc ,,2,1  , 
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On the other hand, those prototypes with weights larger than v, i.e.,
c
lp   Cc ,,2,1 

,  cml ,,2,1  , are deemed useful.  When applying the KNN algorithm, let  c
lk pN  

be a set of k centres of 
c
lp  prototypes that are the closest to each centre of 

c
jp  meas-

ured using the standard Euclidean distance metric.  The majority class of  c
lk pN  is 

determined according to  
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If sc  , prototype 
c
jp  is removed from the network because it is considered as a 

noisy prototype locating close to a group of large prototypes from other classes in the 

data space.  However, if sc  , it is retained in the network because both prototypes 

belong to the same class, except one is a large prototype while another is a small pro-

totype (which may contain some specific and important information) that needs to be 

preserved.  Fig. 4 shows a schematic diagram (a two-dimensional example) that uses 

the KNN algorithm to identify and remove a small noisy prototype from the 

RBFNDDA-KNN network. 

 

 

 

 

 

 

 

 

Fig. 4.  The use of the KNN algorithm to identify and remove noisy prototypes (hidden neu-

rons).  Note that filled elements represent “large” prototypes (larger than v) and hollow ele-

ments represent “small” prototypes (smaller than v) from two classes (C1=circle and 

C2=triangles).  With k=3, the small C2 prototype (hollow triangle) is preserved while the small 

C1 prototype (hollow circle) is removed (marked by X) from the RBFNDDA-KNN network. 

3 Experimental Study 

The proposed RBFNDDA-KNN network was evaluated with three benchmark and 

one real medical data sets in this study.  The benchmark data sets used were taken 

from the UCI Machine Learning Repository [15].  The real medical data set com-

prised Myocardial Infarction (MI) patient records collected from a hospital in the UK.  

The purpose of the experiment was two-fold: (i) to evaluate the effectiveness of the 

proposed RBFNDDA-KNN network by comparing its classification performance with 

RBFNDDA (as reported in [10]) using the benchmark data sets; (ii) to demonstrate 

the applicability of the proposed RBFNDDA-KNN network using real MI patient 

records.  A number of experimental runs were conducted, and the average results and 

X 

X 



their 95% confidence intervals were estimated using the bootstrap method [19].  The 

bootstrapped results were reported mainly because of the ability of the bootstrap 

method to provide accurate estimates of statistical parameters (e.g. the average results 

and their confidence intervals) based on a small sample size.  These results were then 

analysed, compared, and discussed. 

3.1 Benchmark Medical Problems 

Three medical data sets from the UCI machine learning repository were used in this 

experimental study.  They were the diabetes, the cancer and the heart data sets.  Their 

respective number of data samples, number of attributes, number of classes were 768, 

8, 2, 699, 9, 2, and 270, 13, 2.  The study aimed to compare the classification per-

formances of RBFNDDA-KNN (from this study), RBFNDDA-T (from [10]), and 

original RBFNDDA (from [10]) based on the same experimental setup as in [10].  

Each data set was divided equally into a training set and a test set.  For clarity, 

RBFNDDA-T is a modified version of RBFNDDA that has been enhanced with an 

online pruning algorithm for removing noise from the network after every training 

epoch.  If a prototype  does not contain a sufficient number of training samples (by 

comparing the number of training samples against a threshold), then it is treated as a 

noise and is kept in a blacklist.  In this regard, the prototype is removed for subse-

quent training epochs.  In [10], both RBFNDADDA and RBFNDDA-T were trained 

in multiple epochs with 40.0 , 20.0 .  In addition, RBFNDDA-T used a 

threshold setting of v=2 [10].  In this study, the RBFNDDA-KNN network was 

trained repeatedly in multiple epochs with the same setting of 40.0 , 20.0 , 

and with k=10.  The experiment was conducted using a personal computer with a 

configuration of Genuine Intel (R) CPU 2160 at 1.80GHz 1.80GHz, 4GB of memory.  

The trained network was then evaluated using unseen samples from the test set.  The 

experiment was conducted for eight runs, and the average results in terms of the accu-

racy rates and number of prototypes were computed.  Table 1 shows the classification 

performances from the RBFNDDA-KNN, RBFNDDA and RBFNDDA-T networks.  

Note that the classification results in terms of the accuracy rates and number of proto-

types of RBNDDDA and RBFNDDA-T are those reported in  [10].   

Table 1. The classification results of RBFNDDA-KNN, RBFNDDA-T and RBFNDDA from 

the Diabetes, Cancer and Heart case studies (Acc.-average test accuracy rate; #Prototypes–

average number of prototypes (hidden neurons); standard deviations are typed in round 

brackets). 

Data Set RBFNDDA 

(from [10]) 

RBFNDDA-T 

(from [10]) 

RBFNDDA-KNN 

(from this study) 

  Acc.(%) #Prototypes Acc.(%) #Prototypes Acc.(%) #Prototypes 

Diabetes 74.35(0.97) 288.5(6.1) 73.50(2.38) 65.6(4.2) 71.14(1.92) 161.9(8.5) 

Cancer 96.86(0.99) 70.6(13.4) 96.90(0.39) 38.3(4.6) 96.85(0.47) 38.7(5.3) 

Heart 79.26(2.83) 83.6(3.3) 79.82(3.54) 32.6(2.1) 79.90(2.45) 39.5(9.5) 

 



The accuracy rates of RBFNDDA-KNN, RBFNDDA and RBFNDDA-T are almost 

similar, as shown in Table 1.  However, RBFNDDA-KNN used approximately 50% 

fewer number of prototypes than RBFNDDA to encode information from the data 

sets.  By analysing the RBFNDDA-KNN structure, it was noticed that those “small” 

prototypes, which were located among other prototypes representing the general con-

cept of other class(es) in the data space, could be identified as noise and, therefore, 

removed from the network.  The network size of RBFNDDA-KNN was larger than 

that of RBFNDDA-T.  This was because the former did not simply remove all small 

prototypes during the training process, while the latter would remove all prototypes 

smaller than the specified threshold and put them in a blacklist.  However, 

RBFNDDA-KNN had an advantage from the computational viewpoint.  While 

RBFNDDA-T could identify and accumulate a list of unrepresentative samples to 

prevent the network from absorbing noise, RBFNDDA-KNN, on the other hand, did 

not need such a blacklist to prune noisy prototypes from its network.  This computa-

tional advantage of RBFNDDA-KNN was clearly exhibited in the next case study. 

3.2 A Real Medical Problem 

In this experiment, a data set comprising 500 patient records collected from the 

Northern General Hospital, Sheffield, UK, was used to evaluate the applicability of 

the RBFNDDA-KNN network to real-world medical classification problems.  The 

task was to categorise the data samples into to two categories: suspected Myocardial 

Infarction (MI) and non-MI cases.  There were about 31% and 69% MI and non-MI 

cases, respectively, in the data set.  Each data sample comprised a total of 29 features 

that were found to be significant to MI diagnosis, which included clinical measure-

ments (e.g. ECG readings), physical symptoms (e.g. sweating, vomiting, description 

of chest pain), and other relevant information (e.g. age, smoker/ex- smoker).  The 

features were coded as binary numbers, with a 1/0 indicating presence/absence of 

symptoms.  In addition, there were two real-valued features for age and duration of 

pain (normalised between 0 and 1), respectively. 

The experimental setup and the network parameter settings were the same as those 

described in Section 3.1.  To better evaluate the stability of the performances, the 

experiment was repeated for 100 times with different sequences of the training sam-

ples. In addition, the Data Retention Rate (DRR) [20], i.e. a useful measure of net-

work compactness, was also computed, as follows. 

 
samples  trainingofnumber 

s)(prototype neuronshidden  ofnumber 
 rateretention  data    (2) 

Table 2 summarises the bootstrapped results of RBFNDDA, RBFNDDA-T, and 

RBFNDDA-KNN.  The average accuracy rate of RBFNDDA-KNN is slightly higher 

than those of RBFNDDA-T and RBFNDDA.  The number of prototypes of 

RBFNDDA-KNN and RFNDDA-T are smaller than that of RBFNDDA.  The empiri-

cal results indicated that RBFNDDA-KNN was able to mitigate the influence of un-

representative data samples and to produce high classification accuracy.  Between 



RBFNDDA-KNN and RBFNDDA-T, the former created more number of prototypes 

than the latter, as shown by the DRR results.  However, the computational time of 

RBFNDDA-KNN was faster than that of RBFNDDA-T, although the former had 

more than twice the number of prototypes than the latter.  As explained in Section 3.1, 

RBFNDDA-T stored a list of unrepresentative samples to check against noise from 

the training samples in each training epoch.  Hence, additional computational time 

was required.  This problem could become severe when large and noisy training data 

sets were used.  In short, RBFNDDA-KNN could form a compact network structure 

(as compared with RBFNDDA) and produce fast and accurate classification results 

(as compared with both RBFNDDA and RBFNDDA-T).  

Table 2. The average boostrapped results of RBFNDDA-KNN, RBFNDDA-T and RBFNDDA 

from the MI case study (the ranges in the square brackets indicate the 95% confidence intervals 

of the estimated average boostrapped results). 

Classifier Acc. (%) #Prototypes DDR Time(s) 

RBFNDDA 69.69 

[69.28 70.12] 

119.0  

[119.3 125.4] 

0.48 2.5 

[2.4 2.5] 

RBFNDDA-T  69.54 

[69.15 69.98] 

30.9  

[29.9 31.8] 

0.12 3.4  

[3.3 3.5] 

RBFNDDA-KNN 70.27  

[69.73 70.84] 

69.8  

[67.3 72.3] 

0.28 2.7  

[2.6 2.7] 

4 Summary 

In this paper, a new variant of the RBFNDDA network has been proposed for under-

taking pattern classification problems with noisy data.  The proposed network, known 

as RBFNDDA-KNN, is based on integration between RBFNDDA and the KNN algo-

rithm. The proposed RBFNDDA-KNN network is able to identify small noisy proto-

types and preserve small useful prototypes that represent small clusters of important 

labelled data.  A series of experiments using both benchmark and real medical data 

sets has been conducted to evaluate the effectiveness of RBFNDDA-KNN.  The re-

sults have shown that RBFNDDA-KNN is able to learn and encode information from 

the database using a smaller number of prototypes than RBFNDDA, and with im-

proved classification results.  As compared with RBFNDDA-T, RBFNDDA-KNN has 

exhibited a larger network structure.  However, RBFNDDA-T does not need to keep a 

list of unrepresentative samples (as what RBFNDDA-T does to identify noisy data) 

during the training process.  As such, RBFNDDA-KNN is able to produce fast and 

accurate results in the presence of noisy samples in the database.   

For future work, additional experiments to ascertain the effectiveness of the pro-

posed RBFNDDA-KNN network in various real-world classification domains will be 

conducted.  In addition, rule extraction from RBFNDDA-KNN can be carried out so 

that it can provide explanation for its predicted outcomes. 
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