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Uplink Performance of Time-Reversal MRC in
Massive MIMO Systems Subject to Phase Noise

Antonios Pitarokoilis, Saif Khan Mohammed and Erik G. Larss

Abstract—Multi-user multiple-input multiple-output  (MU- In [7] the authors report an improved result for channel$iwit
MIMO) cellular systems with an excess of base station (BS) #en-  arbitrary channel covariance matrices. The crucial assiomp
nas (Massive MIMO) offer unprecedented multiplexing gainsand i, \assive MIMO s that the squared Euclidean norm of the
radiated energy efficiency. Oscillator phase noise is intduced in h | ¢ f h h thei
the transmitter and receiver radio frequency chains and seerely channel vector ot eac usergrows@@\/[),_w ereas the inner
degrades the performance of communication systems. We styd Products between channel vectors of different users grow at
the effect of oscillator phase noise in frequency-selecévMassive  a lesser rate. This assumption can be justified in the MU-
MIMO systems with imperfect channel state information (CS).  MIMO setting since the users are typically separated by many
In particular, we consider two distinct operation modes, nanely \yayelengths, which implies that their channel vectors bezo
when the phase noise processes at thid BS antennas are identi- totically (in th b f BS ant th |
cal (synchronous operation) and when they are independenhfn- asymp_o ically (in the number o - antennas) pr_ ogona_.
Synchronous Operation). We ana|yze a linear and |0W_C()mpjﬂ'1y Extensive measurements haVe Conﬂrmed the Val|d|ty Of th|S
time-reversal maximum-ratio combining (TR-MRC) reception ~assumption [4], [5].
strategy. For both operation modes we derive a lower bound on  Phase noise is inevitable in communication systems due to
the sum-capacity and we compare their performance. Based on jherfections in the circuitry of the local oscillators there
the derived achievable sum-rates, we show that with the prapsed d for th . fthe b band si It band
receive processing anO(v/ M) array gain is achievable. Due to u_se orihe conversmn_o € ase_an_ S|gn_a 0 pass g an
the phase noise drift the estimated effective channel beces Vice versa. To be Spec'ﬂc, phase noise is th? Inste}ntaQEMS d
progressively outdated. Therefore, phase noise effectiyelimits of the phase of the carrier wave and results in a wideningeof th
the length of the interval used for .data transmission and.the power spectral density of the generated waveform. Phase noi
number of scheduled users. The derived achievable rates prile ¢4 ;565 a partial loss of coherency between the channebgstim
insights into the optimum choice of the data interval lengthand d the t h | gain during data t L Thi
the number of scheduled users. and the true channel gain during data transmission. This can

result in severe degradation of the system performance.

In MIMO an array power gain is obtained by coherently
combining signals received by several antennas, using es-

[. INTRODUCTION timated channel responses. Since phase noise distorts the

Multiple-input multiple-output (MIMO) technology offers received qlata,_ it is crucial to exam_ine its_ effect on the qnerf_
substantial performance gains in wireless links [1]. Thatigh Mance. Significant research work is available on phase noise
degrees of freedom enable many users to share the same tiff@wvever, most of it is concerned with single-user single-
frequency resources, paving the way for multi-user MiIM@ntenna multi-carrier transmission, since multi-carti@ns-
(MU-MIMO) systems [2]. MU-MIMO systems with an excesgmission is more sensitive to phase noise compared to single-
of BS antennas, termed as Massive MIMO or large-sca#érrier transmission [8]. In [9] a method to calculate the bi
MIMO, have recently attracted significant interest [3]-[5]error-rate (BER) of a single-user orthogonal frequencistm
They promise a significant increase in the total cell thrqugh multiplexing (OFDM) system impaired with phase noise is
by means of simple signal processing. At the same time, tAEovided. Reference [10] studies the signal-to-interieee
radiated power can be scaled down with the number of B®d-noise-ratio (SINR) degradation in OFDM and proposes
antennas,M, while maintaining a desired sum-rate. Moré& method to mitigate the effect of phase noise. In [11] a
specifically, in [6] the authors show that in a MU-MIMOMethod to characterize phase noise in OFDM systems is
uplink with linear receivers and imperfect channel staferin developed and an algorithm to compensate for the degradatio
mation (CSI), by increasing the number of BS antennas frofdescribed. Finally, in [12] the authors propose a metiood t
1 to M, one can reduce the total transmit power by a factifintly estimate the channel coefficients and the phaseenois
O(v/M) while maintaining a fixed per-user information ratein a single-user MIMO system and an associated phase noise

mitigation algorithm.
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tight in the high-SNR regime. In [15], the authors considexsssumeh,, ,; to be independent and identically distributed
the performance of Massive MIMO systems with hardwar@i.d.) zero-mean and unit-variance proper complex ramdo
impairments. Their model is suitable for the residual handw variables. The i.i.d. assumption is justified in [4], [5],7]%
impairments after the application of appropriate compémsa Further, the PDP for every user is normalized such that the

algorithms. average received power is independent of the length of the
To the authors’ knowledge, we present the first analysibannel ierluIse response, TherefLortle, it holds that

of the effect of Wiener phase noise in a multi-user multi- — 9 —

antenna scenario with imperfect channel state information ;E “ V it | } - lzg i = @

where single-carrier transmission is used. Specificallg, w
consider a single-cell frequency-selective MU-MIMO ulin for 1 < k& < K. The positive constantsy;, account for
where a number of non-cooperative users transmit indepgenddifferent propagation losses between users and are assomed
data streams to a base station having a large numberbsffixed throughout the communication. The BS is assumed to
antennas. Since the channel is assumed to be unknown, &&e perfect knowledge of all the PDPs. Finally, we assume
is acquired via uplink training. There are phase noise ssur€Xact knowledge of the channel statistics at the BS, but hot o
both at the transmitters and at the receiver. In this pap8g Particular channel realizations.
we extend the work presented in [16]. We consider and
compare two distinct cases. In the first case, which is termed .
. : . Phase Noise Model
synchronous operatiomode, the phase noise processes at thé
BS antennas are identical. In the second case, which is termePhase noise is introduced at the transmitter during up-
non-synchronous operatianode, the phase noise processes abnversion, when the baseband signal is multiplied with the
the BS antennas are independent. These two operation mozhrsier generated by the local oscillator. The phase of #re g
correspond to the cases of a common phase reference veesated carrier drifts randomly, resulting in a phase diktor
independent phase references, respectively. A timesalerof the transmitted signal. A similar phenomenon also happen
maximume-ratio combining (TR-MRC) strategy is proposedt the receiver side during down-conversion of the bandpass
and achievable sum-rates are derived for both operatiommodsignal to baseband. In the followin@,, £ = 1, ..., K denotes
Based on the derived expressions of the achievable sufne phase noise process at fhh single-antenna user. Since
rates, we show that for a fixed desired per-user informatitine users have different local oscillators, the transmjitease
rate, by doubling the number of BS antennas, the total triinsmoise processes are assumed to be mutually independent. On
power can be reduced by a factor ¢R2. This is the same the other hand, at the receiver side two distinct operation
scaling law as without phase noise [6]. We observe thatodes are considered. We term these operation modes as
the use of independent phase noise sources can yield highgrchronousand non-synchronousperation depending on
sum-rate performance and we support this interesting treswhether the phase noise processes at the BS antennas are
by a simple toy example for which the exact capacity islentical or independent. For the synchronous case, all BS
calculated. Furthermore, the achievable rate expressgwesal antennas are subject to the same phase noise process and
a fundamental trade-off between the length of the time Viader ¢ denotes this common phase noise process at each BS
spent on data transmission and the sum-rate performanee. @htenna. This models the scenario of a centralized BS with
rate expressions also provide valuable insight into thevaph a single oscillator feeding the down-conversion module in

number of scheduled users. each receiver. For the case of non-synchronous operation,
om, m=1,..., M denotes the phase noise process atithe
Il. SYSTEM MODEL th BS antenna. This models a completely distributed scenari

) ) ) where each BS antenna uses a distinct oscillator for down-
We consider a frequency-selective MU-MIMO uplink changqersion. We further assume that the phase noise pracesse
nel with M BS antennas and{ single-antenna users. The@]C k=1,....K and ¢ (OF 6, m = 1,..., M) for the

channel between thé-th user and then-th BS antenna is c45e of synchronous (or non-synchronous) operation made ar
modeled as a finite impulse response (FIR) filter with mutually independent.

symbol-spaced channel taps. Thth channel tap is given by |, is study each phase noise process is modeled as

Gmoki = /diihum k.1, Wherehy, ., and di.; model the fast gp independent Wiener process, which is a well-established
and slow time-varying components, respectively. We assumydel [11], [18]. Therefore, the discrete-time phase noise
a block fading model wheré,,, ;. ; is fixed during the trans- process at thé-th user at time is given by

mission of a block ofV, 2 Np+ (K +3)L — 3 symbols and
varies independently from one block to anoth¥y, denotes
the number of channel uses utilized for data transmissiea (s

; ; LWe note that with the i.i.d. assumption on the channel gairescaptured
Fig. 1)' We further assume that the channel fadmg proceesnsergy increases linearly with the number of BS antendds,This is not

is ergodic. The parameterg,; > 0, [ = 0,...,L — 1 reasonable ifM grows unbounded. However, this deficiency of the model
model the power delay profile (PDP) of the frequency-selectitakes effect only for exorbitantly large values f which do not lie in the
channel for thek-th user. Since{dy,;} vary slowly with regime of our interest [S], [4], [7]. , _ o

. . . ’ . The discrete-time phase noise model is used since we will dkimg
time and spat|al location, we assume them to be fixed f@rth the discrete-time complex baseband representatiotheotransmit and
the entire communication and independentaf We further receive signals.

Ocli] = O1li — 1] + wild], )



L—-1 KL L—-1 Np L—-1

where wt[i] ~ N(0,0%) are independent identically dis-
tributed zero-mean Gaussian increments with variafﬁeA:
4n? f2coTs, f. is the carrier frequencyls is the symbol
interval andcy is a constant that depends on the oscillator.. e .
Depending on the operation mode, the phase noise proceé_:égsl: The trAansmlssmn block is assumed to span a coherence
¢li] and ¢,,[i] at the M BS antennas are defined in dnterval, N. = Np + (K + 3)L — 3. In each block, the first

manner similar to (2), where the increments have varianéel channel uses (cu) are utilized for pilot based channel
2 8 4 220 T estimation andVp cu are utilized for data transmission. An
oy =4m ficeTs.

all-zero block, a preamble and a postamblelof 1 cu each
are added due to the edge effects of the channel.

1BI Training Preamble Data phase Postamble

B. Received Signal

Let z[i] be the symbol transmitted from theth user at
time i. The received sample at the-th BS antenna elementsequentially in time, i.e., at any given time only one user
at time is then given by, for the non-synchronous operatiois transmitting uplink training signals and all other users
K L1 are silent. To be precise, theth user sends an impulse of
yimli] = \/pz Z equbm[i]gmykylejek[ifl]xk [i — 1] + nmli], .amplltudew/PpKI., gt the (k.: — 1)L-th chgr!nel use and is
== idle for the remaining portion of the training phase. Here,
(3) P, is the average power transmitted by a user during the
training phase. We choose the proposed training sequence
since it allows for a very simple channel estimation scheme
) ) -""at the BS and since it facilitates our derivation of achiéwab
complex _Gaussm_f’l.Each user transmits a stream of i.i.dyates However, many of our results, such as partial loss of
CN(0,1) information symbols (i.e.zx[i] ~ CN(0,1)), that coherency due to Wiener phase noise and monotonic decrease
are independent of the information symbols of the othersusef, herformance with increased variance of the phase noise
P denotes the average uplink transmitted power from eagfyrements, are expected to be qualitatively valid alsofber

user. (but not necessarily all possible) training schemes. Theze
using (3), the signal received at the-th BS receiver at time
Ill. TRANSMISSION SCHEME AND RECEIVE PROCESSING (k=1)L+1,1=0,...,L—1, k=1,...,K is given by, for
We consider a block-based uplink transmission schent@n-synchronous operation
A transmission block ofN. channel uses consists df L _ . §(0x [(k—1)L]— ¢ [(k—1)L+1])
channel uses dedicated to uplink channel training follotwed Yml(k = DL+ 1=/ Py K Lgm k.1e
a preamble ofZ — 1 channel uses, where i.i.dA/(0,1) non- + (k= 1)L +1]. (4)
information symbols are sent. The data intervaNof channel gased  on (4), we derive the maximum like-
uses comes after that and a postambld.ef 1 channel uses |ig0d (ML) estimate of the effective channel
is appended at the end of the coherence interval, where i.i 91 el ORl(k=1Ll=ém[(k=DL+1)) The corresponding channel

CN(0,1) non-information symbols are sent. The inclusion Qstimates are then given by, for non-synchronous operation
the preamble and postamble accounts for the edge effects

where n,,[i] ~ CN(0,02) represents noise at the:i-th
receiver at time, which is distributed as circularly symmetric

introduced due to the intersymbol interference. This way th Gmkl = ;ym[(k — 1)L+
subsequent analysis is valid for all thg, channel uses during PyKL
data transmission and no separate analysis for the edgles of t = g g€ IOl Em DI gi0x [(k—1)L]
data interval is required. At the beginning of each cohezenc 1 k1)L + 1] )
interval an all-zero block of. — 1 channel uses is prepended + —m==nm|(k — 1)L +].
brep VP,KL

to eliminate inter-block interference (IBl) (see Fig. 1).
We observe that the channel estimate is distorted by the

AWGN and by the phase noise of the local oscillators at the

_ ) user and at the BS.
For coherent demodulation, the BS needs to estimate the

uplink channel. This is facilitated through the transnassi E’ Time-Reversal Maximum Ratio Combining (TR-MRC)

of uplink pilot symbols during the training phase of eac ) . _ . o
transmission block The users transmit uplink training signals YSing (3), the received signal during the data phase is given

by, for non-synchronous operation

3In the following we will present only the expressions of thenn K L-1
synchronous mode. The expressions for the synchronoustaperare ob- a7 —Jomli] JOk[i—1] . .
tained easily by substituting [i] = ... = ¢a[i] = ¢[i]. In Sections IvV-vI, Ym i} = v Pp Z Z € Gm k16" w[i — 1] + nm[d],
when the expressions of the two distinct modes differ in aolovious way, k=1 1=0
both expressions will be given explicitly. (6)
“4In this paper we deal only with uplink transmission. In MagsMIMO

Time Division Duplex (TDD) operation pilots are transmitten the uplink. \where; €Ty, Ta é {(K+ 1)L— 1,..., (K—|— 1)L—|—ND _ 2}

The number of required pilots scales with the number of teafsi K, but dPnis th . int d
not the number of BS antennad/, making Massive MIMO scalable with and Pp Is the per-user average transmit power constraint dur-

respect toM [3], [4]. ing the data phase. Motivated by the need for low-complexity

A. Channel Estimation



detection, we consider the TR-MRC receiver at the BS. Tlie, ¢ for the synchronous operation afig, ¢,,, for the non-
TR-MRC receiver convolves the received symbgls[i], with  synchronous operation. We relegate the variation arouisd th
the complex conjugate of the time-reversed estimated &angerm, i.e.,| Fli] EY (Agli] — E[Ax[i])zx[i], to an effective
impulse response. The detected symbigl;], is given by noise term. This results in the following equivalent exgies

L-1 M N . . .
. s ) Trli] = E[Ag]i]] i [i] + ENg[i], (13)
Bl = 3 3 Goatinli +1) ) W= B BN
1=0 m=1 where
where(-)* denotes the complex conjugation operation. EN [1] 2 Fuli] + 1 S1 g[i] + MU 4[i] + ANg[i], (14)

is the effective additive noise term. In (13) the detected
symbol, #;[i], is a sum of twouncorrelated terms (i.e.,
We use the information sum-rate as the performance me‘EC{(E[Ak[i]]xk[i]) (EN[i])*] = 0). The importance of the
for quantifying the effects of phase noise. To this end, gisirquivalent representation in (13) is that the scaling facto
(5) and (6) for the non-synchronous operation, (7) is wiitteg[ A, [i]],[i] of the desired information symbol is a constant,
as which is known at the BS since the BS has knowledge of the
li] = Aplilenli +1°SI gli] + MU 4[] + ANG[i],  (8) phar_mel statistics. The exact probgbility <.jistributiorE<I>f,C [4] _
is difficult to compute. However, its variance can be easily

IV. ACHIEVABLE SUM-RATE

where it holds for the non-synchronous operation that calculated given that the channel statistics is known aBtBe
M L1 Therefore, (13) describes an effective single-user siimgiat
Agli] A2 /Pp Z Z |gm,k,l|2 ﬁ(@:ﬁik) 9) §|ngle-output (SISO) addltlvg noise chz?mnel, where thesgnm
1 =0 is zero mean, has known variance and is uncorrelated with the
desired signal term. From the expressionsAgfi] andENg|i]
A M L—-1L—1 in (9) and (14), the mean value of;[i] and the variance of
I SI k[i]:‘/PDZ ZZg;_’k_’lgm_,k_,pﬁ("Zy’l’ff):ck[z#l—p] EN,[¢] is given by two propositions that follow.
m=11=0 p=0
p#l Proposition 1. The mean value ofi;[i] in both operation
(10)  modes is given by
2 2
M K L-1L-1 N /Do _720T70 (i _(k—1)L)
E[Ak[l]] = PDMozke 2 . (15)
A *
MJI i [i] = v/ Pp Z Z Im,k,19m,q,p ¥
m=1 q:]lC 1=0 p=0 Proof: We prove the statement for the non-synchronous
a operation. The proof for the synchronous operation is gearl
19(";}’?5) zqli +1—p] (11) identical. From (9), we have
M L-1
. 2 m,k,
a | Pp L&A E[AL[] =B |VPo Y lgmual® v zlklk)‘|
ANk[z] = P KL Z Z Im,q,p X m=1 =0
p m=1g=1 1=0 p=0 M L-1
) . e i (@) —§(0k[(k—1)L]—04 i 2
eI @m0t =Py 1 1)L 4 i+~ p] = /PpE {e JOkl(k=1) L] ’C“D} Y>> E [|gm,k,l| }
M L-1 m=11=0
w3 G el + 1, (12) E {efj(qu[i+l]f¢m[(kfl)L+l])}
m=11=0 " ) M L-1 -2
0‘9 . .
whered fgvlkf)éejwq[z‘+zfp179k[<k71>LJf¢m[i+l1+¢m[<k71>L+l1>_ = /Ppem 7 (DI N TN gy e (DD
In (8), Ax[i]zk[¢] is the desired signal term for theth user, 202 m=Li=0
| Sl [i] stands for the intersymbol interference for uger © ,/pDMoékQ*#(if(kfl)L).

at time i, caused by the information symbols of tleth o
user transmitted at other time instanchbll 4 [i] denotes the In (a) we have use_d the fact that the channel reall_zat|ons,
multi-user interference due to the information symbolshef t 9m.k.1» the phase noise at the B&,,, and the phase noise at
other users and finalliN;[i] is an aggregate noise term thafh®#-th userdy, are mutually independent random processes.
incorporates the effects of the channel estimation errar ahne equality (b) is a consequence of the Wiener phase noise
the receiver AWGN noisen,,[i]. The expressions for the Model. That is, after a time intervabt =i — (k — 1)L, the
terms in (8) for the synchronous operation are obtained frdpfase drift of an oscillator is a zero mean Gaussian random
(9)-(12) by substitutings, [i] = ... = éa[i] = 8[i]. variable with variance that is proportional fot,

In the following, we derive an achievable information rat A o _ - 20, _ (1. _
for the k-th user. Similar capacity bounding techniques ha\(/?éd’m = Ol = 9ml(k—1) L+ ~N(0, 05 = (k = 1)L)),
been used earlier in e.g. [19], [20]. In (8), we add and s@gbtralUy,, 2 0, [i] — Ok[(k — 1)L] ~ N(0,03(i — (k — 1)L)).
the termE [Ag[é]] z«[¢], where the expectation is taken over .
the channel gainsg,, ;. and the phase noise processesjenceforthE [e=7Vem]| = ¢, (—1) = e~ 3 (i=(k=1)L) gng



E [erek} = g, (1) = e—?(i—(k—l)L), where o4 (-) and different transmission blocks are jointly decoded. Edaént
v, (-) are the characteristic functions 6f;, and Us, , re- this implies that, at the BS we hav®p parallel channel
spectively. The equality (c) follows from (1). m decoders for each user. We propose the above scherive, of

In (15), the factorM signifies the combining gain in aParallel channel codes for each user only to derive a lower
coherent receiver (i.e., whem; = oy = 0). The factor bound on the achievable information rate. In practice, due
_og+ag (b 1)L) igqif , , ) to reasons of complexity, channel coding/decoding would no
e signifies the loss in effective amplitude,n)y pe performed across different transmission blocks, bu

gain due to the non-coherency between the received dgia, 5cross consecutive channel uses within each trariemiss
samples and the estimated channel gains. Note that this ngpjk_

coherency arises due to the fact that the channel gains fo
the k-th user are estimated at = (k — 1)L + 1, | =
0,...,L—1and the samples for detecting[:] are received

att =i+l 1 = L=, that is, i — (k — DL yp0 gagg symbolsz,[i| are Gaussian, for each € Z; a

samples later. The oscnlator phase drift in this time ICI“\m(%wer bound on the information rate for the effective chdnne

results in a partial non-coherency. It is clear that thedargm (13) can be computed by considering the worst case (in

this time difference is the smaller(rylgeffectlve amplitigdén terms of mutual information) uncorrelated additive noiséth

is (the effective amplitudé/aye™ “z=(i—(k=1)L) decreases Gaussian information symbols, it is known that the worsecas

exponentially with increasing time differenée- (k — 1)L).  uncorrelated noise is Gaussian with the same variance as tha
A Of ENy[4] [19]. Consequently, a lower bound d&y,[i]; zx[i])

Proposition 2. ’The variance  Var (EN;[i]) = (i.e., the mutual information rate for theth channel code for
E [|[EN:[i] — E [EN,[i]] |?] satisfies, for synchronous operatlorhserk) is given by Proposition 3.

Given the previously described coding strategy, we are now
interested in computing a lower bound on the reliable rate
of communication for each of th&p channel codes. Since

o2li] 2 Var (EN;[i]) = PpM2k[i] + Ch, (16) Proposition 3. The achievable rate for theth channel code
for the k-th user is given by

I(&x[i]; wli]) = Ry [d]

and for non-synchronous operation

<m*[i] 2 Var (ENP[i]) = PpM2a2coy[i] + PpMé&y[i] + Cr,

PrM202e~(05+05) (i—(k=1)L)
(17) 2 Jog, (1 42D e <0 , (18)
’ G |2
where ki 2 f;ol ZzL/;é dkyldk_’l/e—”ill—l | k _
a2€—(0i+a§)(i—(k—l)L)' where x = s for synchronous operation and = ns for
k[l.] A L-1 L=l d. l/e“’i‘l‘l" _ a2e-odli (k1)) non-synchronous operation ang’ are given in Proposition
- =0 '=0 » s ’

k['] A —oi(i=(k=1)L) (1 _ ,—op(i—(k—1)L) ,

9 % o2 Corollary 1. Based on the lower bound48), the proposed
G £ PoMa Z =1%o M( g=1 0 T+ K—Pp) TR-MRC receiver exhibits better performance in the case of
Proof: See the Appendix. m non-synchronous operation.

The second term of the constantC), in
Proposition 2 is the contribution of the additive
noise term AN.[i]. This contribution has variance <j[i] — op°[i] = Pp M (M — 1)&|i]

2
E [lANk[HQ} = o’M (P—D ;{ 1 Qg T ap + Ig—P) The (;) PpoM(M —1) (aiefdi(Lfl) _ aiefdi(if(kfl)L))
term o2 M £2. K_l g corresponds to the cross-correlation
between the channel estimation error in (5) and the received >) PpM(M — 1) (aie—ai(L—l) _ aie—oi(QL—l)) > 0.
symbols in (6). The terns2M oy, corresponds to the filtered
noise (7). Finally, the last term?) ;25 corresponds to the The inequality(a) follows from the fact thatl — | < L — 1
variance of the channel estimation error and (1). The inequalityd) follows sincei > KL+ L —1 =

In the following we provide a coding strategy that justifies— (k —1)L > (K —k)L+2L—-1>2L—-1landk < K. ®
the achievable rates we are interested in deriving. Frompd?ro  Note that Corollary 1 compares two lower bounds. However,
sitions 1 and 2, it is obvious th@[A.[:]] and Var (EN[i]) there are good reasons to expect that these lower bounds
depend oni and are different for different € Z,;. Further, are actually quite good predictions of the performance that
for a giveni, across multiple transmission blocks, the termsould be achieved in reality. This is so because substhntial
E[AL[i]] and Var (EN,[i]) are the same and the realizationsve make a Gaussianity assumption on the effective noise.
of ENi[¢] are i.i.d. Hence, for each, we have an additive This is also very likely the type of approximation that would
noise SISO channel. This motivates us to considgrchannel be used when deriving a soft decoding (LLR) metric for
codes for each user, one for eache Z,. At the k-th insertion into for example, a turbo decoder. Hence, using
transmitter (user), the symbols of thh channel codex;[i]) this Gaussian approximation would predict quite well the
are transmitted only during théth channel use of each performance achievable with good channel codes and st@ndar
transmission block. Similarly, at the BS, for theth user, decoding metrics assuming Gaussian noise. Also note that
the i-th received and processed symbols (i#,[i]) across comparing lower bounds that are reasonably tight is a stdnda

Proof of Corollary 1:



elp1
A. Exact Analysis of Synchronous versus Non-Synchronous
Y; Operation for a Toy Channel Model

1/2 In the following, we provide a simple example to illustrate
X Y that the conclusion drawn from Corollary 1 is the result of a
fundamental phenomenon and not an artifact of the techeique
Y, used to derive the lower bounds on the information rate. We
consider a very simple channel with only phase noise and
ei®2 no AWGN, see Fig. 2. Her&X € {£1}, Pr{X = +1} =
p, Pr{X = -1} = 1 — p is the input to the channel.
The input X is rotated byyp; and o, to form Y; and Ys,
respectively. Let the random variables, ©, model the phase
o o . noise, with the following probability mass functions (pfm.
practice in the commumcauqn theor_y literature. @i € {~2,0,7}, Pr{p; = —T} = Pr{yp; = 0} = Pr{p; =
Corollary 1 conveys an interesting result that the per} = %, i = 1,2. The output of this discrete memoryless
formance is better when the phase noise processes at ghannel (DMC) is given by
different BS antennas are uncorrelated. However, this ts no 1 _
the first time that such a result is reported. In [21, Section V=3 (e79r +e792) X. (22)
[1I.A] the authors study the effect of phase noise in single- _ _
user beamforming. The performance measure they use is tha/e Now consider two cases, firstly when the two phase
error vector magnitude (EVM) and they show that EVM i§!01S€ Processes are synchronous (i-g.= ¢2) ar_1d secondly
smallest in the desired direction when uncorrelated pha\g’gen they are non-synchronous and mutually independent. In
noise sources are used. In [15, Section VI.D] the authdfi® Synchronous case; = g, soY = ¢’' X. ThenY takes
consider the impact of phase noise distortion in a flat fadifgues inYs = {+1,+j.—1,—j}. The output symbols have
channel with maximum ratio combining, using a small phadB® P-m-f:Pr{Y = +1} = p/3, Pr{Y = —1} = (1 —p)/3,
noise approximation. They also observe that by using s&pargr{y = £j} = 1/3. The capacity of this channel can be
oscillators the distortion scales &¥t), wheret is the time calculated as follows
elapsed from channel estimation to data detection. On the

Fig. 2: System model for the example.

other hand, when a common oscillator is used the distortion Cy =maxI(X;Y)=max H(Y)— H(Y|X)
scales a®)(tM). (Note that in contrast to our analysis, [15] P P
used a much simpler model that did not include the effects of = max EHQ(p) =1/3 bits

» 3 '

intersymbol interference, nor of multiuser interfereféegom

Corollary 1, it can be argued that the use of independenhere H,(p) is the binary entropy function.

oscillators at the BS can be beneficial when TR-MRC is used.In the non-synchronous case, whereandy, are indepen-

Also, for a desired sum-rate performance one can choagent of each other, the output variable takes value¥,in=

between a high quality single oscillator or many oscillator{ 41, %(1 +7), %(1 —4),4,0,—3, _%(1 —9), _%(1 +4), -1},

of lower quality. The p.m.f. of the output i®Pr{Y = +1} = p/9, Pr{Y =
1) Achievable Sum-RateSince no data transmission hap{1 + j)/2} = 2p/9, Pr{Y = +j} = 1/9, Pr{Y = 0} = 2/9,

pens during the training phase, the overall effective imiar Pr{Y = —(1 +j)/2} = 2(1 — p)/9, andPr{Y = -1} =

tion rate achievable by the-th user is given by, (1 —p)/9. We find thatH (Y') = 5 Hz(p) + log, 9 — 6/9 and
H(Y|X = £1) = log, 9 — 6/9. Then, the capacity is given
N . 2
Ry = < > R (19) by
¢ 1€Lyq
The achievable sum-rate is therefore given by Chs = max I(X:Y) = max H(Y) — H(Y|X)
K K p ’ p
1 .
R* = ZR: = Z Z R[] (20) = max §Hg(p) =5/9 bits.
Nc . p 9
k=1 k=1i€ly

It is clear that phase noise degrades the sum-rate perfdf2C€ Cs < Chs, it is concluded that the capacity of the
mance both with synchronous and non-synchronous operatiph2nel in Fig. 2 is strictly larger in the non-synchronoase
To see this formally, note that the sum-rate for the no-phadfi@n in the synchronous case.

noise case can be derived from (18), (19) and (20) by setting\Ote that the example does not show that the capacity
05) =02 =0 and is given by alwaysincreases if we use independent phase noise sources.

However, it shows thathere are cases where the use of

K . : .
Np PpM2a? independent phase noise sources can be beneficial.
R = N > log, <1+T . (21)
k=1 V. ASYMPTOTIC RESULTS
Since, 22 M2a2 > L2 M2a2e~(73to0)(i-(:-DL) andgs[i] > The achievable rates presented in Proposition 3 hold for

§p%[i] > C) we have thaiR > R*. any M. In this section we present some asymptotic §if)



results based on these achievable rates in order to inaéstigion-zero rate for the-th code of userk can be achieved,
the Massive MIMO effect in the system under study. In thehile the transmit power of each user is scaled A4&" with
following 5 £ If—g > 0 denotes the ratio between the per-uséicreasing). From argument of the log expression in (18),
average transmit power during the training phase and durik@- the effective SINR, we have

the transmission phase. E.Ma} o—(03+03)(i—(k—1)L)
We first note that in the low SNR regime, the performanc®INR,[i] = g2 M"

. o . . EuMrgli] | Buok 2, aq 2q% | Mng?
loss due to phase noise is not significant. To see this quanti- oIMn . T o Tkt 3R KOE,
ta_ltlvely, consider the sum-r_at_e when phase_ noise is present Euo} (03 +03)(i—(k-1)L)
given by (20). From (18) it is clear that in the low-SNR— —— o? )
regime, i.e., whenPp/o? < 1, the dominating factor in ~ Zuseld | Fui2,00 4 o (ak + ZB‘}?Q) + M

the denominator of the argumegt of thez, function is, in ) . )
both operation modes, the tergiz2-. From (21) (after the As M — oo we havelimp,o Ri[i] > 0if n —1 < 0 and

— — S
substitution P, = BPp) it is clear that the term-Z22L s 2n—1<0=n<1/2 Forn=1/2 the rateRt; converges

L . . KBPp
also the dominating term in the denominator of the aghm/abtP the value (as\/ — o)

rate expression in the no-phase-noise case. Therefore, the 1 E—gaie*("i“?)(i%kfl)L)
b= N Z logy [ 14 2

performance loss of both operation modes compared to thelt
no-phase-noise scenario is small. The result is of padicul (25)
importance since this work focuses mainly on the low SNR

(per degree of freedom). This is also often the forese&imilarly, it can be proved that the array gain for the non-

. 2
= %“k (1] + KZEu

operating point of Massive MIMO [5], [22]. synchronous operation &(v/M) and the rate approaches (as
We proceed with a result on the sum-rate performance # — oo) the value
the high-SNR regime. N 1 %aie‘("i““"g)(i‘(’“‘l)L)
Proposition 4. Saturation in the high-SNR regimén the % — N, Z logy {1+ By o2, [i] + 2 :
presence of phase noise the effective information rateeof-th ela o TR KBBu 26
th user saturates fo% — oo to the values, for synchronous (26)
operation It is clear that forn > 1/2 the achievable rates approatlas
! MaZe—(@3+o)i-(h-1)L) M = 0. .
RZ—>—Zlog2<1—|— L e ),
N, ez, Mrg[i] + ok Zqzl 0y

(23)
) VI. I MPACT OF PHASE NOISE SEPARATELY AT THE BS
and for non-synchronous operation AND AT THE USERTERMINALS

1 Ma2e(o5+03)(i—(k=1)L)
Ry —— log, <1+ R - © Based on th i el . -
Nciel'd Makwk[z] + gk[l] + oy, Zq:l 0y ased on the preceding analysis, we examine two specia

(24) cases of particular interest. Namely, we study the impact on
sum-rate performance, when there is phase noise only at the
Proof: The result follows from (18) and the definitionsyser terminals (UTs) and not at the BS (8.= 0 ando] #
of R and Ry in (19). W 0) and vice versa (i.es2 # 0 and o} = 0).
In the high-SNR regime, MRC is known to be subopti-
mal since intersymbol interference and multi-user intenfiee
dominate the effective noise term. Therefore saturatiotién
high-SNR regime is observed also in the no-phase-noise C@Sespecial Case 1: Phase Noise Only at the LE@,: 0
due to the MRC reception strategy.
A particularly desirable property of massive MIMO sys- |t the oscillators at the BS are ideal, there is no distinttio

tems is the array power gain that they offer. The followingetween synchronous and non-synchronous operation. From
proposition shows that the phase-noise-impaired singiger (1g) it follows immediately that the lower bound in this case
massive MIMO uplink with TR-MRC receive processing ang given by

estimated CSI offers an array gain 6f(v/ M)—the same

: : . : PpMoaj o2 (i—(k—1)L)
scaling law as for flat fading channels without phase n0|s?2 il = 1o L+ ke %

. . 1| = .
derived in [6]. k &2 PJ;Z,M of (1- 6—03(1—(k—1)L)) + U%cu
Proposition 5. Under the assumptions made in Section I, (27)
an O(v M) array gain is achievable. In the high SNR limit the rate saturates at the value

Proof: We start by proving the proposition for the syn-
chronous case. LePp = £+, whereE, is fixed. Based on Ry[i]—1log, 1+M (
fa7%

Make—ag(i—(k—l)L)

—o2(i—(k—1)L K
the derived achievable rates in Proposition 3, we compute 1—emoalim(bm) )) +Zq:1 Qg
the maximum possible exponent,> 0, such that a fixed, (28)



Further, by scaling the transmit power Bs = E,,/v M we value of the achievable rate arbitrarily. In addition, fr¢85)

have the limiting expression a§ — oo it is clear that in the large array regime we can arbitrarily
By 02 03 (i~ (k—1)L) increase the limiting expre_ssion by appropriately s_ed@:the
Rili] = log, [ 1+ ok . value E,,. These observations lead to the conclusion that the
Bya? (1 —emosi=(=DD)) 4 RAE. distortions introduced by independent oscillators at tt& B

(29) asymptotically vanish, when TR-MRC reception is used. We
remark that similar behavior was also noted in [15], where
e authors demonstrate that the dominating impairmetigis t
one at the hardware of the user equipment, while impairments

Consider the link between usérand the BS. Irrespectively at the BS from independent sources asymptotically vanish as

of whether there is phase noise at the BS or not, the dismrti@(f — 0.

in the received signal at each BS antenna due to the phase VI
noise at the user adds up after TR-MRC processing, giving

an additional interference term (séé[i] in (14)) with a
standard deviation that scales @§M ).

The expressions in (27), (28) and (29) are qualitativelyilaim
to the case of synchronous operation at the BS. In t
following we provide an intuitive explanation of this similty.

. NUMERICAL EXAMPLES

In this section, we present numerical examples of the
main results presented in Sections IV-VI. Throughout the
section we selected’; = 0.1us and f. = 2 GHz, which

] _ ] correspond to typical values of wideband wireless commu-
B. Special Case 2: Phase Noise Only at the B3, 0 and  pjcation systems, such as the WLAN IEEE 802.11. The

o3 =0) reference value of the oscillator parametgr(and cg) is set
In this case the achievable rate for the synchronous caseds:, = 4.7 x 10~18(rad H2~!, which also corresponds to
given by a typical oscillator in WLAN IEEE 802.11 equipment [23,
PoMal o0 (i—(k—1)L) Table 1]. However, we will refer to the standard deviation of
RSl =1 1 2 ¢ ¢ 30 the phase noise innovations, icg, andoy, since this is a more
k[l] = 10&y + Pp M R C ) ( ) . . . .
D= &xli] + 557 intuitive measure of the oscillator quality. For the partene

selected above and the relations in Section lls4,= 0.49°.
In typical cellular systems the delay spread is of the order o
e PpM (2 o=o5(i=(k=1)L) microseconds. We seledt = 20, which corresponds t@us
Rp[i] = logy | 14+ =2 Ppe i) + St (1) of delay spread for the selected symbol rate. We selected the
o2 Sk oM large scale fading factors ag, = 1, Vk € {1,..., K}, since
In the high SNR regime the above rates saturate at th® main purpose of this work is to understand the effect of
following values phase noise and not of large scale fading. However, the same
) relations can be used with other choicesagfs, when the
(32)

and for the non-synchronous case

]\/[a%efai(if(kfl)ll)

_ = study of particular propagation conditions is of interdsir-
MEL[i] + ar D2, aq

ther, we have selected a common power delay profile of every
user asdy,; = e~ 935/ 25;01 e 3% 1 ={0,..,L—1}. We
Maiefai(if(kfl)m note that the power delay profile enters the rate expressions
; K (33) through the terms; [i] and¢,[¢] (see Proposition 2). For most
Seli] + an g @ reasonable choices of, the choice of a particular PDP has
Further, by scaling the transmit power B = E,/vM we & negligible effect on the achievable sum-rate. This chofce
have the limiting expressions &¢ — oo for the synchronous PDP and large scale fading is the same for all the figures that

operation follow.
In Fig. 3 the sum-rate performance of the system, as given

Ri %aieﬂi(%(hlm by (20), is plotted as a function of2 for Np = 1000
K Z] — 10g2 1+ E , 2 ) (34) : _ _ ° i i
H&li] + 25m with M = 200, K = 10. The sum-rate achieved without
. phase noise (21) is plotted for the sake of comparison. We
and for the non-synchronous operation observe that at low SNR, the loss in sum-rate performance
2 ” is insignificant. This observation supports our argument on
Rp?[i] — logy (1 + (0—3) Kﬁaie_%(z_(k_l)L)) . (35)  the low SNR performance at the beginning of Section V. We
plot the sum-rate as a function 03% for various choices
The expressions in (30), (32) and (34) are qualitativelyilaim of o, and oy. It is clear from Fig. 3b that when the phase
to the case of phase noise only at the user terminals and to tioése at the user terminals is dominant both operation modes
general case with synchronous operation at the BS. In facthave similar performance. On the other hand, when the phase
is the symmetric case as in Section VI-A. This behavior camise at the BS is dominant, as in Fig. 3c, the sum-rate of
be explained by arguments similar to the ones used there.the non-synchronous operation is significantly higher ttien
However, in the expressions for the non-synchronous opsynchronous operation mode. This is in agreement with the
ation (31), (33) and (35) we observe a fundamentally differediscussion in Section VI.
behavior. Firstly, in (33) we note that by increasing the bem A significant desirable property of massive MIMO systems
of BS antennas, we can increase the high-SNR saturatisrthe array power gain that they offer, facilitating the idas

R;[i] — log, (1 +

R}°[i] — log,y (1 +




(€) oy = 1.56°, o9 = 0.49°

) ', ;No Phaée Noise
[ r=2 -0-'Non Synchronous
sl T H A K =10 - B -Synchronous
M =200 L L=20
K =10 oo ND = 1000 1
'L =20 ] Yy o5 = 0.49361°
N D'="1000 “‘6‘6960‘00‘00009‘9‘9‘99 . Q\ u oy = 0.49361°
= st o, = 0.49361° 0°° 1 o) o )
R | ov=0dos6ie S g0 pmenERnaenERsREas, T o
fie] o B Qe
— 20 o B Qﬂ‘b
% O/E(E
=, /8" ]
E {4 -10F
a f |
°r - NO Phase NOise [l 7150 l(;O 2[‘]0 EA;D Aéu S‘OD séo 700
-0-Non Synchronous No of BS antennas, M
p ‘ ‘ ‘ -8- §ynchronpus
L Fig. 4: Minimum requiredi—lg to achieve a fixed per-user
R information rate ofr = 2 bpcu as a function of\/ for fixed
@ oy =09 = 0.49 o
K =10 users,gy = 09 = 0.49° and Np = 1000.
3075:2100 1 of highly power-efficient communication systems [3], [6],
ND = 1000 [24]. Proposition 5 extends this result to the case of single
ENI ”:‘l)éé’ggl 7 carrier frequency-selective Massive MU-MIMO systems im-
oy = 1. . . . . .
é“m ! | paired with phase noise. The above observation is further
2 supported through Fig. 4, where the minimum per-uger
ol | required to achieve a fixed per-user information rate ef 2
g i ne e a3 2ARAAREREARERS bpcu is plotted as a function of the number of BS antennas
@ | gaeeseddaRARTESEIIRAEREEE for Np = 1000 and K = 10 for o, = 0y = 0.49°. The
of plot for the phase-noise-free case is also given for the ebke
) d‘& " NoPhase Noise comparison. We observe that by doubling the number of BS
aa -0--Non Synchronous
) ‘ ‘ . |-=-synchronous antennas we can reduce the per-user reng%dty 1.5dB, for
” Lo Coon ) b " sufficiently largeM . This illustrates the validity of Proposition
5.
(b) o = 0.49°, o9 = 1.56° From Fig. 4 we are motivated to study the gap in required
’;—Ig between the phase-noise-impaired cases and the no-phase-
® M_m T S e noise operation. In Table | we present numerical result$isn t
K—10 ap. Each row corresponds to a different oscillator coristan
1 gap. Each ponds t diff t llat st
L =20 i cy = cp, nNamely, 9.4 x 10719 4.7 x 107'® and2.35 x
e L0000 eae00000s 10~17(rad H2 !, which correspond to standard deviation of
g | oy = 0.49361° gc,cyo°°°°° phase noise innovations 6f22°, 0.49° and1.1°, respectively.
%m Q;o" 1 In order to give a more intuitive measure of the disturbance
= & introduced by phase noise, we list the vertiéj@ gap as a
0;15 o,d ] function of the standard deviation of the accumulated phase
@ 4720 TP W N — noise drift at a time difference aVp + L — 1 channel uses
B o 1 (i.e., the time difference between the end of the trainingsgh
. o" o Prase Nos and the end of the data phase). This result is shown in Table I.
eﬁg -0~ Non Synchronous As expected, the performance gap is minimal for small phase
- ® - Synchronous . . . L.
@ T = : : - o noise drift and increases as the standard deviation of thseph

noise drift increases.

It is also interesting to study the gap in requir§é as
a function of the desired per-user information rate. Fos thi

Fig. 3: Sum-rate as a function o% [dB] for M = 200, purpose we provide Table Il. There, we tabulate the gap in
K =10, L = 20 and Np = 1000. The dotted vertical lines required’;—g’ in dB for various values of the per-user desired
denote the high SNR asymptotic values of the achievable suimformation rate for the synchronous and non-synchronous
rates. mode, for Np = 1000 channel usesgy, = o = 0.49°,
K =10 users andV/ = 500 BS antennas. In the low spectral
efficiency regime this gap is minimal. However, as the désire
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TABLE I: Gap in required% due to phase noise fa¥p =

1000 and a fixed per-user information rate= 1 bpcu. The
number of users is fixed t& = 10. wl
Gap in required:? [dB] 7
ooV ND Synchronous Non-Synchronous E;
(degrees) M=500 M=2500 M=500 M=2500 Pl
7.05° 0.1174 0.1055 0.0828 0.0744 ‘ﬁ
15.76° 0.6145 0.5492 0.4192 0.3753 & M — 200 oo g
35.23° 47459 3.9629 23071 2.0116 K =10 1
L=20
10k 04 =0.49361° ——No Phase Noise |
og = 0.49361° -o- r;on iynchronous
- B - Synchronous
per-user information rate increases the gap increasesatex f % W wom_ mw ww mw oo o a0

. . A . Duration of Data Phase, NV,
rate. When the desired per-user information rate incrfases v

. or i . I
2 bp_cu(;g _2.5hbpcu, Wh'fCh Correspr:)nds to 25% |r_1cre§sel,)|t§3®' 5: Sum-rate performance as a functiom\af, with fixed,
gap in dB in the case of non-synchronous operation dou %_3, — 0y = 0.49°, 22 — 10 dB, M = 200 BS antennas,
whereas in the synchronous operation mode the vertical gap_ o

. . . = 10 users and. = 20 taps.

increases more than two times. This happens because the

desired per-user rate is close to the high-SNR saturatiten ra

for the case of synchronous receiverds a result, a large

increase in the transmit power is required in order to ahiev " Fig. 5 the sum-rate performance is plotted as a function
the desired information rate. of Np for o4 = 09 = 0.49°. In the no-phase-noise case the

optimal value ofNp, is infinity. However, there is a clear trade-
TABLE II: Gap in requiredi—g’ due to phase noise fa¥p = off between the sum-rate and the length of the data interval
1000, 04 = 0¢ = 0.49°, K = 10 users andM = 500 BS in the phase-noise-impaired operation modes.
antennas for various values of the desired per-user infiloma  Further insight can be obtained by considering the optimum

rate in bits per channel use [bpcul]. number of scheduled users. In practice, the coherencevatter
is finite and therefore the training overhead upper-bounds
Gap in requiredZ2 [dB] the optimum number of scheduled users. Now, consider the

Per-user rate  Synchronous Non-Synchronous ~ €ase where the coherence interval is arbitrarily long. Then
for the no-phase noise case, the opti\g)h is unbounded.
0.25 0.2768 0.2481 In that case one can increase the number of users, thereby
0.5 0.3625 0.2941 achieving an increase in the sum-rate performance due to the

1 0.6145 0.4192 spatial multiplexing of more users in the same time-fregyen
2 2.2356 1.0987 resource. In the presence of phase noise increasing theemumb
25 6.8694 2.1749

of scheduled usersg, not only increases the length of the
training overhead, but it also increases the phase driftdxt
the estimated channel coefficients and the actual reairatf
the effective channel impulse responses during the daga int
val. That is, by increasing the number of uséks,the partial

For fixed M, K and L there is a fundamental trade-off
between the length of the data intervalp, and the achievable

7 L
sum-rate performance. A fractioRZ of each coherence o of coherency between the estimated channel coefficient
interval is spent on training. Since a fixed time interval of,q the actual effective channels during data transmission
KL channel uses is required for channel estimation, a sm o increased. As a result, with increasifigthe increase in
data interval_,ND_, leads to underutilization of the ava_ilablethe achievable sum-rate during the data interval may eaéitu
resources, yielding a low sum-_rz_;\te performance.M@_ N pecome insignificant to compensate for the reduction in sum-
creases, more resources are utilized for the data transmiss, 1o que to this partial loss of coherency. In Fig. 6, for gver
increasing the sum-rate performance. However, as it can peye maximum achievable sum-rate performance is found
seen from (18)Rjli] < Ri[i — 1] and Rp*[i] < Ri°[i = 1,y maximizing with respect taVp and, subsequently, this
W_h'(.:h, |mpI|es_ th_at the gain of mcreasmg.th(_a .data 'mervﬂhyaximum sum-rate performance is plotted as a function of
diminishes with increasingVp. In fact, the individual rates K for % — 10 dB, M = 200 BS antennas and — 20

Rj[i] and Rj°[i] approach 0 as — co. This phenomenon . < ¢, the no phase noise case, the synchronous operation

occ#lrs be<_:ause| with larﬁyﬁ" tEe phase nolllse d”;t in the 54e and the non-synchronous operation mode. It is cletr tha
oscillators is so large such that there is a total l0ss Of @H®Y 5 gm.rate performance is not monotonically increasmg i

bet_vveen the received symbol_s 0_'“””9 the data pha;e and tm‘? phase-noise-impaired cases as it is in the no phase noise
estimated channel at the beginning of the transmlssmrkblogase_ However, it has a unimodal shape. This implies that in

Swith the selected parameters, the high-SNR saturationevédu the practice the optimum number of scheduled use_rs is not Onl_y
synchronous operation is 2.66 bpcu per user. upper-bounded by the length of the coherence interval,tbut i
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Var (I Fi[i]), the calculation of which is different depending
on the operation mode. First we compute the variance of the

160

M = 200
T ISI term.
= o5 = 0.40361° M L-1L-1
O 120
g, op = 0.49361° 112 'm,k,k
L ElSIAli)2) = EIVPD 30 D03 g sagmaea? (1)
£ o m=11=0 q=0
ot q#l
g wp M M L-1L-1L-1L-1
0N . 2
: . ailitl=adlPl=Po ) > > 3. > D,
E - m=1m’/=1 1=0 I’=0 p=0 p'=0
. : P
=
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E {e—jwmwl]—%/ [i+l']—¢m[(7€—1)L+l}+¢m/[(k—l)L-H/])}

— No Phase Noise |
-'='Non Synchronous
- - - Synchronous

7‘0 y y

.
20F 27

; ; ;
40 50 60
Number of users, K

80 90 100

E {e.ﬂek[i+l—p}—ek[(k—l)L]—ekw'—p'1+ek[<k—1>L1>]

M L-1L-1

=Pp Z Z Z di,1dg g

m=11=0 q=0
a#l

Fig. 6: Maximum sum-rate performance as a function/af
with fixed £2 = 10 dB, o, = 0y = 0.49°, M = 200 BS
antennas and. = 20 taps. For eachk, Np is optimally
chosen.

E[xp[i + 11— plagi + 1" = p]]

L-1
= PpM <a§ - d§71> :
=0

is also upper-bounded as a consequence of the phase nOi§ghere we have used the fact that the channel coefficients,
the phase noise processes and the data symbols are mutually
VIIl. CONCLUSIONS independent. The last step follows from the normalizatibn o
Phase noise is an inevitable hardware impairment in cothie PDP (see (1)). We will make use of these facts in all the
munication systems. We studied the effect of phase noisdlowing derivations as well. We proceed with the calcidat
on the sum-rate performance of single-carrier transmisgio Of the multi-user interference.

a MU-MIMO uplink with an excess of BS antennas. Two
distinct operation modes in terms of the phase noise presesE[|MJI
at the BS antennas are considered, namely, synchronous and
non-synchronous operation. Since the knowledge of thetexac
channel realizations is not available, CSl is acquired piink

M K L-1L-1

BV SN i (215)

m=1qg=1[=0 p=0
a7k

. _ 2 _
training. The BS uses TR-MRC receive processing to detect © zqli +1—pl") = Pp Z Z Z Z Z Z Z Z
m=1m/=1q=1 ¢'=1 1=0 I’=0 p=0 p' =0
the information symbols. An analytical expression for the a#k g 2, PEL 41
achievable sum-rate is rigorously derived for both operati ¥ X
I [gm,k,lgmﬂmgm’,q’,p’gm’akal’}

modes. Based on the derived achievable sum-rates, we ebserv
that it can be beneficial to use independent instead of fyhy s
chronous phase noise sources. It is also shown that at low SNR
phase noise has little impact on the sum-rate performance.

e

|
-

E
E
E

Further, the proposed receive processing achieves(anir) ) [xq
array power gain, extending earlier results where phasgenoi
was not considered. Finally, due to the progressive phaseno _ Pp

drift in the oscillators, there is a fundamental trade-effvibeen
the length of the time interval used for data transmissiath an
the sum-rate performance.

—i(

b li+l —tbm/[i+l']—¢m[(k—l)L+l]+¢m/[(k—l)Lﬁ-l'])}

]
]

j(64[i4+1—p —9k[(/€—1)L]—0q/[i+l/—p/]+9k[(k—l)L])}
[i + 1 — pla], [z’—i—l'—p']]

M K L-— 1L 1

SN diidyy, = PoMay, Zaq

m=1qg=1 [=0 p=0

a7k I#k

We conclude the first part of the proof with the calculation of

the variance of the additive noise term.

APPENDIX
In this appendix we state the proof of Proposition 2. ForE[|AN,
both operation modes, we have
Var (ENg[: ]) [|ENk[z] E [EN[7]] |2} = Var (I F[i])
+ Var (1 Sl [i]) + Var (MJl ;[i]) + Var (AN [i])

efj(ﬁbm [i+l] -

since the terms inENi[i] are mutually uncorrelated. We
start by computing the terméar (I SI ,[¢]), Var (MJl [7]),

Var (AN [:]) for the non-synchronous case, which are the
same for both operation modes and conclude with the term

K L-1L-1

S s

m=1g=1 1=0 p=0
Oaliti=pDpy [(k — 1)L + lagi + 1 — p)|?]
M L-1

i1 =Bl 52

E[I Y D dmpanmli+ 1)

mllO
K K L-1L-1L-1L-1
LZZZZZZZZ
m=1m’/=1q=1¢’=1 1=0 I’=0 p=0 p’=0
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E[(gm.q.pe " @ [””*"q[”l*p])nm[(k— )L+1z,i+1—p])  the non-synchronous mode.

(Gt e m (V10 A =2 Dy Tl — 1)L + 1]
M L-1
cgli+l =pD)T+02 > > Ellgmril’]
m=1 =0

m=1 q=1 [=0 a=1-L
0<i—a<L—1
L
2
El|lgm
+o? ) (PPKL+ [1gm.5.1 ]>
m=1 (=0
K
P,
2 D
— o2M
7 (PquZ_;O‘ ter T ’“)

We proceed by calculating the variance of the térf, [:]. It
holds

Var (1 Fi[i]) = E [|(Axli] — E[A[i)])ax[i]]*]
= E || 4clill*] - [E[AL P

Based on the result of Proposition 1 it is sufficient to cadtail
E {|Ak[i]|2} for each operation mode. We start with the
synchronous operation.

M L-1
“Ak } Pp Z ZE |gmreal*]
m=1 1=0
M L—1L—1

+Pp Yy > Y Ellgmud PIEgmn ]

m=11=0 ['=0
U1
, E[e—jwm [ = | = (k1) L] gum (=1 L+

M L-1L-1

+PDZ > ZZElgmkzl (g 1]

m=1 m'=1 =0 I'=
m'#m

e @l b 4 1= (b= ) L)+ (k=D L))

L-1 L-1L-1
=PpM Y 242, + PpM Y S digdy el
=0 =0 ["=0
£l
L-1L-1 2
+ PDM(M - 1) Z Z dk,ldk7l/6_g¢(z_(k_l)L)
=0 l'=
L—-1L-1
_PDMdel +PpM >N dydi el
=0 =0 I'=0

+ PpM(M —1)a2e o3 (i=(=1L)

The variance for the non-synchronous operation is

M L-1
[|Ak |2] Pp Y Y Ellgmkl']
m=1 [=0
M L-1L-1
+Pp Y > EllgmailPIElgm, ke l’]
m=1 =0 ['—0
£
-Ele —j(¢[i+l]—¢[i+l/]—¢>[(k—1)L+l]+¢>[(k—1)L+l'])] [1]

M L-1L-1

+ Pp Z >y ZE (9ot 1Bl g e |] 2

m= lm—ll 0l'=

m’'#£m
 EJe (Gl =0li+ |=gl(k=1) L1l +6l (k=) L+ 3l
L—1 L—-1L-1 , 4
— PpM > 282, + PoM Y dyadye otV 4l
=0 =0 |"=0
VAl
L-1L-1 [5]
—|—PDM( szkldkl/e U¢‘l vl
1=0 I'= [6]
L—1 L—-1L-1 ,
R STO ST TSI 35 ST RS,
=0 =0 1I'=0

Finally, for the synchronous operation, the effective B0is [g]
variance, is given by

[0
¢i[i] 2 Var (EN:[i]) = PpM2k4[i] + Ch. 0
We conclude with the calculation of the terIm“Ak[i]ﬂ for

sl 2 Var (ENP[i]) = PpMé&y[i] + PpM2wy[i] + Ch.
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