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Abstract— In this paper, a vision based tracking controller
with adaptation to uncertainty in depth information is pre-
sented. Depth uncertainty plays a special role in visual tracking
as it appears nonlinearly in the overall Jacobian matrix and
hence cannot be adapted together with other uncertain kine-
matic parameters. We propose a novel parameter update law
to update the uncertain parameters of the depth. It is proved
that system stability can be guaranteed for the visual tracking
task in presence of uncertainties in depth information, robot
kinematics and dynamics. Simulation results are presented to
illustrate the performance of the proposed controller.

I. INTRODUCTION

The kinematics and dynamics of robot manipulators are
highly nonlinear. The robot manipulators are required to
manipulate various tools and hence the overall kinematic and
dynamic parameters of the robots vary during operations and
are difficult to be predicted in advance. By exploring physical
properties of the robot system, Takegaki and Arimoto [1]
and Arimoto [2] showed using Lyapunov’s method that PD
plus gravity compensation and PID feedback are effective for
setpoint control despite the nonlinearity and uncertainty of
the robot dynamics. To deal with trajectory tracking control,
several adaptive robot control laws have been proposed and
much progress has been obtained in robot tracking control
theories with uncertain dynamic parameters [3]-[11].

However, most research on robot control has assumed
that the exact kinematics and Jacobian matrix of the robot
manipulators from joint space to Cartesian space are known.
Unfortunately, no physical parameters can be derived exactly.
Moreover, when the robot handle tools of different lengths,
unknown orientations and gripping points, the overall kine-
matics are changing and therefore difficult to derive exactly.
To overcome the problem of uncertain kinematics, several
Approximate Jacobian setpoint controllers [12]-[14] were
proposed recently. The proposed controllers do not require
the exact knowledge of kinematics and Jacobian matrix that
is assumed in the literature of robot control. The results in
[12]-[14] are focusing on setpoint control or point to point
control of robot. In some applications, it is necessary to
specify the motion in much more details than simply stating
the desired final position. Thus, a desired trajectory should
be specified.
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Recently, an adaptive Jacobian controller is proposed for
trajectory tracking control of robot manipulators with uncer-
tainties in kinematics and dynamics [15]. The main idea is to
introduce an adaptive sliding vector based on estimated task-
space velocity, so that kinematic and dynamic adaptations
can be performed concurrently. A novel dynamics regressor
using the estimated kinematics parameters was proposed.
The novelty of the adaptive regressor lies in that online
updating information of the updated system parameters is
utilized in the regressor instead of only using measurable
system variables and parameters. It enables separate and
simultaneous treatments of different kinds of uncertainties in
robot system and presents a potential tool for studying more
general nonlinear systems containing multiple uncertainties.
It was shown that the end-effector’s position converges to
the desired position even when the kinematics and Jacobian
matrix are uncertain.

To avoid singularities associated Euler angle represen-
tation, adaptive Jacobian tracking controller based on unit
quaternion is proposed [16]. In [17], an adaptive Jacobian
tracking controller is proposed for redundant robots with
uncertain actuator torque transmission matrix. To improve
the control performance especially in cases of high speed
movement, an adaptive Jacobian control method is proposed
for trajectory tracking control of rigid-link electrically-driven
robot which can deal with the uncertainties in robot kinemat-
ics, dynamics and the actuator dynamics at the same time
[18]. In this case, the actuator dynamics leads to a third order
system and accelerations measurements are avoided in the
control inputs by constructing observers to specify desired
armature currents.

The above adaptive Jacobian tracking controllers consider
the case where the unknown kinematic parameters of the
Jacobian matrix from joint space to task space are linearly
parameterizable. However, in visual tracking control prob-
lems, the image velocity is inversely proportional to the
depth information and hence the depth information appears
nonlinearly in the overall Jacobian matrix thus cannot be
adapted together with other unknown kinematic parameters.
Therefore these adaptive controllers are effective only in
cases where the depth information is slowly time-varying.
Though image-based visual servoing techniques are known
to be robust to modeling and calibration errors in practice,
only a few theoretical results been obtained for the stability
analysis in presence of the uncertain camera parameters [19]-
[22] and in most results the depth information is assumed
to be known exactly. To deal with uncertainty in depth
information, some vision based controllers [23], [24] are
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proposed recently. However, these results are focusing on
uncertainty in interaction matrix or image Jacobian matrix,
and the effects of uncertain robot kinematics and dynamics
are not considered. Hence, no rigorous theoretical result has
been obtained for the stability analysis of visual tracking
control with uncertainties in depth information, taking into
consideration the uncertainties of the nonlinear robot kine-
matics and dynamics.

In this paper, we extends our recent results in [15] to visual
tracking control with uncertainty in depth information, kine-
matics and dynamics. The main new point is the adaptation
to depth uncertainty in addition to kinematics and dynamics
uncertainty. Simulation results are presented to illustrate the
performance of the proposed controller.

II. ROBOT DYNAMICS AND KINEMATICS

The dynamics of the robot manipulator with n degree of
degrees of freedom can be expressed as [2], [25]:

M(q)q̈+(
1
2

Ṁ(q)+S(q, q̇))q̇+g(q) = u (1)

where q ∈ Rn is a vector of generalized joint coordinates,
M(q) ∈ Rn×n is the inertia matrix, u ∈ Rn is a vector of
applied joint torques,

S(q, q̇)q̇ =
1
2

Ṁ(q)q̇− 1
2
{ ∂

∂q
q̇T M(q)q̇}T

and g(q) ∈ Rn is the gravitational force. Several important
properties of the dynamic equation described by equation
(1) are given as follows [2], [4], [25], [30]:
Property 1 The inertia matrix M(q) is symmetric and
uniformly positive definite for all q ∈ Rn. ♦
Property 2 The matrix S(q, q̇) is skew-symmetric so that
νT S(q, q̇)ν = 0 for all ν ∈ Rn. ♦
Property 3 The dynamic model as described by equation (1)
is linear in a set of physical parameters θd = (θd1, · · · , θd p)T

as

M(q)q̈+(
1
2

Ṁ(q)+S(q, q̇))q̇+g(q) = Yd(q, q̇, q̇, q̈)θd

where Yd(·) ∈ Rn×p is the dynamic regressor matrix. ♦
In most applications of robot manipulators, a desired path

for the end-effector is specified in task space or operation
space such as Cartesian space or camera image space [2],
[12], [31]. In this work, a fixed pin-hole camera is utilized
to monitor the motion of a feature point attached to the robot
end-effector and hence the task space is defined as camera
image space in pixels. Let x ∈ R2 be the coordinates of the
feature point’s projection on the camera image plane and
r ∈ Rb denotes the coordinates of the feature point in robot
base frame. r can be defined by [35]

r = h(q), (2)

where b < n, h(·) ∈ Rb is a transformation describing the
relation between the joint space and robot base frame. From
the forward kinematics equation (2), it has

ṙ = Jm(q)q̇ (3)

where Jm(q) is the manipulator Jacobian matrix mapping
from joint space to robot base frame.

The relationship between velocities in camera image space
and robot base frame is represented by [23], [24]

ẋ =
1
z

L(x) · ṙ, (4)

where z ∈ R represents the depth of the feature point with
respect to the camera image frame, matrix L(x) is a Jacobian
matrix.

From the kinematics equations (3) and (4), the image-
space velocity ẋ can be related to joint-space velocity q̇ as
[23], [24], [26]:

ẋ =
1
z

L(x) · ṙ =
1
z

L(x)Jm(q)q̇ =
1
z

J(q)q̇ (5)

and J(q) = L(x)Jm(q) is the lumped Jacobian matrix.
In the presence of uncertainties in robot kinematics and

camera parameters, neither the Jacobian matrix J(q) nor the
depth z can be obtained exactly.

A property of the kinematic equation described by equa-
tion (5) is stated as follows [15]:
Property 4 Both z and J(q)q̇ in equation (5) are linear
in sets of kinematic parameters θk = (θk1, · · · , θkq)T and
θz = (θz1, · · · , θz j)T , such as robot link lengths, camera
intrinsic and extrinsic parameters. Hence, z and J(q)q̇ can
be expressed as,

z = Yz(q)θz, (6)

J(q)q̇ = Yk(q, q̇)θk, (7)

where Yz(q) ∈ R1× j is called the depth regressor vector and
Yk(q, q̇) ∈ R2×q is called the kinematic regressor matrix. ♦
Remark: Although both z and J(q)q̇ are linear in kinematic
parameters, the overall Jacobian matrix 1

z J(q) is not linearly
parameterizable because it is is inversely proportional to z
and hence the kinematic parameters in z and J(q) cannot be
extracted to form a lumped kinematic parameter vector.

III. ADAPTIVE VISUAL TRACKING CONTROL

In this section, we present an Adaptive Jacobian Tracking
Controller for robot with uncertain kinematics, dynamics and
camera depth information.

In the presence of kinematics and camera parameter uncer-
tainty, the camera depth information and the Jacobian matrix
are uncertain and hence equation (5) can be expressed as

ˆ̇x =
1

ẑ(q, θ̂z)
Ĵ(q, θ̂k)q̇ (8)

where ˆ̇x ∈ R2 denotes an estimated image-space velocity,
Ĵ(q, θ̂k) ∈ R2×n is the approximate Jacobian matrix and θ̂k ∈
Rq denotes a set of estimated kinematic parameters, ẑ(q, θ̂z)∈
R is the estimated depth of the end-effector feature point
and θ̂z ∈ R j denotes the estimated parameters in ẑ(q, θ̂z). It’s
assumed that a predefined range [θmin,θmax] for θz is known
such that z(q) = Yz(q)θz is positive for all θz ∈ [θmin,θmax].

Let us define a vector ẋr ∈ R2 as

ẋr = ẋd −α(x− xd) (9)
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where xd ∈ R2 is a desired trajectory, ẋd = dxd
dt ∈ R2 is the

desired velocity specified in camera image space and α is
a positive constant. Differentiating equation (9) with respect
to time, we have

ẍr = ẍd −α(ẋ− ẋd) (10)

where ẍd = dẋd
dt ∈ R2 is the desired acceleration.

Next, define an adaptive task-space sliding vector using
equation (8) as,

ŝx = ˆ̇x− ẋr (11)

Differentiating equation (11) with respect to time, we have,

˙̂sx = ˆ̈x− ẍr = 1
ẑ(q,θ̂z)

Ĵ(q, θ̂k)q̈+ 1
ẑ(q,θ̂z)

˙̂J(q, θ̂k)q̇

− ˙̂z(q,θ̂z)
ẑ2(q,θ̂z)

Ĵ(q, θ̂k)q̇− ẍr (12)

where ˆ̈x denotes the derivative of ˆ̇x. In the redundant case,
the null space of the approximate Jacobian matrix can be
used to minimize a performance index [32]. Next, let

q̇r = ẑ(q, θ̂z)Ĵ+(q, θ̂k)ẋr +(I − Ĵ+(q, θ̂k)Ĵ(q, θ̂k))ψ (13)

where Ĵ+(q, θ̂k) = ĴT (q, θ̂k)(Ĵ(q, θ̂k)ĴT (q, θ̂k))−1 is the gen-
eralized inverse of the approximate Jacobian matrix Ĵ(q, θ̂k),
and ψ ∈ Rn is minus the gradient of the convex function to
be optimized, I represents the identity matrix. In this paper,
we assume that the robot is operating in a finite work space
such that the approximate Jacobian matrix is of full rank.

From equation (13), we have

q̈r = ẑ(q, θ̂z)Ĵ+(q, θ̂k)ẍr + ẑ(q, θ̂z) ˙̂J
+
(q, θ̂k)ẋr

+˙̂z(q, θ̂z)Ĵ+(q, θ̂k)ẋr +(I − Ĵ+(q, θ̂k)Ĵ(q, θ̂k))ψ̇

− ˙̂J
+
(q, θ̂k)Ĵ(q, θ̂k)ψ − Ĵ+(q, θ̂k) ˙̂J(q, θ̂k)ψ (14)

Hence, we have an adaptive sliding vector in joint space
as

s = q̇− q̇r (15)

and
ṡ = q̈− q̈r. (16)

From equations (13) and (15), we note that

1

ẑ(q, θ̂z)
Ĵ(q, θ̂k)s =

1

ẑ(q, θ̂z)
Ĵ(q, θ̂k)q̇− ẋr

= ˆ̇x− ẋr = ŝx (17)

Substituting equations (15) and (16) into equation (1), the
equations of motion can be expressed as,

M(q)ṡ+( 1
2 Ṁ(q)+S(q, q̇))s+M(q)q̈r

+( 1
2 Ṁ(q)+S(q, q̇))q̇r +g(q) = u (18)

From Property 3, the last five terms of equation (18) are
linear in a set of dynamics parameters θd and hence can be
expressed as,

M(q)q̈r +(
1
2

Ṁ(q)+S(q, q̇))q̇r +g(q) = Yd(q, q̇, q̇r, q̈r)θd

so the dynamic equation (18) can be written as,

M(q)ṡ+( 1
2 Ṁ(q)+S(q, q̇))s+Yd(q, q̇, q̇r, q̈r)θd = u (19)

The algorithm we shall now derive is composed of (i) a
control law based on the approximate Jacobian matrix and
approximate depth information as,

u = − 1
ẑ(q,θ̂z)

ĴT (q, θ̂k)(Kv∆ẋ+Kp∆x)

+Yd(q, q̇, q̇r, q̈r)θ̂d , (20)

where ∆x = x− xd , ∆ẋ = ẋ− ẋd , Kv ∈ R2×2 and Kp ∈ R2×2

are symmetric positive definite gain matrices, (ii) a dynamic
adaptation law

˙̂θ d = −LdY T
d (q, q̇, q̇r, q̈r)s (21)

iii) a kinematic adaptation law

˙̂θ k =
1

ẑ(q, θ̂z)
LkY

T
k (q, q̇)(Kv∆ẋ+Kp∆x) (22)

and iv) a depth adaptation law

˙̂θz = − 1

ẑ(q, θ̂z)
ΦLzY

T
z (q)ẋT (Kv∆ẋ+Kp∆x) (23)

where Lk ∈ Rq×q, Ld ∈ Rp×p, Lz ∈ R j× j are symmetric
positive definite matrices, Φ is a projection operator matrix
defined as Φ = diag{φ1, · · · ,φ j} [33] and

φi =




0, if θ̂zi ≥ θimax and ˙̂θ zi ≥ 0
0, if θ̂zi ≤ θimin and ˙̂θ zi ≤ 0
1, otherwise.

(24)

such that θ̂z ∈ [θmin,θmax].
The closed-loop dynamics is obtained by substituting (20)

into equation (19) to give

M(q)ṡ+( 1
2 Ṁ(q)+S(q, q̇))s+Yd(q, q̇, q̇r, q̈r)∆θd

+ 1
ẑ(q,θ̂z)

ĴT (q, θ̂k)(Kv∆ẋ+Kp∆x) = 0 (25)

where ∆θd = θd − θ̂d .
Let us define a Lyapunov-like function candidate as

V = 1
2 sT M(q)s+ 1

2 ∆θ T
d L−1

d ∆θd + 1
2 ∆θ T

k L−1
k ∆θk

+ 1
2 ∆θ T

z L−1
z ∆θz + 1

2 ∆xT (Kp +αKv)∆x (26)

where ∆θk = θk− θ̂k. Differentiating with respect to time and
using Property 1, we have

V̇ = sT M(q)ṡ+ 1
2 sT Ṁ(q)s−∆θ T

d L−1
d

˙̂θ d −∆θ T
k L−1

k
˙̂θ k

−∆θ T
z L−1

z
˙̂θ z +∆xT (Kp +αKv)∆ẋ

Substituting M(q)ṡ from equation (25), ˙̂θ k from equation
(22), ˙̂θ d from equation (21) and ˙̂θz from equation (23) into
the above equation, using Property 2 and equation (17)
yields,

V̇ = −ŝT
x (Kv∆ẋ+Kp∆x)− sTYd(q, q̇, q̇r, q̈r)∆θd

−∆θ T
d L−1

d
˙̂θ d −∆θ T

k L−1
k

˙̂θ k −∆θ T
z L−1

z
˙̂θ z

+∆xT (αKv +Kp)∆ẋ (27)
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From equations (6), (7), (9) and (11), we have

ŝx = 1
ẑ(q,θ̂z)

Ĵ(q, θ̂k)q̇− ẋd +α∆x

= 1
ẑ(q,θ̂z)

[Ĵ(q, θ̂k)q̇− J(q)q̇+ ẋ(z− ẑ(q, θ̂z))

+ẑ(q, θ̂z)(ẋ− ẋd)+α ẑ(q, θ̂z)∆x]
= 1

ẑ(q,θ̂z)
[−Yk(q, q̇)∆θk + ẋYz(q)∆θz

+ẑ(q, θ̂z)(∆ẋ+α∆x)] (28)

where

Yk(q, q̇)∆θk = J(q)q̇− Ĵ(q, θ̂k)q̇ = ẋ− ˆ̇x (29)

Substituting parameter update laws (21), (22), (23) and
equation (28) into equation (27) yields,

V̇ = −∆θ T
z (I −Φ) 1

ẑ(q,θ̂z)
Y T

z (q)ẋT (Kv∆ẋ+Kp∆x)

−∆ẋT Kv∆ẋ−α∆xT Kp∆x (30)

From the definition of (24), it can be easily verified that

V̇ ≤−∆ẋT Kv∆ẋ−α∆xT Kp∆x ≤ 0 (31)

We are now in a position to state the following Theorem:
Theorem 1 The adaptive Jacobian tracking control law (20)
and the parameter update laws (21), (22)and (23) guarantee
the stability and result in the convergence of position and
velocity tracking errors of the adaptive control system. That
is, x− xd → 0 and ẋ− ẋd → 0, as t → ∞.
Proof:
Since M(q) is uniformally positive definite, V in equation
(26) is positive definite in s, ∆x, ∆θk, ∆θd and ∆θz. Since
V̇ ≤ 0, V is bounded, and therefore s, ∆x, ∆θk, ∆θd and ∆θz

are bounded vectors. This implies that θ̂k, θ̂d are bounded
and θ̂z is bounded by the projection algorithm, x is bounded
if xd is bounded, and ŝx = Ĵ(q, θ̂k)s is also bounded. Since
∆x is bounded, ẋr in equation (9) is bounded if ẋd is
bounded. Therefore, q̇r in equation (13) is also bounded if the
approximate Jacobian matrix is of full rank. From equations
(15), q̇ is bounded and the boundedness of q̇ means that ẋ
is bounded since the Jacobian matrix is bounded. Hence, ∆ẋ
is bounded and ẍr in equation (10) is also bounded if ẍd is
bounded. From equation (22), ˙̂θ k is therefore bounded since
∆x, ∆ẋ, q̇ are bounded and Yk(·) is a trigonometric function
of q. Similarly, ˙̂θ z is bounded from equation (23) and Yz(q)
is a trigonometric function of q. Therefore, q̈r in equation
(14) is bounded. From the closed-loop equation (25), we can
conclude that ṡ is bounded. The boundedness of ṡ implies the
boundedness of q̈ as can be seen from equation (16). Then
ẍ = J̇(q)q̇+J(q)q̈ is bounded, which means that ∆ẍ = ẍ− ẍd

is also bounded if ẍd is bounded. From the boundedness of
∆ẍ and ∆ẋ, we can conclude that ∆ẋ and ∆x are uniformly
continuous. Since V is bounded and from inequality (31), it’s
clear that ∆x and ∆ẋ ∈ L2(0,∞). Then according to [34], we
have ∆x = x−xd → 0 and ∆ẋ = ẋ− ẋd → 0 as t → ∞. ���

IV. EXTENSION TO MULTIPLE FEATURE POINTS

TRACKING CONTROL

In this section, we extend the result to the case where
multiple feature points are used and the depth information
of each feature point with respect to the camera frames are
different.

In the presence of kinematics and camera parameter uncer-
tainties, similar as equation (8) we have the estimated image
space velocities vector

ˆ̇x = Ẑ−1(q, θ̂z)Ĵ(q, θ̂k)q̇ (32)

where ˆ̇x = [ ˆ̇xT
1 , ˆ̇x

T
2 , · · · , ˆ̇x

T
m]T ∈R2m, ˆ̇xi denotes the approximate

image velocity of the ith feature point and m is the total
number of feature points. Ẑ(q, θ̂z) ∈ R2m×2m and Ĵ(q, θ̂k) ∈
R2m×n are defined as

Ẑ−1(q, θ̂z) =




1
ẑ1(q,θ̂z1)

I, 0 · · · 0

0 1
ẑ2(q,θ̂z2)

I · · · 0

...
...

. . .
...

0 0 · · · 1
ẑm(q,θ̂zm)

I




(33)

Ĵ(q, θ̂k) =
[

Ĵ1(q, θ̂k1) Ĵ2(q, θ̂k2) · · · Ĵm(q, θ̂km)
]T

(34)
and Ĵi(q, θ̂ki) is the approximate Jacobian matrix correspond-
ing to the ith feature point.

Similarly, define an adaptive task-space sliding vector as,

ŝx = ˆ̇x− ẋr (35)

Next, let

q̇r = Ĵ+(q, θ̂k)Ẑ(q, θ̂z)ẋr +(I − Ĵ+(q, θ̂k)Ĵ(q, θ̂k))ψ (36)

Hence, we have an adaptive sliding vector in joint space
as, s = q̇− q̇r (37)

From equations (36) and (37), we note that

Ẑ−1(q, θ̂z)Ĵ(q, θ̂k)s = Ẑ−1(q, θ̂z)Ĵ(q, θ̂k)q̇− ẋr

= ˆ̇x− ẋr = ŝx (38)

The dynamic equation can be similarly written as,

M(q)ṡ+( 1
2 Ṁ(q)+S(q, q̇))s+Yd(q, q̇, q̇r, q̈r)θd = u (39)

The algorithm we shall now derive is composed of (i) a
control law based on the approximate Jacobian matrices and
approximate depth information as,

u = −ĴT (q, θ̂k)Ẑ−1(q, θ̂z)(Kv∆ẋ+Kp∆x)
+Yd(q, q̇, q̇r, q̈r)θ̂d , (40)

where ∆x = x− xd ∈ R2m, ∆ẋ = ẋ− ẋd ∈ R2m, Kv ∈ R2m×2m

and Kp ∈ R2m×2m are symmetric positive definite gain matri-
ces, (ii) a dynamic adaptation law

˙̂θ d = −LdY T
d (q, q̇, q̇r, q̈r)s (41)

iii) a kinematic adaptation law

˙̂θ k = LkY
T
k (q, q̇)Ẑ−1(q, θ̂z)(Kv∆ẋ+Kp∆x) (42)
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and iv) a depth adaptation law

˙̂θz = −ΦLzY
T
z (q, ẋ)Ẑ−1(q, θ̂z)(Kv∆ẋ+Kp∆x) (43)

where Lk, Ld , Lz are symmetric positive definite matrices, Φ
is defined in the same way as in (24) and regressor Yz(q, ẋ)
is defined as

Ẑ(q, θ̂z)ẋ = Yz(q, ẋ)θ̂z. (44)

The closed-loop dynamics is obtained by substituting (40)
into equation (39) to give

M(q)ṡ+( 1
2 Ṁ(q)+S(q, q̇))s+Yd(q, q̇, q̇r, q̈r)∆θd

+ĴT (q, θ̂k)Ẑ−1(q, θ̂z)(Kv∆ẋ+Kp∆x) = 0 (45)

where ∆θd = θd − θ̂d . Let us define a Lyapunov-like function
candidate as

V = 1
2 sT M(q)s+ 1

2 ∆θ T
d L−1

d ∆θd + 1
2 ∆θ T

k L−1
k ∆θk

+ 1
2 ∆θ T

z L−1
z ∆θz + 1

2 ∆xT (Kp +αKv)∆x (46)

where ∆θk = θk − θ̂k. Differentiating with respect to time,
substituting equations (38), (41), (42), (43) and equation (45)
yields,

V̇ = −ŝT
x (Kv∆ẋ+Kp∆x)− sTYd(q, q̇, q̇r, q̈r)∆θd

−∆θ T
d L−1

d
˙̂θ d −∆θ T

k L−1
k

˙̂θ k −∆θ T
z L−1

z
˙̂θ z

+∆xT (αKv +Kp)∆ẋ (47)

Similar as in (28), from equations (9), (32), (35) and (44),
we have

ŝx = Ẑ−1(q, θ̂z)Ĵ(q, θ̂k)q̇− ẋd +α∆x

= Ẑ−1(q, θ̂z)[−Yk(q, q̇)∆θk +Yz(q, ẋ)∆θz

+Ẑ(q, θ̂z)(∆ẋ+α∆x)] (48)

Substituting parameter update laws (41), (42), (43) and
equation (48) into equation (47) yields,

V̇ = −∆θ T
z (I −Φ)Y T

z (q, ẋ)Ẑ−1(q, θ̂z)(Kv∆ẋ+Kp∆x)
−∆ẋT Kv∆ẋ−α∆xT Kp∆x (49)

Similarly, from the definition of (24), we have

V̇ ≤−∆ẋT Kv∆ẋ−α∆xT Kp∆x ≤ 0 (50)

Theorem 2 The adaptive Jacobian tracking control law
(40) and the parameter update laws (41), (42) and (43)
guarantee the stability of the adaptive control system and
the position and velocity tracking errors of the m feature
points converge to 0 as t → ∞.

The proof is similar as T heorem 1 and hence is omitted
here.

V. SIMULATION STUDY

In this section, the simulation study for the control method
proposed in this work is presented. The simulation is based
on a 3 DOF anthropomorphic manipulator with a camera
installed a distance away from the robot, as illustrated in Fig
1.

In this simulation study, the true values of the robot link
lengths are set as l1 = l2 = l3 = 0.5 m, the distance from

Fig. 1. Visual Servoing of 3 DOF Robot

the camera frame to the robot base frame is d = 2 m and
the camera scaling factors are αx = αy = 1000. To examine
the performance of the proposed control method with the
presence of uncertainties in robot kinematics and camera
parameters, the approximate link lengths are set as l̂1 = l̂2 =
l̂3 = 0.4 m, the distance from camera frame to robot base
frame is estimated as d̂ = 1.5 m and the scaling factors of
the camera are estimated as α̂x = α̂y = 800. The robot is then
requested to follow a desired path defined in camera image
space (pixel) as:

xd =
(

250+30sin(t + π
2 )

250+30cos(t + π
2 )

)

With the control gains set as Kp = 0.3I, Kv = 0.03I, α = 0.1
and the parameter adaptation gains Ld = 10I, Lk = 10I,
Lz = 10I, the robot end-effector trajectory and the tracking
errors are illustrated in Fig 2 and Fig 3 respectively. The
simulation results show that the proposed control method
can guarantee the convergence of the camera image space
tracking errors even with the presence of kinematics and
dynamics uncertainties.
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Fig. 3. Position and Velocity Errors

VI. CONCLUSION

We have proposed an adaptive vision based controller for
tracking control of robot with uncertain depth information,
kinematics and dynamics. Novel parameter update law for
the depth information is proposed to update the uncertain
parameters of the depth. We have shown that the robot is able
to track a desired trajectory with the uncertain parameters
being updated online by the proposed parameter update laws.
Simulation results illustrate the performance of the proposed
controller.
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