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Abstract. Determining the assignment of signals received from the ex-
periments (peaks) to specific nuclei of the target molecule in Nuclear
Magnetic Resonance (NMR1) spectroscopy is an important challenge.
Nuclear Vector Replacement (NVR) ([2, 3]) is a framework for structure-
based assignments which combines multiple types of NMR data such as
chemical shifts, residual dipolar couplings, and NOEs. NVR-BIP [1] is a
tool which utilizes a scoring function with a binary integer programming
(BIP) model to perform the assignments. In this paper, support vector
machines (SVM) and boosting are employed to combine the terms in
NVR-BIP’s scoring function by viewing the assignment as a classifica-
tion problem. The assignment accuracies obtained using this approach
show that boosting improves the assignment accuracy of NVR-BIP on
our data set when RDCs are not available and outperforms SVMs. With
RDCs, boosting and SVMs offer mixed results.

1 Introduction

The gold standard in determining the protein structure is wet-lab experiment,
the primary ones being X-ray crystallography (XRC) and NMR spectroscopy.
In order to understand a protein’s function and do rational drug design, it is
necessary to determine the protein structure.

Structure-based assignment (SBA) aims to determine the assignments us-
ing a template structure. This template is homologous to the target. Previous
techniques for NMR SBA include NVR-EM [3], NVR-BIP [1], MARS [4], NOE-
net [5], Hus et al. [6].

1 Abbreviations used: NMR, Nuclear Magnetic Resonance; NVR, nuclear vector re-
placement; NOE, Nuclear Overhauser Effect; BIP, binary integer programming;
SVM, Support Vector Machine; RDC, Residual Dipolar Coupling; XRC, X-ray Crys-
tallography; PDB, Protein Data Bank; SBA, Structure-based Assignment; EM, Ex-
pectation Maximization.



NVR-BIP works comparably well on the proteins on which NVR-EM was
tested. Furthermore it provides significantly better accuracies on four novel pro-
teins. However the scoring function of NVR involves simple addition of the con-
tribution of 7 different terms although these terms are not independent. The goal
of this work is to explore machine learning techniques to learn optimal ways of
combining these terms.

To the best of our knowledge, this is the first approach that uses classification
techniques to develop a scoring function for NMR SBA. Our contributions in this
paper are:

– the combination of the components of NVR-BIP’s scoring function using
SVMs and boosting

– incorporation of the novel scoring function into NVR-BIP and
– testing the novel scoring function on NVR-BIP’s data set and comparison

with the results reported in [1].

The rest of the paper is as follows: Section 2 describes the proposed al-
gorithm, followed by the implementation in Section 3. Section 4 presents the
experimental study and discusses the results. Finally, concluding remarks are
given in the last section.

2 Methods

The data set is divided into two components: A training set and a test set.The
training set consists of data corresponding to those proteins that are homologous
to the target, except the template with which the SBA will be performed and
which forms the test set.

The goal is to learn a classifier that distinguishes the correct peak-residue
pair from incorrect ones. SVMs and boosting return scores corresponding to how
confidently the corresponding classification is made. The output of the learning
algorithm is used as the scoring function of the BIP model, which solves the
SBA problem. After the initial assignments are made, an alignment tensor is
computed and then the components of the scoring function corresponding to
RDCs are included.

3 Implementation

The training data set belongs to two classes, +1 and -1. Positive label represents
the correct peak-residue assignment pair and negative label represents incorrect
assignments. Roughly there are 2000 positively labeled instances and 100,000
negatively labeled instances. SVMs require weighting adjustment to the data,
in order not to classify all instances as -1. The +1 instances are multiplied by
the weight factor (-1/+1 instance ratio). We solve the BIP problem using ILOG
OPL Studio CPLEX solver.



The execution times for the BIP solution change according to the number of
available peak-residue assignments. Without RDCs, using the boosting scores,
the CPLEX solver runs for an average of 5 minutes to solve the system for
ubiquitin. Adding RDC information to the process greatly reduces the number
of available assignments, therefore reducing the problem size, and the average
execution time for boosting scores becomes 45 seconds on an Intel Celeron 560
computer with 2.13 Ghz processor with 2GB memory.

4 Results

The experimental results are reported in Table 1. Both the results without and
with RDCs are provided. In addition, the results obtained by the addition of
scoring function components, which are used in NVR-BIP [1] are given as a ref-
erence and is labeled the addition method. It can be seen that, without RDCs,
for most of the proteins SVM accuracies are about the same as the accura-
cies obtained using the addition method. Boosting accuracies are 7-16% higher
than addition method. On the other hand, with RDCs, boosting and addition
method’s accuracies are similar. The SVM results given in the following table
are obtained with RBF Kernel. The boosting results given in Table 1 are the
results achieved by Gentle AdaBoost algorithm. Results on more proteins are
available in our technical report.

Table 1. Results on Ubiquitin without and with RDCs.

without RDCs with RDCs

PDB ID addition SVM boosting addition SVM boosting

1UBI 87% 84% 97% 97%a 97%a 97%a

100%b 97%b 100%b

1UBQ 87% 87% 100% 97%a 97%a 100%a

100%b 100%b 100%b

1G6J 87% 87% 100% 97%a 94%a 100%a

93%b 93%b 90%b

1UD7 81% 81% 97% 97%a 89%a 97%a

97%b 89%b 100%b

1AAR 79% 83% 86% 97%a 93%a 93%a

100%b 93%b 93%b

a with NH RDCs in two media
b with NH and CH RDCs.

5 Conclusion

In this study, we combine the SVM and boosting techniques with BIP within
NVR’s framework to perform SBA. The tests without RDCs show that boost-



ing has better assignment accuracy than the addition method. With RDCs, our
accuracies are comparable to the addition method for both SVM and boosting.
This may be explained by the fact that with RDCs, the RDCs dominate the fea-
ture vectors and they don’t allow separating the positive examples from negative
ones. Boosting method is therefore especially suitable for use when RDCs are
not available. When RDCs are available, our method could be used to accelerate
converging to the best assignment by providing a better assignment from which
a better alignment tensor estimate could be obtained.

Our results also indicate that, the training set for a protein from the homolo-
gous protein data provides good assignment accuracies. However this limits our
approach to those proteins for which homologous proteins and their correspond-
ing assignments are known. As future work we are interested in developing a
Bayesian scoring function for SBA that does not have this requirement.
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