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Abstract. This paper suggests a real-time implementation method for software-in-the-
loop (SIL) simulation for control systems, primarily for control education. The SIL
simulation is carried out by using a PC for the controllers, a PC for the plant, an open
network, and a general-purpose computer-aided control system design (CACSD) package.
Specially, Ethernet network is investigated in terms of control issues such as sampling
interval, network-induced time-delay, use with many I/O points and data synchroniza-
tion. A performance evaluation of software-in-the-loop simulation is made with respect
to a computation delay and a sampling interval. To reduce the effects of the time-delay,
particularly for fast plants, we introduce a time-scaling method that leads to a slow mo-
tion. It is demonstrated that this real-time SIL simulation will be very useful, particularly
for control education.
Keywords: Software-in-the-loop simulation, Control education, Computer-aided con-
trol system design (CACSD)

1. Introduction. The design and analysis of control systems require algebraic or numer-
ical computations, various plots, and commonly used mathematical algorithms to satisfy
given performance specifications. Many computer-aided control system design (CACSD)
packages have been developed for the design and analysis of control systems, and have
emerged as indispensable tools [27-30]. They are widely used at universities and research
centers for control education and research [1-8].

In real control systems, the controller and plant are located apart from each other and
exchange, in real-time, several analog signals for continuous variables and a few digital
signals for event variables. However, most CACSD packages run in a single personal
computer (PC), where a plant and a controller are simulated together and hence some
practical problems from their connection or communication cannot be simulated. These
existing packages are not real timed and far from reality.

An approach to simulate real control systems is to provide some systems in which the
simulated plant and the simulated controller can be connected to each other and run in two
personal computers in real-time. We call the method software-in-the-loop (SIL) simulation
compared with the hardware-in-the-simulation [9-11], because only software exists in the
control loop. A SIL simulation is particularly useful for control education because real
control experiment systems are too expensive for large classes in big universities.
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For real-time SIL simulation, conventional PCs will be suitable for its low cost and easy
use, together with a general-purpose CACSD package for easy programming for control
algorithms. Open networks are also necessary for replacing multiple connections of many
I/O points. Nowadays, Ethernet, serial and parallel ports are standard components for
PCs [12,13], even for notebook computers. PCs in most computer laboratories are all
connected with Ethernets. The network with AD/DA can be used at additional cost to
reflect real systems where the analog signal exists [13].
For real-time SIL simulation, the control-oriented requirements such as data synchro-

nization, multiple I/O handling, and data transmission speed for a short sampling interval
must be carefully considered with network-oriented issues such as scheduling, media ac-
cess control and media transmission delay. There exist few discussions of these issues
for real-time SIL simulation. Even though many CACSD packages have been developed
[1,2,5,7,14-16], CACSD packages suitable for real-time use of two PCs with open networks
do not exist to the authors’ knowledge. This paper investigates how to achieve control-
oriented requirements in commonly used Ethernet network. For easier programming and
connection with network, a block-oriented network box and a specialized software are
also suggested in this paper. This network box is implemented and added to an existing
CACSD package, CEMTool/SIMTool, which was developed at Seoul National University,
Korea. As the main advantage of real-time SIL simulation proposed in this paper, it is
helpful for students to understand the independent behaviors of plants and controllers at
low cost without expensive control experiment systems.
A SIL simulation inevitably has computation and network delays for both the controller

and the plant and thus a SIL simulation for fast plant may not be useful. If fast plants
cannot be dealt with effectively by this simulation, a slow motion function is suggested
to handle these fast plants. The slow motion function is achieved by using a time-scaling
method and its usefulness is shown via simulation.
For control education, many models need to be implemented in a model toolbox so that

users can select a suitable model for experiments. The suggested real-time SIL simulation
can be carried out in a computer laboratory with many PCs or even in a classroom with
two notebook computers. How it can be used in a real class setting will be discussed.
This paper is organized as follows: in Section 2, real-time SIL simulation and its re-

quirements are introduced; in Section 3, communication characteristics of Ethernet and
the network with AD/DA among four networks are investigated; in Section 4, perfor-
mance evaluation of real-time SIL simulation is carried out, subject to computation and
network delays of the plant and the controller; in Section 5, a slow motion function is
introduced to get accurate responses for fast plants, and the function is implemented by
a time-scaling method; in Section 6, a network and model boxes are suggested for easy
programming of networks; in Section 7, experiment results are shown for a slow plant and
a fast plant using the network; in Section 8, how to apply the method proposed in this
paper to control education is shown; finally, our conclusions follow in Section 9.

2. Real-time Software-In-the-Loop (SIL) Simulation and Requirements. Con-
sider a real control system, Figure 1(a), in which the left side shows a loop controller that
is very widely used in industry as the core device of controllers, and the right side shows
a boiler plant. The separated controller and plant can be modeled by two separated PCs
(Figure 1(b)) with an open network. In the plant PC, we can model many processes, such
as a water tank, a two-dimensional moving system, a spring-mass system, a boiler, or an
inverted pendulum. In the control PC, we can introduce several control algorithms, such
as PID, LQG, fuzzy control or pole assignment.
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Figure 1. Real-time SIL simulation system using two PCs and a network

For this real-time SIL simulation, the network and the computers must meet the fol-
lowing control-oriented requirements. 1) The data from the controller PC and the plant
PC must be synchronized for control purposes. That is, data for a given time must be
processed together and should not be mixed with other data from a different time. 2)
Network-induced delays and the computation of control algorithm and plant dynamics
must be short in order to achieve short sampling intervals. 3) In each sampling interval,
data transmission and the computation of control algorithms in the controller PC must
be completed as well as data transmission and the computation of plant dynamics in the
plant PC. 4) The network must be able to handle multiple I/O points for multi-variable
plants. 5) The network must be reliable in order to send data without noise.

It is not easy to program different networks for such a system. Therefore, a network
box is necessary to simplify programming for control engineers. A network box has the
following software requirements. 1) It must include all necessary communication inter-
faces. 2) It must be easy to use. 3) It must be able to modify various network parameters
such as I/O addresses. 4) It must handle the above control-oriented requirements. 5) It
must be easily linked with a general purpose CACSD package.

In the next section, characteristics of the necessary networks and their implementation
are investigated for real-time SIL simulation.

3. Time Delay and Sampling Time in Open Networks. Sampling interval, data
synchronization, and network delay with multiple channels will be investigated for each
network for real-time SIL simulation.
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A controller repeats the sequence of receiving control-input data, computing the control
algorithm and sending control-output data. The period of these processes is called a
sampling interval. A sampling interval is determined by the computation time of the
control algorithm and the network time delay. Once the sampling interval is determined,
a real-time clock in the PC that can be programmed to produce hardware interrupts at
desired time intervals guarantees the sampling interval in real-time SIL simulation. This
real-time clock generates clock-ticks, with an interval of 18.2Hz in this paper.
Given the condition that the sampling interval of the plant PC and the controller PC

must be the same, the sampling interval (tsin) must be set by the following condition for
all networks:

tsin ≥ max(tct + tcon, tct + tpl)

where tct is the communication delay time, tcon is the computation time for the controller,
and tpl is the computation time for the plant.
Ethernet, serial and parallel ports are standard components for most PCs, including

notebook computers. Among these, Ethernet is fast, relatively noiseless, and has a long
communication distance. AD/DA is closer to the real situation, but is more expensive to
purchase. Analysis of serial and parallel network will not be discussed for simplicity.
1) Ethernet network: The Ethernet network with UDP/IP, which has good portability

though it cannot check transmission errors, is one way to get good performance in real-
time SIL simulation.
The method used for synchronization of the plant PC and the controller PC is that

one PC waits for input data until the other PC writes its output data at the Ethernet
buffer. The two PCs are synchronized by repeating the data-writing, the data-waiting and
the data-reading. Therefore, only one real-time clock is needed for the sampling interval
of the two PCs because one PC is synchronized automatically to the other PC by this
repetition.
Figure 2 shows the data transmission cycle through the Ethernet network. The proce-

dure for this is as follows:

Step 1. At the start of the sampling interval of the plant PC, the plant PC sends the plant-
output data (PD0) to its own send buffer and then via the network to the receive
buffer of the controller PC. This process is initiated by the “send” command of
the communication program.

Step 2. The control-input data (PD0) is achieved by the “receive” command. If the
control-input data does not exist in the receive buffer, the controller PC waits
for the control-input data until the control-input data exists in the receive buffer.
The plant PC receives the control-output data.

Step 3. Each PC computes either the control algorithm or the plant dynamics.
Step 4. The plant PC waits for the next sampling interrupt. The controller PC sends the

control-output data (CD1).
Step 5. At the start of the next sampling interval, all processes (Step 1 – Step 4) are

repeated.

The transmission rate of Ethernet is very fast in real-time SIL simulation. The ideal
Ethernet network transmission time is as fast as 10M bit per sec. This means that Ether-
net does not seem to have the disadvantage of performance degradation depending on the
number of I/O points. For multiple I/O points, the data transmission is accomplished by
sending one packet with as many data values as there are I/O points as well as data for
the UDP/IP protocol. If the plant has n I/O points, the total Ethernet communication
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delay time in each sampling interval is represented as:

tct ∼= 2 ∗ ten−en ∗ (2 ∗ n+ 33)

where ten−en, the one-byte data transmission time between two Ethernet stations, is calcu-
lated using the baud rate of the Ethernet network and the additional 33 bytes are needed
for the UDP/IP protocol.

Real-time SIL simulation with this network can be used widely at no extra cost.
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Figure 2. Ethernet network timing chart for one channel

2) AD/DA network: An AD/DA network transmits analog data between the PCs.
Real-time clocks guarantee the sampling intervals in the plant PC and the controller PC.
For an AD/DA network, data synchronization is hard to implement because neither a
handshaking method nor any other methods for the data synchronization can be used.
Therefore, start times for the plant and the controller may be different. Though the start
times are different, the analog data is always latched in the AD/DA board so that both
PCs can always accept the data.

For multiple I/O points, the AD/DA network needs multiple AD converters and DA
converters. The cost for multiple I/O points is therefore high. In contrast to other net-
works, the AD/DA network is exposed to noise that contributes to performance deviation.

3) Comparison: A comparison of four networks is shown in Table 1. We can see
that the Ethernet network may be better than the AD/DA network for real-time SIL
simulation considering several requirements. In particular, it is better in terms of time
delay, communication distance, reliability and cost. The AD/DA network is good only
because it is closer to the real variable data.

4. Total Delay Time In-the-Loop and Performance Evaluation. In a real-time
SIL simulation, both the plant PC and the controller PC have computation and com-
munication delays because of the computation of dynamics and the communication of
the input and the output data. These delays can make the performance of the controlled
system worse or even make it unstable [18,19]. Hence, it is necessary to evaluate the effect
of delays in these systems.

Both plant and controller delay in a SIL simulation can be considered as (Figure 3(a)).
The delay in a real-time SIL simulation, especially for the Ethernet network case, is
modeled in Figure 3(b), which shows the controller delay and the plant delay. As we can
see in Figure 3(b), the controller and plant have a date-input delay (h1, h4), computation
delay (h2, h5) and a data-output delay (h3, h6). The Ethernet network always has one
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Table 1. Evaluation of two networks as education tools

Interface Ethernet AD/DA Serial Parallel

Fast plant experiment good good good good
Slow plant experiment good good long medium

Time delay short medium slow medium
Communication time for multiple I/O points slow medium short medium

Communication distance long short short medium
Data reliability good bad good good

Reflection of real plant data bad good bad bad
Interfacing price medium expensive cheap cheap

sampling delay at the control input and one sampling delay at the plant input. The serial
and parallel networks have the same delay as the Ethernet network. However, the total
delay time of the AD/DA network varies from 1 to 3 sampling delays according to the
computation delays, the network-induced delays, and the starting times of the sampling
intervals in the two PCs.
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Figure 3. Time delays in SIL

For the performance evaluation, a water tank system is selected as the plant. The
dynamics of the water tank system are as follows:

ḣ1 = − 1

R1C1

h1 +
1

R1C1

h2 +
1

C1

W (1)

ḣ2 =
1

R1C2

h1 −
(

1

R1C2

+
1

R2C2

)
h2 (2)

where h1 and h2 are the levels of the water tanks, R1 and R2 are the resistances of valves,
C1 and C2 are the capacitances of the water tanks, and W is the amount of water flowing
from the inlet tap. In this system, the control objective is that the level of the second water
tank is regulated at the desired value. In the following simulations, the specifications of
the water tanks are that h1(0) = 100m, h2(0) = 100m, R1 = 0.009sec/m2, C1 = 10m2,
R2 = 0.2sec/m2 and C2 = 3m2. The time constant of this system is 0.0402. This describes
a rather fast water tank system. A PID controller is considered as a controller for the
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water tank system. In the following simulations, PID coefficients are Kp = 100, Ki = 40
and Kd = 5.

To judge the effect of delay in a real-time SIL simulation, step responses of a closed-
loop water tank system with respect to the total delay are shown in Figure 4. In this
simulation, the sampling interval of both the plant and the controller is 0.055sec.
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Figure 4. Effect of delay in a SIL simulation

5. Time-scaling Method for Slow Motion Function. In real-time SIL simulation,
if the communication delay and the dynamic computation are substantial, the simulation
results can be quite different from the original system, as can be seen in the previous
section. In real-time SIL simulation, delay is unavoidable because of the dynamics com-
putations and the network delay. We need a novel method so that this control system can
deal with fast real plants and controllers. We suggest a time-scaling method to handle
this problem.

We observe that if the plant and the controller have slow dynamics, the effect of the
delay is reduced relatively. Thus, if a plant is fast compared to the dynamics computation
and network delay in real-time SIL simulation, we would rather slow down the plant and
controller dynamics intentionally and see the dynamics accurately in slow motion. It is
noted that if this kind of time scaling method is employed, we can not make a real time
simulation, but get an accurate result.

Let an original system be defined as follows:

dx(t)

dt
= f(x(t), u(t))

y(t) = g(x(t)).

A new time variable (t′ = αt) is introduced for a positive real value α. Then, the
original system becomes

dx( 1
α
t′)

dt′
=

1

α
f

(
x

(
1

α
t′
)
, u

(
1

α
t′
))

y

(
1
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(
x

(
1
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.

For a controller such as:

u(t) = u(r(t), y(t)),
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the time-scaled controller equation becomes

u

(
1

α
t′
)

= u

(
r

(
1

α
t′
)
, y

(
1

α
t′
))

.

It is noted that the reference r(t) must be also scaled as r
(
1
α
t′
)
.

From this time-scaled system, the time-scaled response (α ̸= 1) is obtained. To obtain
the real response of the original system, the time-scaled response is again scaled as t =
1
α
t′. For verification, simulations for control systems with the following conditions are

performed:

(a) Delay-free controller and delay-free plant.
(b) Real-time SIL simulation: plant and controller delays (Plant delay = 0.055sec, Con-

troller delay = 0.055sec).
(c) Time-scaling method: α = 2 in condition (b).
(d) Time-scaling method: α = 10 in condition (b).

In all these simulations, the controller and plant parameters, and the sampling interval
are the same as those of Section 4.
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Figure 5. Comparison of performance

Figure 5 shows step responses for control systems (a) – (d). It is noted that the response
times in (c) and (d) are again scaled as t = 1

2
t′ and t = 1

10
t′. The deviation from the ideal

system is large in (b) compared with (a). However, in a control system with a large time-
scaling coefficient, as in (d), the deviation from the ideal system is much less than that
of (b). As the time-scaling coefficient increases, the response of the time-scaled system
approaches that of the ideal system more closely.

6. A Suggested Network and Model Boxes. In a real-time SIL simulation, it should
be easy to program the network between a controller PC and a plant PC. To allow this,
we introduce four types of eight network blocks to CEMTool/SIMTool, an object-oriented
[20,21] block diagram graphic editor [22,25], compiler and executor [26], with which a user
can implement both plants and controllers. Figure 6 shows a controller and a plant with
network blocks, which are programmed using CEMTool/SIMTool.
These blocks enable users to specify the parameters needed for communication: the

Ethernet network can be programmed with TI/TO blocks with six parameters such as host
name, peer name, channel number, high input, low input and time-scaling coefficient; for
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(a) Controller (b) Plant

Figure 6. Controller and plant modeled with network blocks

the serial network, SI/SO blocks have six parameters such as channel number, COM port,
baud rate, high input, low input and time-scaling coefficient; for parallel network, PI/PO
blocks have five parameters such as channel number, LPT port, high input, low input and
time-scaling coefficient; for AD/DA networks, AI/AO blocks have five parameters such
as base I/O address, channel number, high input, low input and time-scaling coefficient.
Parameter setting boxes are introduced for each network. For example, one parameter
setting box for the Ethernet network input block is shown in Figure 7.

Figure 7. Input tuning parameters for an ethernet network

For the various models, a model toolbox is suggested. This has more than twenty models
including a water tank, a two dimensional moving system, a spring-mass system, a boiler,
an inverted pendulum, a half car, a ball and beam, a magnetic levitation experiment, a
satellite and a digital positioning system. A part of the model toolbox window is shown
in Figure 8. A model can be chosen by a mouse-click in the model toolbox window. For
various experiments, it is suggested that the user choose an animation, model parameters
and I/O networks. It is designed so that the specifications of a model can be changed
easily using only mouse-clicks and data entry.

Among these models, the water tank system is selected for the real-time SIL simulation
in the next section. The animation part of the water tank system is shown in Figure 9.

7. Real-time SIL Simulation. In this section, a real-time SIL simulation is performed
for both slow and fast water tank systems.

The PID controller designed for the water tank system is shown in Figure 10. It is
programmed with CEMTool/SIMTool in the controller PC, which has a gain block, an
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Figure 8. A part of the model toolbox window

integral block, a derivative block, a plot block and other blocks. The reference level of
the right water tank can be set in CEMTool/SIMTool, in this experiment as 20m. In
the following experiments, coefficients for the PID controller are Kp = 100, Ki = 40
and Kd = 5. The sampling interval of the controller PC is 0.055sec, which is set as one
clock-tick time in the controller PC. The plant PC is synchronized with this sampling
interval.

Figure 9. Animated water tank for a plant

The controller PC communicates with the plant PC by selecting one of the four different
networks, as in Figure 6. For the following experiments, Ethernet communication between
the controller PC and the plant PC is used.
Figure 11 shows the step response for a slow water tank system. In this experiment, the

specifications of the water tanks are that h1(0) = 100m, h2(0) = 100m, R1 = 0.01sec/m2,
C1 = 200m2, R2 = 0.01sec/m2 and C2 = 100m2. The time constant of this system is
0.8. The eigenvalues of the system matrix from the models (1) and (2) are computed
as −0.2192 and −2.2808. Case (a) in Figure 11 shows the response of the delay-free
system, which is computed in a single PC without a network delay. Case (b) in Figure
11 shows the response of the real-time SIL simulation. It can be seen that the real-time
SIL simulation offers almost the same as the delay-free system.
Figure 12 shows a step response for a fast water tank system. In this SIL simulation, the

specifications of the water tanks are h1(0) = 100m, h2(0) = 100m, R1 = 0.0009sec/m2,
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Figure 10. SIMTool blocks for a PID controller

Figure 11. Real-time SIL simulation for a slow water tank system

Figure 12. Real-time SIL simulation for a fast water tank system

C1 = 10m2, R2 = 0.2sec/m2 and C2 = 3m2. The time constant of this system is 0.0402,
which is smaller than the sampling interval 0.055sec. The eigenvalues of the system matrix
from the models (1) and (2) are computed as −0.3836 and −482.7646. Case (a) in Figure
12 shows the response of the delay-free system. Case (b) in Figure 12 shows the response
of the real-time SIL simulation. We can see that the real-time SIL simulation is poor
since the delay time is relatively large for the fast plant. This problem can be handled
by the time-scaling method. Case (c) in Figure 12 shows the response with time-scaling
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(α = 10), which is closer to case (a). This shows that by introducing the time-scaling
method real-time SIL simulation can give accurate responses even for fast plants.
Accurate experiments even for fast systems by use of the time-scaling method is a

prominent advantage of real-time SIL simulation.

8. Guidelines for Control Education. The tendency of the control educational world
is that the theory based on text books runs in parallel with experiments. Usually, the
course on control consists of lecture and practical trainings spending about two hours a
week each. Since the real control experiment devices for practical training are very ex-
pensive in general, particularly for large classes in big universities, a computer laboratory
equipped with several personal computers can be used for experiment environment with
low costs to many students.
Two PCs are assigned to one team composed of about two or three students. Several

plant models and the design specifications for the corresponding plants are provided to
each team. Then, students will design controllers satisfying the design specifications.
In case of very fast plants, time-scaling method can be recommended to students. For
demonstration, instructors can use two notebook PCs in the class. We found that most
students prefer this design approaches using two PCs to conventional approaches using
one PC.

9. Conclusion. In this paper, in order to experiment with real control systems at low
cost, a real-time SIL simulation is suggested, which is composed of two PCs with an
open network, a general-purpose CACSD package, a network box and a model toolbox.
Real-time SIL simulation is investigated in terms of data synchronization, network delay,
number of I/O points and sampling interval.
For communication between the controller PC and the plant PC, the four networks can

be used in the real-time SIL simulation. They are standard components for most PCs
including notebook computers. Among these, Ethernet is fast and relatively noiseless,
has long communication distance and is common in computer laboratories. Real-time SIL
simulation with Ethernet is investigated in detail in this paper and can be used widely at
no extra cost. AD/DA is closer to the real situation, but is more expensive. In order to
support the four networks, network blocks are implemented in CEMTool/SIMTool.
The effects of computation and communication delays are shown for real-time SIL

simulation with both plant and controller delays. A time-scaling method is introduced
for real-time SIL simulation for fast plants.
The real-time SIL simulation of this paper has several advantages. It may be very useful

for experiments for control education. In particular, it can be demonstrated in classes
with only two notebook computers. Most students were full of interests for experiments
with the real-time SIL simulation and got the feel of the control design under the more
realistic environments.
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