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# Robust Full-Order and ReducedOrder Observers for a Class of Uncertain Switched Systems 


#### Abstract

This paper deals with the problem of robust state estimation for a class of switched linear systems with unknown inputs under average dwell time ( $A D T$ ) switching, where the switching of the observers is synchronous with that of the estimated system. First, based on the feasibility of an optimization problem with linear matrix inequality (LMI) constraint, a robust sliding-mode switched observer is developed such that the asymptotic state reconstruction is guaranteed even if the switched system is with unknown inputs. Second, a reduced-order switched system which avoids the influence of unknown inputs is constructed by the technique of state transformation, and a reduced-order switched observer is proposed to estimate the continuous states of the original switched system. Next, the conditions under which a full-order switched observer exists also guarantee the existence of a reduced-order switched observer. The convergence of the state estimate is proved to be exponential by appropriate Lyapunov analysis. Finally, the simulation results confirm the predicted performance and applicability by a simplified three-tank system. [DOI: 10.1115/1.4032067]


## 1 Introduction

In recent years, there has been an increasing interest in the state observation for switched systems due to their significance both in theory and applications [1-5]. A switched system is a dynamical system that consists of both a family of subsystems which are usually described by a collection of indexed differential or difference equations and a switching rule that orchestrates switching between these subsystems in Ref. [6]. Most of the attention has been focused on the problems of stability [6-19] and control [20-27] issues with extensive and satisfactory results for linear or nonlinear switched system. Meanwhile, some efforts have also been put on the state estimation of linear [1,2,28-37] or nonlinear [3-5,38,39] switched systems. For continuous-time and discretetime linear switching systems, Alessandri and Coletta proposed a switched version of the conventional Luenberger observer, and the problem of finding a common Lyapunov function (CLF) for the switching dynamics of the error system is addressed via LMI technique in Ref. [28], where a common quadratic Lyapunov function is used to guarantee the stability of switched system regardless of the mode switches in the system. By using multiple Lyapunov functions (MLF), where one for each observer mode, Pettersson deals with the estimation issue of the continuous states for a class of switched system, and the observer states are reset in order to guarantee the boundedness of the observation error in Ref. [29]. Based on algebraic tools and distribution theory, Tian et al. discussed a method for the finite time estimation of the switching times of linear switched systems in Ref. [30]. Bejarano et al. addressed the state observation problem for a class of switched linear systems with unknown inputs by using high-order sliding-mode observer in Ref. [31]. The positive observers for switched positive linear systems with time-varying delays are also

[^0]concerned in Ref. [32]. The problems of state estimation are investigated for switched linear systems with ADT switching in both continuous-time and discrete-time contexts in Ref. [33]. An observer design method for switched linear systems is presented based on the idea of accumulating the information from the individual subsystems in Ref. [34]. The issue of $H_{\infty}$ filtering is discussed for a class of switched linear systems in discrete-time domain in Ref. [35]. For nonlinear switched systems, Barbot et al. dealt with nonlinear observer synthesis for a particular class of autonomous switching systems with jumps by super twisting algorithm in Ref. [38]. References [35] and [38] deal with the stochastic systems. The state estimation problem is investigated for a class of stochastic linear switching-output systems by Germani et al. in Ref. [36].
In the existing literature, some works consider the issues of the state estimation for linear or nonlinear switched systems without unknown inputs [5,28-30,33-35,38] and stochastic switched systems [36]. The work of Alessandri and Coletta [28] adopts the CLF approach to design state observer, and Bejarano and Pisano tackled the issues of reduced-order observer design for some classes of switched linear systems with unknown inputs by using CLF methods in Ref. [2]. However, the existing results are conservative since the estimation error might converge or be bounded without the existence of a CLF. On the other hand, many state estimation methods have been proposed for switched systems without unknown inputs. For example, Hernandez and García proposed an alternative approach to the state observation problem for switched Lipschitz continuous systems without unknown inputs in Ref. [5]. Similarly, the unknown inputs are also not considered in Refs. [28-30,33-35,38], when they discuss state estimation issues. So, how to deal with the state estimation problem of switched system with unknown inputs is still not trivial, and which is one of the research motivations of this paper. Besides, Germani et al. [36] considered the state estimation for stochastic linear switching-output system which is different from the present paper. In this paper, the state estimation problem for a class of switched linear systems with unknown inputs is tackled by incorporating
the ADT switching to investigate the state estimation and using MLF and sliding-mode control techniques. The difference between this paper and other existing ones can be summarized as follows: (1) A class of switched system with unknown inputs is considered in this paper, while the systems discussed in Refs. [5,16-18,21-23] are without unknown inputs and (2) the techniques of MLF, sliding-mode control, and LMI-optimization, which are different from Refs. [2,26] where CLF approach is used, are adopted to deal with the state estimation issues of switched system, so the feasibility of the methods proposed in this paper is general since the MLF approach is relatively less conservative than the CLF one. Besides, it is also pointed out that the conditions under which a full-order switched observer exists also guarantee the existence of a reduced-order switched observer, and the global exponential stability conditions of observer error dynamics are derived based on the feasibility of an optimization problem with LMI constraint.

The remainder of the paper is organized as follows: Section 2 presents general model and preliminaries. In Sec. 3, by the use of both MLF and ADT approaches, a robust sliding-mode switched observer and a reduced-order observer are proposed to estimate the states of original switched system. In Sec. 4, an example is given to show the performance of the proposed methods. Some conclusions are summarized in Sec. 5.

The notations used throughout the paper are fair standard. $R^{n}$ denotes the $n$-dimensional Euclidean space, and $R^{n \times m}$ is the set of real $n \times m$ matrices. For matrix $X \in R^{n \times n}, X>0(X<0)$ means that $X$ is real symmetric positive definite (negative definite). The notation $X>Y$, where $X$ and $Y$ are symmetric matrices, means that $X-Y$ is positive definite. $\mathrm{N}_{\text {set }}$ is the set of natural number.

## 2 General Model and Preliminaries

Let us consider a class of linear switched systems with unknown inputs given by

$$
\left\{\begin{array}{l}
\dot{x}(t)=A_{\rho(t)} x(t)+B_{\rho(t)} u(t)+D_{\rho(t)} \eta(t)  \tag{1}\\
y(t)=C_{\rho(t)} x(t)
\end{array}\right.
$$

where $x \in R^{n}$ is the state vector; $u \in R^{m}$ is the known input vector; and $y \in R^{p}$ and $\eta \in R^{q}$ stand for the system output and unknown input vectors, respectively. $\rho(\cdot): R^{+} \rightarrow \Lambda$ is a piecewise constant function of time, called a switching signal, which takes its values in the finite set $\Lambda=\{1,2, \ldots, M\}$. The so-called discrete state $\rho(t)=k \in \Lambda$ determines which actual subsystem dynamic is activated among the possible $M$ operating modes corresponding to a specific instance of matrices $A_{k}, B_{k}, C_{k}$, and $D_{k}$. Also, for a switching sequence $t_{0}<t_{1}<\cdots<t_{i}<t_{i+1}<\cdots$, we say the $k$ th subsystem is active when $\rho(t)=k$ and $t \in\left[t_{i}, t_{i+1}\right)$, where $t_{0}=0$ is the initial time of switched system, and $t_{i}^{+}$and $t_{i+1}^{-}$denote the starting and ending times of the $k$ th mode, respectively, for the $i$ th switching $\left(i \in \mathrm{~N}_{\text {set }}\right)$, i.e., $\rho\left(t_{i}^{+}\right)=\rho\left(t_{i+1}^{-}\right)=k$. It is assumed that the dimension of output matrix $C_{k}$ and the distribution matrix $D_{k}$ satisfy $p \geq q$ for any $k \in \Lambda$.

Assumption 1. The following rank conditions, $\forall k \in \Lambda$ :

$$
\begin{equation*}
\operatorname{rank}\left(C_{k} D_{k}\right)=\operatorname{rank} D_{k} \tag{2}
\end{equation*}
$$

and

$$
\operatorname{rank}\left[\begin{array}{cc}
\mathrm{sI}-A_{k} & D_{k}  \tag{3}\\
C_{k} & 0
\end{array}\right]=n+\operatorname{rank} D_{k}
$$

hold for every complex numbers with non-negative real part.
Assumption 2. The unknown input vector function $\eta(\cdot)$ is bounded in norm, i.e., there exists a positive constant $\hbar$ such that $\|\eta(t)\| \leq \hbar$ holds for all $t \geq 0$.

Lemma 1. Assumption 1 means that condition (2) together with condition (3) holds if and only if for symmetric positive definite
matrices $Q_{k} \in R^{n \times n}$, there exist matrices $L_{k} \in R^{n \times p}$ and $G_{k} \in R^{q \times p}$, such that [40]

$$
\left\{\begin{array}{l}
\left(A_{k}-L_{k} C_{k}\right)^{\mathrm{T}} P_{k}+P_{k}\left(A_{k}-L_{k} C_{k}\right)=-Q_{k}  \tag{4}\\
D_{k}^{\mathrm{T}} P_{k}=G_{k} C_{k}
\end{array}\right.
$$

holds for symmetric positive definite matrices $P_{k} \in R^{n \times n}$, where $k \in \Lambda=\{1,2, \ldots, M\}$.

A way of computing to find the matrices $L_{k}, G_{k}, P_{k}$, and $Q_{k}$ is given by LMI approach in detailed, which is described as the following optimization problem with feasible solution [40]:

$$
\left\{\begin{array}{l}
\min \delta  \tag{5}\\
P_{k}>I \\
P_{k} A_{k}+\Gamma_{k} C_{k}+\left(P_{k} A_{k}+\Gamma_{k} C_{k}\right)^{\mathrm{T}}<0 \\
{\left[\begin{array}{cc}
\delta I & D_{k}^{\mathrm{T}} P_{k}-G_{k} C_{k} \\
\left(D_{k}^{\mathrm{T}} P_{k}-G_{k} C_{k}\right)^{\mathrm{T}} & \delta I
\end{array}\right]>0}
\end{array}\right.
$$

and matrices

$$
Q_{k}=-\left[\left(A_{k}-L_{k} C_{k}\right)^{\mathrm{T}} P_{k}+P_{k}\left(A_{k}-L_{k} C_{k}\right)\right], L_{k}
$$ $=-P_{k}^{-1} \Gamma_{k}$.

It is well know that the filters or observers are not always found for switched systems to achieve desired performances under arbitrary switching since the switched system is with the discontinuity feature at the switching instants [33]. For ensuring system performances, it is necessary to design appropriate switching laws, and the ADT switching which leads to a stability condition involving an ADT constraint on the switching sequence $t_{i}(\forall i=1,2, \ldots)$ is an efficient one. So, let us first recall the concept of ADT by giving the following definition.
Defintion 1. Let $N_{\rho(t)}\left(\tau_{1}, \tau_{2}\right)$ be the number of discontinuities of the switching signal $\rho(t)$ on the interval $\left(\tau_{2}, \tau_{1}\right)$ [33]. We say that $\rho(t)$ has an $\mathrm{ADT} \tau_{a}$ if there exist two bounded positive numbers $N_{0}$ and $\tau_{a}$, such that

$$
N_{\rho(t)}\left(\tau_{1}, \tau_{2}\right) \leq N_{0}+\frac{\tau_{1}-\tau_{2}}{\tau_{a}}
$$

holds for the given $\tau_{1}>\tau_{2} \geq 0$.
Remark 1. In this paper, the discrete mode (or switching signal) of switched systems is assumed as known. Under the case of unknown switching signal, how to identify the current discrete mode has been discussed in the literature, such as Ref. [30] and our previous work [37]. Besides, the switching of the designed observers is synchronous with that of switched system modes.

## 3 Observer Design for State Estimation

The purpose of this section is to study that under which specific conditions the full-order and reduced-order switched observers can be designed to determine an estimation $\hat{x}$ of state $x$. We particularize the class of switched systems considered in Sec. 2, and the methods that will be presented here use sliding-mode technique and reduced-order approach to design full-order and reduced-order observers such that the aim of state estimation is reached. First, let us give the design procedure of full-order switched observer based on the ADT switching.
3.1 Full-Order Observer Design. Consider the following robust sliding-mode switched observer:

$$
\left\{\begin{array}{l}
\dot{\hat{x}}(t)=A_{\rho(t)} \hat{x}(t)+B_{\rho(t)} u(t)+L_{\rho(t)}(y(t)-\hat{y}(t))+\alpha_{\rho(t)}(t)  \tag{6}\\
\hat{y}(t)=C_{\rho(t)} \hat{x}(t)
\end{array}\right.
$$

with sliding-mode control law

$$
\begin{equation*}
\alpha_{\rho(t)}(t)=\lambda \frac{D_{k} G_{k}(y(t)-\hat{y}(t))}{\left\|G_{k}(y(t)-\hat{y}(t))\right\|} \tag{7}
\end{equation*}
$$

for $\forall \rho(t)=k \in \Lambda$, where $\lambda$ is a large enough such that $\lambda$ holds.
In order to achieve an asymptotically stable error dynamics, we need to obtain the observer gain matrices $L_{1}, L_{2}, \ldots, L_{N}$ which will be derived from Eq. (4) and define the observation error $\tilde{x}=x-\hat{x}$. When the switching of the observer is synchronous with that of the system modes, the error dynamic system can be described from observer (6) and system (1) as

$$
\begin{equation*}
\dot{\tilde{x}}(t)=\left(A_{\rho(t)}-L_{\rho(t)} C_{\rho(t)}\right) \tilde{x}(t)+D_{\rho(t)} \eta(t)-\alpha_{\rho(t)}(t) \tag{8}
\end{equation*}
$$

Theorem 1. Consider system (1) fulfilling Assumptions 1 and 2 and observer (6) with sliding-mode control law (7). Then, the asymptotic estimation of the continuous state vector $x$ is obtained provided that for given scalars $\mu_{2}>\mu_{1}>0$, there exists a symmetric positive definite matrix $S \in R^{n \times n}$, such that

$$
\begin{equation*}
\mu_{1} S<P_{k}<\mu_{2} S \tag{9}
\end{equation*}
$$

holds, and $\tau_{a}$ is sufficiently large according to

$$
\begin{equation*}
\tau_{a}>\frac{\ln \left(\kappa_{1}\right)}{\kappa_{2}} \tag{10}
\end{equation*}
$$

where $\kappa_{1}=\left(\mu_{2} / \mu_{1}\right)$ and $\kappa_{2}=\inf _{\ell \in \Lambda}\left(\lambda_{\min }\left(Q_{\ell}\right) / \lambda_{\max }\left(P_{\ell}\right)\right)$.
Proof. If symmetric positive definite matrix $P_{k}$, for any $k=\rho(t)$, satisfies Eq. (4), then we choose

$$
\begin{equation*}
V_{k}(\tilde{x}(t))=\tilde{x}^{\mathrm{T}}(t) P_{k} \tilde{x}(t) \tag{11}
\end{equation*}
$$

as a Lyapunov function candidate. So, the time derivative of the Lyapunov function along the trajectories of the switched error system (8) is

$$
\begin{aligned}
\dot{V}_{k}(\tilde{x}(t))= & {\left[\left(A_{k}-L_{k} C_{k}\right) \tilde{x}(t)+D_{k} \eta(t)-\alpha_{k}(t)\right]^{\mathrm{T}} P_{k} \tilde{x}(t) } \\
& +\tilde{x}^{\mathrm{T}}(t) P_{k}\left[\left(A_{k}-L_{k} C_{k}\right) \tilde{x}(t)+D_{k} \eta(t)-\alpha_{k}(t)\right] \\
= & \tilde{x}^{\mathrm{T}}(t)\left[\left(A_{k}-L_{k} C_{k}\right)^{\mathrm{T}} P_{k}+P_{k}\left(A_{k}-L_{k} C_{k}\right)\right] \tilde{x}(t) \\
& +2 \tilde{x}^{\mathrm{T}}(t) P_{k} D_{k} \eta(t)-2 \tilde{x}^{\mathrm{T}}(t) P_{k} \alpha_{k}(t) \\
= & -\tilde{x}^{\mathrm{T}}(t) Q_{k} \tilde{x}(t)+2 \tilde{x}^{\mathrm{T}}(t) P_{k} D_{k} \eta(t)-2 \tilde{x}^{\mathrm{T}}(t) P_{k} \alpha_{k}(t)
\end{aligned}
$$

Since

$$
\begin{aligned}
& 2 \tilde{x}^{\mathrm{T}}(t) P_{k} D_{k} \eta(t) \leq 2\left|\tilde{x}^{\mathrm{T}}(t) P_{k} D_{k} \eta(t)\right|=2\left|\left(D_{k}^{\mathrm{T}} P_{k} \tilde{x}(t)\right)^{\mathrm{T}} \eta(t)\right| \\
& \quad=2\left|\left(G_{k} C_{k} \tilde{x}(t)\right)^{\mathrm{T}} \eta(t)\right| \leq 2\|\eta(t)\|\left\|G_{k} C_{k} \tilde{x}(t)\right\| \\
& \quad \leq 2 \hbar\left\|G_{k} C_{k} \tilde{x}(t)\right\|
\end{aligned}
$$

and

$$
\begin{aligned}
-2 \tilde{x}^{\mathrm{T}}(t) P_{k} \alpha_{k}(t) & =-2 \lambda \frac{\tilde{x}^{\mathrm{T}}(t)\left(G_{k} C_{k}\right)^{\mathrm{T}} G_{k}(y(t)-\hat{y}(t))}{\left\|G_{k}(y(t)-\hat{y}(t))\right\|} \\
& =-2 \lambda \frac{\tilde{x}^{\mathrm{T}}(t)\left(G_{k} C_{k}\right)^{\mathrm{T}} G_{k} C_{k} \tilde{x}(t)}{\left\|G_{k} C_{k} \tilde{x}(t)\right\|}=-2 \lambda\left\|G_{k} C_{k} \tilde{x}(t)\right\|
\end{aligned}
$$

we can obtain

$$
\begin{aligned}
\dot{V}_{k}(\tilde{x}(t))= & -\tilde{x}^{\mathrm{T}}(t) Q_{k} \tilde{x}(t)+2 \tilde{x}^{\mathrm{T}}(t) P_{k} D_{k} \eta(t)-2 \tilde{x}^{\mathrm{T}}(t) P_{k} \alpha_{k}(t) \\
& \leq-\tilde{x}^{\mathrm{T}}(t) Q_{k} \tilde{x}(t)+2 \hbar\left\|G_{k} C_{k} \tilde{x}(t)\right\|-2 \lambda\left\|G_{k} C_{k} \tilde{x}(t)\right\| \\
& \leq-\tilde{x}^{\mathrm{T}}(t) Q_{k} \tilde{x}(t)
\end{aligned}
$$

Thus, one can further rewrite the above inequality as follows:

$$
\begin{align*}
\dot{V}_{k}(\tilde{x}(t)) & \leq-\tilde{x}^{\mathrm{T}}(t) Q_{k} \tilde{x}(t) \leq-\lambda_{\min }\left(Q_{k}\right) \tilde{x}^{\mathrm{T}}(t) \tilde{x}(t) \\
& \leq-\frac{\lambda_{\min }\left(Q_{k}\right)}{\lambda_{\max }\left(P_{k}\right)} V_{k}(\tilde{x}(t)) \\
& \leq-\inf _{\ell \in \Lambda}\left(\frac{\lambda_{\min }\left(Q_{\ell}\right)}{\lambda_{\max }\left(P_{\ell}\right)}\right) V_{k}(\tilde{x}(t))=-\kappa_{2} V_{k}(\tilde{x}(t)) \tag{12}
\end{align*}
$$

where $\kappa_{2}=\inf _{\ell \in \Lambda}\left(\lambda_{\min }\left(Q_{\ell}\right) / \lambda_{\text {max }}\left(P_{\ell}\right)\right)$. By integrating this for any $t \in\left[t_{i}, t_{i+1}\right)$ and $\rho\left(t_{i}\right)=k$, one can obtain from Eq. (12) that

$$
\begin{equation*}
V_{\rho\left(t_{i}\right)}(\tilde{x}(t)) \leq e^{-\kappa_{2}\left(t-t_{i}\right)} V_{\rho\left(t_{i}\right)}\left(\tilde{x}\left(t_{i}\right)\right) \tag{13}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
V_{\rho\left(t_{i}\right)}(\tilde{x}(t)) \leq e^{-\kappa_{2}\left(t-t_{i}\right)} \frac{V_{\rho(t)}\left(\tilde{x}\left(t_{i}\right)\right)}{V_{\rho\left(t_{i}^{-}\right)}\left(\tilde{x}\left(t_{i}^{-}\right)\right)} V_{\rho\left(t_{i}^{-}\right)}\left(\tilde{x}\left(t_{i}^{-}\right)\right) \tag{14}
\end{equation*}
$$

where $V_{\rho\left(t_{i}^{-}\right)}\left(\tilde{x}\left(t_{i}^{-}\right)\right)=\lim _{t \rightarrow t_{i}^{-}} V_{\rho(t)}(\tilde{x}(t))$.
We can obtain from Eq. (9) that $\forall\left(k, k^{\prime}\right) \in \Lambda \times \Lambda, k \neq k^{\prime}$

$$
\begin{equation*}
P_{k}<\mu_{2} S, P_{k^{\prime}}>\mu_{1} S \tag{15}
\end{equation*}
$$

Based on Eqs. (11) and (15), one can obtain the following result:

$$
\frac{V_{\rho(t)}\left(\tilde{x}\left(t_{i}\right)\right)}{V_{\rho\left(t_{i}^{-}\right)}\left(\tilde{x}\left(t_{i}^{-}\right)\right)}=\frac{\tilde{x}^{\mathrm{T}}\left(t_{i}\right) P_{k} \tilde{x}\left(t_{i}\right)}{\tilde{x}^{\mathrm{T}}\left(t_{i}^{-}\right) P_{k^{\prime}} \tilde{x}\left(t_{i}^{-}\right)}<\frac{\mu_{2} \tilde{x}^{\mathrm{T}}\left(t_{i}\right) S \tilde{x}\left(t_{i}\right)}{\mu_{1} \tilde{x}^{\mathrm{T}}\left(t_{i}^{-}\right) S \tilde{x}\left(t_{i}^{-}\right)}=\frac{\mu_{2}}{\mu_{1}}
$$

So, Eq. (14) is equivalent to

$$
V_{\rho\left(t_{i}\right)}(\tilde{x}(t))<\frac{\mu_{2}}{\mu_{1}} e^{-\kappa_{2}\left(t-t_{i}\right)} V_{\rho\left(t_{i}^{-}\right)}\left(\tilde{x}\left(t_{i}^{-}\right)\right)
$$

which means that

$$
\begin{equation*}
V_{\rho\left(t_{i}\right)}\left(\tilde{x}\left(t_{i}\right)\right)<\kappa_{1} V_{\rho\left(t_{i}^{-}\right)}\left(\tilde{x}\left(t_{i}^{-}\right)\right)=\kappa_{1} \tilde{x}^{\mathrm{T}}\left(t_{i}^{-}\right) P_{\rho\left(t_{i}^{-}\right)} \tilde{x}\left(t_{i}^{-}\right) \tag{16}
\end{equation*}
$$

Thus, for any $t \in\left[t_{i}, t_{i+1}\right)$, we can obtain by iterating Eqs. (13) and (16) from $i=0$ to $i=N_{\rho(t)}(t, 0)$ that

$$
\begin{aligned}
V_{\rho(t)}(\tilde{x}(t)) & \leq e^{-\kappa_{2}\left(t-t_{i}\right)} V_{\rho\left(t_{i}\right)}\left(\tilde{x}\left(t_{i}\right)\right)<\kappa_{1} e^{-\kappa_{2}\left(t-t_{i}\right)} \tilde{x}^{\mathrm{T}}\left(t_{i}^{-}\right) P_{\rho\left(t_{i}^{-}\right)} \tilde{x}\left(t_{i}^{-}\right) \\
& =\kappa_{1} e^{-\kappa_{2}\left(t-t_{i}\right)} V_{\rho\left(t_{i}^{-}\right)}\left(\tilde{x}\left(t_{i}^{-}\right)\right) \\
& =\kappa_{1} e^{-\kappa_{2}\left(t-t_{i}\right)} V_{\rho\left(t_{i-1}\right)}\left(\tilde{x}\left(t_{i}^{-}\right)\right) \\
& \leq \kappa_{1} e^{-\kappa_{2}\left(t-t_{i}\right)} e^{-\kappa_{2}\left(t_{i}-t_{i-1}\right)} V_{\rho\left(t_{i-1}\right)}\left(\tilde{x}\left(t_{i-1}\right)\right) \\
& <\kappa_{1}^{2} e^{-\kappa_{2}\left(t-t_{i}\right)} e^{-\kappa_{2}\left(t_{i}-t_{i-1}\right)} \tilde{x}^{\mathrm{T}}\left(t_{i-1}^{-}\right) P_{\rho\left(t_{i-1}^{-}\right)} \tilde{x}\left(t_{i-1}^{-}\right) \\
& =\kappa_{1}^{2} e^{-\kappa_{2}\left(t-t_{i}\right)} e^{-\kappa_{2}\left(t_{i}-t_{i-1}\right)} V_{\rho\left(t_{i-1}^{-}\right)}\left(\tilde{x}\left(t_{i-1}^{-}\right)\right) \\
& =\kappa_{1}^{2} e^{-\kappa_{2}\left(t-t_{i}\right)} e^{-\kappa_{2}\left(t_{i}-t_{i-1}\right)} V_{\rho\left(t_{i-2}\right)}\left(\tilde{x}\left(t_{i-1}^{-}\right)\right) \\
& \leq \kappa_{1}^{2} e^{-\kappa_{2}\left(t-t_{i}\right)} e^{-\kappa_{2}\left(t_{i}-t_{i-1}\right)} e^{-\kappa_{2}\left(t_{i-1}-t_{i-2}\right)} V_{\rho\left(t_{i-2}\right)}\left(\tilde{x}\left(t_{i-2}\right)\right) \\
& =\kappa_{1}^{N_{\rho(t)}(t, 0)} e^{-\kappa_{2}\left(t-t_{1}\right)} V_{\rho\left(t_{0}\right)}\left(\tilde{x}\left(t_{1}^{-}\right)\right) \\
& \leq \kappa_{1}^{N_{\rho(t)}(t, 0)} e^{-\kappa_{2}\left(t-t_{1}\right)} e^{-\kappa_{2}\left(t_{1}-t_{0}\right)} V_{\rho\left(t_{0}\right)}\left(\tilde{x}\left(t_{0}\right)\right) \\
& =\kappa_{1}^{N_{\rho(t)}(t, 0)} e^{-\kappa_{2}\left(t-t_{0}\right)} V_{\rho\left(t_{0}\right)}\left(\tilde{x}\left(t_{0}\right)\right)
\end{aligned}
$$

Since $\quad N_{\rho(t)}(t, 0) \leq N_{0}+\left((t-0) / \tau_{a}\right)=N_{0}+\left(t / \tau_{a}\right) \quad$ and $\quad \kappa_{1}=$ $\left(\mu_{2} / \mu_{1}\right)>1$, we can derive that

$$
\begin{aligned}
V_{\rho(t)}(\tilde{x}(t)) & <\kappa_{1}^{N_{0}+\frac{t}{\tau_{a}}} e^{-\kappa_{2} t} V_{\rho\left(t_{0}\right)}\left(\tilde{x}\left(t_{0}\right)\right)=\kappa_{1}^{N_{0}} \kappa_{1}^{\frac{t}{t_{a}}} e^{-\kappa_{2} t} V_{\rho\left(t_{0}\right)}\left(\tilde{x}\left(t_{0}\right)\right) \\
& =\kappa_{1}^{N_{0}} e^{\ln \kappa_{1}^{\frac{1}{a_{1}}}} e^{-\kappa_{2} t} V_{\rho\left(t_{0}\right)}\left(\tilde{x}\left(t_{0}\right)\right) \\
& =\kappa_{1}^{N_{0}} e^{\frac{t}{\tau_{a}} \ln \kappa_{1}} e^{-\kappa_{2} t} V_{\rho\left(t_{0}\right)}\left(\tilde{x}\left(t_{0}\right)\right) \\
& =\kappa_{1}^{N_{0}} e^{-\kappa_{2} t+\frac{t}{\tau_{a}} \ln \kappa_{1}} V_{\rho\left(t_{0}\right)\left(\tilde{x}\left(t_{0}\right)\right)}
\end{aligned}
$$

which is equivalent to

$$
\begin{equation*}
V_{\rho(t)}(\tilde{x}(t))<\kappa_{1}^{N_{0}} e^{-\left(\kappa_{2}-\frac{1}{\tau_{a}} \ln \kappa_{1}\right) t} V_{\rho\left(t_{0}\right)}\left(\tilde{x}\left(t_{0}\right)\right) \tag{17}
\end{equation*}
$$

Therefore, according to Eq. (10), inequality (17) implies that $V_{\rho(t)}(\tilde{x}(t))$ converges exponentially to zero as $t$ tends to infinity, which in turns means that $\tilde{x}(t)$ converges exponentially to zero as $t$ tends to infinity.

Remark 2. Equation (14) is always constructed as the positive definite character of Lyapunov function $V_{k}(\tilde{x}(t))$, and similar technique is also used in Ref. [41].

Theorem 1 provides an LMI condition to robust sliding-mode switched observer (6) under Assumptions 1 and 2. Since the algebraic equation (4) can be solved by the optimization problem (5) with LMI constraint, we can directly derive the following Corollary 1 from Eqs. (5) and (9) as follows.

Corollary 1. Under Assumptions 1 and 2, observer (6) with sliding-mode control law (7) can asymptotically estimate the continuous state vector $x$ provided that for given scalars $\mu_{2}>\mu_{1}>0$, there exist symmetric positive definite matrices $P_{k}, S$ and matrices $L_{k}, G_{k}$ such that the following optimization problem:

$$
\left\{\begin{array}{l}
\min \delta \\
P_{k}>I \\
P_{k}>\mu_{1} S \\
P_{k}<\mu_{2} S \\
P_{k} A_{k}+\Gamma_{k} C_{k}+\left(P_{k} A_{k}+\Gamma_{k} C_{k}\right)^{\mathrm{T}}<0 \\
{\left[\begin{array}{cc}
\delta I & D_{k}^{\mathrm{T}} P_{k}-G_{k} C_{k} \\
\left(D_{k}^{\mathrm{T}} P_{k}-G_{k} C_{k}\right)^{\mathrm{T}} & \delta I
\end{array}\right]>0}
\end{array}\right.
$$

has feasible solution, then $Q_{k}=-\left[\left(A_{k}-L_{k} C_{k}\right)^{\mathrm{T}} P_{k}+P_{k}\right.$ $\left.\left(A_{k}-L_{k} C_{k}\right)\right]$ and the observer gain matrices $L_{k}=-P_{k}^{-1} \Gamma_{k}$, where $\tau_{a}$ is sufficiently large such that Eq. (10) satisfies.

Remark 3. Some works of the existing literature have considered the problem of the state estimation for switched systems without unknown inputs [5,16-18,21-23]. Bejarano and Pisano [2] and Zhang et al. [16] adopted the CLF approach. This paper incorporates the ADT switching and MLF approach to investigate the state estimation issue for a class of switched linear systems with unknown inputs. So, it is different from Refs. [2,5,16-18,21-23] on both system structure and techniques since the MLF approach is relatively less conservative than the CLF one, and the switched system considered in this paper is with unknown inputs.
3.2 Reduced-Order Observer Design. In Sec. 3.1, a fullorder sliding-mode switched observer is proposed to estimate the continuous state of uncertain linear switched system. In this section, in order to reconstruct the continuous state of switched system, the underlining idea is to develop a reduced-order switched observer which can directly eliminate the influences of the unknown inputs. We first give the orthogonal procedure.

There exist invertible matrices $\mathrm{N}_{k} \in R^{p \times p}$ such that $C_{k}=\mathrm{N}_{k} \widehat{C}_{k}$, where $\widehat{C}_{k} \in R^{p \times n}, \widehat{C}_{k} \widehat{C}_{k}^{\mathrm{T}}=I_{p}$. We extend matrices $\widehat{C}_{k}$ such that it becomes an orthogonal matrices $\mathrm{T}_{k}=\left[\begin{array}{ll}\widehat{C}_{k}^{\mathrm{T}} & \mathrm{M}_{k}^{\mathrm{T}}\end{array}\right]^{\mathrm{T}}$, where $\mathrm{M}_{k} \in R^{(n-p) \times n}$. If we take the state transformation $\bar{x}(t)=\mathrm{T}_{k} x(t)$, the system (1) is, $\forall t \in$ $\left[t_{i}, t_{i+1}\right), \rho(t)=\rho\left(t_{i}\right)=k \in \Lambda$ and $\rho\left(t_{i-1}\right)=k^{\prime} \in \Lambda$, then equivalent to

$$
\left\{\begin{array}{l}
\dot{\dot{x}}(t)=\bar{A}_{k} \bar{x}(t)+\bar{B}_{k} u(t)+\bar{D}_{k} \eta(t)  \tag{18}\\
\bar{x}\left(t_{i}^{+}\right)=\mathrm{T}_{k} \mathrm{~T}_{k^{\prime}}^{-1} \bar{x}\left(t_{i}^{-}\right) \\
y(t)=\bar{C}_{k} \bar{x}(t)
\end{array}\right.
$$

where $\bar{A}_{k}=\mathrm{T}_{k} A_{k} \mathrm{~T}_{k}^{\mathrm{T}}, \bar{B}_{k}=\mathrm{T}_{k} B_{k}, \bar{D}_{k}=\mathrm{T}_{k} D_{k} \quad$ and $\quad \bar{C}_{k}=C_{k} \mathrm{~T}_{k}^{\mathrm{T}}$ $=\mathrm{N}_{k}\left[\begin{array}{ll}I_{p} & 0\end{array}\right]$.
The state $\bar{x}(t)$ will jump at the switching instants $t=t_{i}$ as the time-varying state transformation $\bar{x}(t)=\mathrm{T}_{k} x(t)$, so the state features can be expressed, for the transformed system (18) and the switching time $t_{i}$, as follows:

$$
\bar{x}\left(t_{i}^{+}\right)=\mathrm{T}_{k} x\left(t_{i}^{+}\right)=\mathrm{T}_{k} x\left(t_{i}^{-}\right)=\mathrm{T}_{k} \mathrm{~T}_{k^{\prime}}^{-1} \bar{x}\left(t_{i}^{-}\right)
$$

which is the second equation of Eq. (18).
Lemma 2. If there exist symmetric positive definite matrices $P_{k}, Q_{k} \in R^{n \times n}$, matrices $L_{k} \in R^{n \times p}$ and $G_{k} \in R^{q \times p}$ such that Eq. (4) holds, then we can find $\bar{P}_{k}=\mathrm{T}_{k} P_{k} \mathrm{~T}_{k}^{\mathrm{T}}, \bar{Q}_{k}=$ $\mathrm{T}_{k} Q_{k} \mathrm{~T}_{k}^{\mathrm{T}}, \bar{L}_{k}=\mathrm{T}_{k} L_{k}$ and $\bar{G}_{k}=G_{k}$, such that

$$
\left\{\begin{array}{l}
\left(\bar{A}_{k}-\bar{L}_{k} \bar{C}_{k}\right)^{\mathrm{T}} \bar{P}_{k}+\bar{P}_{k}\left(\bar{A}_{k}-\bar{L}_{k} \bar{C}_{k}\right)=-\bar{Q}_{k}  \tag{19}\\
\bar{D}_{k}^{T} \bar{P}_{k}=\bar{G}_{k} \bar{C}_{k}
\end{array}\right.
$$

hold, where $k \in \Lambda=\{1,2, \ldots, N\}$.
For $\forall \rho(t)=k \in \Lambda$, we decompose matrices $\bar{A}_{k}, \bar{B}_{k}, \bar{D}_{k}, \bar{P}_{k}$, and $\bar{Q}_{k}$ into block matrices as follows:

$$
\begin{gathered}
\bar{A}_{k}=\left[\begin{array}{cc}
\bar{A}_{k, 1} & \bar{A}_{k, 2} \\
\bar{A}_{k, 3} & \bar{A}_{k, 4}
\end{array}\right], \quad \bar{B}_{k}=\left[\begin{array}{c}
\bar{B}_{k, 1} \\
\bar{B}_{k, 2}
\end{array}\right], \quad \bar{D}_{k}=\left[\begin{array}{c}
\bar{D}_{k, 1} \\
\bar{D}_{k, 2}
\end{array}\right], \\
\bar{P}_{k}=\left[\begin{array}{ll}
\bar{P}_{k, 1} & \bar{P}_{k, 2} \\
\bar{P}_{k, 2}^{T} & \bar{P}_{k, 3}
\end{array}\right], \quad \bar{Q}_{k}=\left[\begin{array}{cc}
\bar{Q}_{k, 1} & \bar{Q}_{k, 2} \\
\bar{Q}_{k, 2}^{T} & \bar{Q}_{k, 3}
\end{array}\right]
\end{gathered}
$$

where $\bar{A}_{k, 1}, \bar{P}_{k, 1}, \bar{Q}_{k, 1} \in R^{p \times p}, \bar{B}_{k, 1} \in R^{p \times m}$, and $\bar{D}_{k, 1} \in R^{p \times q}$. As the special structure of $\bar{C}_{k}$, we find that the block in the intersection of the second row and the second column in the first equation of Eq. (19) is

$$
\bar{A}_{k, 2}^{\mathrm{T}} \bar{P}_{k, 2}+\bar{A}_{k, 4}^{\mathrm{T}} \bar{P}_{k, 3}+\bar{P}_{k, 2}^{\mathrm{T}} \bar{A}_{k, 2}+\bar{P}_{k, 3} \bar{A}_{k, 4}=-\bar{Q}_{k, 3}
$$

Denote $\overline{\mathrm{K}}_{k}=-\bar{P}_{k, 3}^{-1} \bar{P}_{k, 2}^{\mathrm{T}}$, the above equation implies that

$$
\begin{equation*}
\left(\bar{A}_{k, 4}-\overline{\mathrm{K}}_{k} \bar{A}_{k, 2}\right)^{\mathrm{T}} \bar{P}_{k, 3}+\bar{P}_{k, 3}\left(\bar{A}_{k, 4}-\overline{\mathrm{K}}_{k} \bar{A}_{k, 2}\right)=-\bar{Q}_{k, 3} \tag{20}
\end{equation*}
$$

By the second equation of Eq. (19), there is

$$
\left[\begin{array}{l}
\bar{D}_{k, 1} \\
\bar{D}_{k, 2}
\end{array}\right]^{\mathrm{T}}\left[\begin{array}{ll}
\bar{P}_{k, 1} & \bar{P}_{k, 2} \\
\bar{P}_{k, 2}^{T} & \bar{P}_{k, 3}
\end{array}\right]=\bar{G}_{k} \mathrm{~N}_{\rho(t)}\left[\begin{array}{ll}
I_{p} & 0
\end{array}\right]
$$

which means that the following equation:

$$
\left[\begin{array}{ll}
\bar{P}_{k, 2}^{T} & \bar{P}_{k, 3} \tag{21}
\end{array}\right] \bar{D}_{k}=0
$$

holds. By taking a state transformation of

$$
\chi(t)=\left[\begin{array}{l}
\chi_{1}(t)  \tag{22}\\
\chi_{2}(t)
\end{array}\right]=\Xi_{k}\left[\begin{array}{l}
\bar{x}_{1}(t) \\
\bar{x}_{2}(t)
\end{array}\right]
$$

$$
\begin{equation*}
\chi\left(t_{i}^{+}\right)=\Xi_{k} \bar{x}\left(t_{i}^{+}\right)=\Xi_{k} \bar{x}\left(t_{i}^{-}\right)=\Xi_{k} \Xi_{k^{\prime}}^{-1} \chi\left(t_{i}^{-}\right) \tag{23}
\end{equation*}
$$

where $\chi_{1}(t) \in R^{p}, \chi_{2}(t) \in R^{n-p}$, and $\Xi_{k}=\left[\begin{array}{cc}I_{p} & 0 \\ -\overline{\mathrm{K}}_{k} & I_{n-p}\end{array}\right]$, we can obtain, for $\rho\left(t_{i}\right)=k \in \Lambda$ and $\rho\left(t_{i-1}\right)=k^{\prime} \in \Lambda$, that

So, a system decomposition for switched system (18), $\forall t \in$ $\left[t_{i}, t_{i+1}\right), \rho(t)=\rho\left(t_{i}\right)=k \in \Lambda$ and $\rho\left(t_{i-1}\right)=k^{\prime} \in \Lambda$, can be derived from Eqs. (21) to (23) that

$$
\left\{\begin{array}{l}
\dot{\chi}_{1}(t)=\left(\bar{A}_{k, 1}+\bar{A}_{k, 2} \overline{\mathrm{~K}}_{k}\right) \chi_{1}(t)+\bar{A}_{k, 2} \chi_{2}(t)+\bar{B}_{k, 1} u(t)+\bar{D}_{k, 1} \eta(t)  \tag{24}\\
\dot{\chi}_{2}(t)=\left(\bar{A}_{k, 4}-\overline{\mathrm{K}}_{k} \bar{A}_{k, 2}\right) \chi_{2}(t)+\left[\begin{array}{ll}
-\overline{\mathrm{K}}_{k} & I_{n-p}
\end{array}\right] \bar{B}_{k} u(t)+\left(\bar{A}_{k, 3}+\bar{A}_{k, 4} \overline{\mathrm{~K}}_{k}-\overline{\mathrm{K}}_{k}\left(\bar{A}_{k, 1}+\bar{A}_{k, 2} \overline{\mathrm{~K}}_{k}\right)\right) \chi_{1}(t) \\
\chi_{2}\left(t_{i}^{+}\right)=\left(-\overline{\mathrm{K}}_{k}+\overline{\mathrm{K}}_{k^{\prime}}\right) \chi_{1}\left(t_{i}^{-}\right)+\chi_{2}\left(t_{i}^{-}\right) \\
y(t)=\mathrm{N}_{k} \chi_{1}(t)
\end{array}\right.
$$

We need to reconstruct the states of the switched system (24) such that the states of the original switched system (1) can be obtained by the state transformation $\bar{x}=\mathrm{T}_{k} x$. Thus, a reduced-order observer is considered to reach the above purpose as follows:

$$
\left\{\begin{array}{l}
\dot{\hat{\chi}}_{2}(t)=\left(\bar{A}_{k, 4}-\overline{\mathrm{K}}_{k} \bar{A}_{k, 2}\right) \hat{\chi}_{2}(t)+\left[\begin{array}{ll}
-\overline{\mathrm{K}}_{k} & I_{n-p}
\end{array}\right] \bar{B}_{k} u(t)+\left(\bar{A}_{k, 3}+\bar{A}_{k, 4} \overline{\mathrm{~K}}_{k}-\overline{\mathrm{K}}_{k}\left(\bar{A}_{k, 1}+\bar{A}_{k, 2} \overline{\mathrm{~K}}_{k}\right)\right) \mathrm{N}_{k}^{-1} y(t)  \tag{25}\\
\hat{\chi}_{2}\left(t_{i}^{+}\right)=\left(-\overline{\mathrm{K}}_{k}+\overline{\mathrm{K}}_{k^{\prime}}\right) \mathrm{N}_{k \prime}^{-1} y\left(t_{i}^{-}\right)+\hat{\chi}_{2}\left(t_{i}^{-}\right) \\
\hat{\hat{x}}(t)=\left[\begin{array}{c}
\mathrm{N}_{k}^{-1} y(t) \\
\hat{\chi}_{2}(t)+\overline{\mathrm{K}}_{k} \mathrm{~N}_{k}^{-1} y(t)
\end{array}\right]
\end{array}\right.
$$

Theorem 2. Consider system (1) fulfilling Assumption 1, the observer system (25) is a reduced-order observer of switched system (24) provided that for given scalars $\mu_{2}>\mu_{1}>0$, there exists a symmetric positive definite matrix $S \in R^{n \times n}$ such that Eq. (9) holds, and $\tau_{a}^{\prime}$ is sufficiently large according to

$$
\begin{equation*}
\tau_{a}^{\prime}>\frac{\ln \left(\kappa_{1}\right)}{\kappa_{3}} \tag{26}
\end{equation*}
$$

where $\kappa_{3}=\inf _{\ell \in \Lambda}\left(\lambda_{\text {min }}\left(\bar{Q}_{\ell, 3}\right) / \lambda_{\text {max }}\left(\bar{P}_{\ell, 3}\right)\right)$.
Proof. If the observer error is set as $\tilde{\chi}_{2}(t)=\chi_{2}(t)-\hat{\chi}_{2}(t)$, we can then get the observer error dynamic system between Eqs. (24) and (25) as follows:

$$
\begin{equation*}
\dot{\tilde{\chi}}_{2}(t)=\left(\bar{A}_{k, 4}-\overline{\mathrm{K}}_{k} \bar{A}_{k, 2}\right) \tilde{\chi}_{2}(t) \tag{27}
\end{equation*}
$$

Consider the Lyapunov function candidate

$$
\begin{equation*}
V_{k}^{\prime}=\tilde{\chi}_{2}^{\mathrm{T}}(t) \bar{P}_{k, 3} \tilde{\chi}_{2}(t) \tag{28}
\end{equation*}
$$

its derivative along the error dynamic system (27), based on Eq. (20), is

$$
\begin{aligned}
\dot{V}_{k}^{\prime} & =\tilde{\chi}_{2}^{\mathrm{T}}(t)\left[\left(\bar{A}_{k, 4}-\overline{\mathrm{K}}_{k} \bar{A}_{k, 2}\right)^{\mathrm{T}} \bar{P}_{k, 3}+\bar{P}_{k, 3}\left(\bar{A}_{k, 4}-\overline{\mathrm{K}}_{k} \bar{A}_{k, 2}\right)\right] \tilde{\chi}_{2}(t) \\
& =-\tilde{\chi}_{2}^{\mathrm{T}}(t) \bar{Q}_{k, 3} \tilde{\chi}_{2}(t) \leq-\lambda_{\min }\left(\bar{Q}_{k, 3}\right) \tilde{\chi}_{2}^{\mathrm{T}}(t) \tilde{\chi}_{2}(t) \\
& \leq-\frac{\lambda_{\min }\left(\bar{Q}_{k, 3}\right)}{\lambda_{\max }\left(\bar{P}_{k, 3}\right)} V_{k}^{\prime}\left(\tilde{\chi}_{2}(t)\right) \leq-\inf _{\ell \in \Lambda}\left(\frac{\lambda_{\min }\left(\bar{Q}_{\ell, 3}\right)}{\lambda_{\max }\left(\bar{P}_{\ell, 3}\right)}\right) V_{k}^{\prime}\left(\tilde{\chi}_{2}(t)\right) \\
& =-\kappa_{3} V_{k}^{\prime}\left(\tilde{\chi}_{2}(t)\right)
\end{aligned}
$$

So, for any $t \in\left[t_{i}, t_{i+1}\right)$ and $\rho\left(t_{i}\right)=k$, we can obtain

$$
\begin{equation*}
V_{\rho\left(t_{i}\right)}^{\prime}\left(\tilde{\chi}_{2}(t)\right) \leq e^{-\kappa_{3}\left(t-t_{i}\right)} V_{\rho\left(t_{i}\right)}^{\prime}\left(\tilde{\chi}_{2}\left(t_{i}\right)\right) \tag{29}
\end{equation*}
$$

We can derive from Eq. (9) and $\bar{P}_{k}=\mathrm{T}_{k} P_{k} \mathrm{~T}_{k}^{\mathrm{T}}$ that

$$
\begin{equation*}
\mu_{1} \mathrm{Z}<\bar{P}_{k}<\mu_{2} \mathrm{Z} \tag{30}
\end{equation*}
$$

where $\mathrm{Z}=\mathrm{T}_{k} S \mathrm{~T}_{k}^{\mathrm{T}}$. If we decompose matrix Z into the following block matrix $\mathrm{Z}=\left[\begin{array}{ll}\mathrm{Z}_{1} & \mathrm{Z}_{2} \\ \mathrm{Z}_{2}^{T} & \mathrm{Z}_{3}\end{array}\right]$, where $\mathrm{Z}_{1} \in R^{p \times p}$ and $\mathrm{Z}_{3} \in R^{(n-p) \times(n-p)}$, then Eq. (30) shows that:

$$
\begin{equation*}
\mu_{1} Z_{3}<\bar{P}_{k, 3}<\mu_{2} Z_{3} \tag{31}
\end{equation*}
$$

holds. So, we can further derive from Eqs. (29) and (31) that $\forall\left(k, k^{\prime}\right) \in \Lambda \times \Lambda, k \neq k^{\prime}$

$$
\begin{aligned}
V_{\rho\left(t_{i}\right)}^{\prime}\left(\tilde{\chi}_{2}(t)\right) & \leq e^{-\kappa_{3}\left(t-t_{i}\right)} \frac{V_{\rho\left(t_{i}\right)}^{\prime}\left(\tilde{\chi}_{2}\left(t_{i}\right)\right)}{V_{\rho\left(t_{i}^{-}\right)}^{\prime}\left(\tilde{\chi}_{2}\left(t_{i}^{-}\right)\right)} V_{\rho\left(t_{i}\right)}^{\prime}\left(\tilde{\chi}_{2}\left(t_{i}^{-}\right)\right) \\
& =e^{-\kappa_{3}\left(t-t_{i}\right)} \frac{\tilde{\chi}_{2}^{\mathrm{T}}\left(t_{i}\right) \bar{P}_{k, 3} \tilde{\chi}_{2}\left(t_{i}\right)}{\tilde{\chi}_{2}^{\mathrm{T}}\left(t_{i}^{-}\right) \bar{P}_{k^{\prime}, 3} \tilde{\chi}_{2}\left(t_{i}^{-}\right)} V_{\rho\left(t_{i}^{-}\right)}^{\prime}\left(\tilde{\chi}_{2}\left(t_{i}^{-}\right)\right) \\
& <e^{-\kappa_{3}\left(t-t_{i}\right)} \frac{\mu_{2} \tilde{\chi}_{2}^{\mathrm{T}}\left(t_{i}\right) Z_{3} \tilde{\chi}_{2}\left(t_{i}\right)}{\mu_{1} \tilde{\chi}_{2}^{\mathrm{T}}\left(t_{i}^{-}\right) Z_{3} \tilde{\chi}_{2}\left(t_{i}^{-}\right)} V_{\rho\left(t_{i}^{-}\right)}^{\prime}\left(\tilde{\chi}_{2}\left(t_{i}^{-}\right)\right) \\
& =\kappa_{1} e^{-\kappa_{3}\left(t-t_{i}\right)} V_{\rho\left(t_{i}^{\left(t_{i}^{\prime}\right)}\right.}^{\prime}\left(\tilde{\chi}_{2}\left(t_{i}^{-}\right)\right)
\end{aligned}
$$

which means that
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$$
\begin{equation*}
V_{\rho\left(t_{i}\right)}^{\prime}\left(\tilde{\chi}_{2}\left(t_{i}\right)\right)<\kappa_{1} V_{\rho\left(t_{i}^{-}\right)}^{\prime}\left(\tilde{\chi}_{2}\left(t_{i}^{-}\right)\right)=\kappa_{1} \tilde{\chi}_{2}^{\mathrm{T}}\left(t_{i}^{-}\right) \bar{P}_{\rho\left(t_{i}^{-}\right), 3} \tilde{\chi}_{2}\left(t_{i}^{-}\right) \tag{32}
\end{equation*}
$$

Similar to the proof of Theorem 1, by iterating Eqs. (29) and (32) from $i=0$ to $i=N_{\rho(t)}(t, 0)$, we can obtain that

$$
V_{\rho(t)}^{\prime}\left(\tilde{\chi}_{2}(t)\right)<\kappa_{3}^{N_{0}} e^{\left.-\left(\kappa_{3}-\frac{1}{\tau_{a}^{\prime}} \ln \kappa_{1}\right)\right)^{t}} V_{\rho\left(t_{0}\right)}^{\prime}\left(\tilde{\chi}_{2}\left(t_{0}\right)\right)
$$

which means that $V_{\rho(t)}^{\prime}\left(\tilde{\chi}_{2}(t)\right)$ converges exponentially to zero as $t$ tends to infinity. Thus, the estimation error $\tilde{\chi}_{2}(t)$ in Eq. (27) converges exponentially to zero as $t$ tends to infinity.

After the estimation of $\chi_{2}(t)$ is derived from reduced-order switched observer (25), if Eqs. (9) and (26) hold, it is easy to compute the estimation of $\bar{x}$ by the state transformation (22), and it is

$$
\begin{aligned}
\hat{\bar{\chi}}(t) & =\Xi_{k}^{-1} \hat{\chi}(t)=\left[\begin{array}{cc}
I_{p} & 0 \\
-\overline{\mathbf{K}}_{k} & I_{n-p}
\end{array}\right]^{-1} \hat{\chi}(t)=\left[\begin{array}{cc}
I_{p} & 0 \\
\overline{\mathbf{K}}_{k} & I_{n-p}
\end{array}\right]\left[\begin{array}{l}
\hat{\chi}_{1}(t) \\
\hat{\chi}_{2}(t)
\end{array}\right] \\
& =\left[\begin{array}{c}
\mathbf{N}_{k}^{-1} y(t) \\
\hat{\chi}_{2}(t)+\overline{\mathbf{K}}_{k} \mathbf{N}_{k}^{-1} y(t)
\end{array}\right]
\end{aligned}
$$

Based on the transformation $\bar{x}(t)=\mathrm{T}_{k} x(t)$, the state estimation of original switched system (1) can be obtained as follows:
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$$
\hat{x}(t)=\mathrm{T}_{k}^{-1} \hat{\bar{x}}(t)=\mathrm{T}_{k}^{-1}\left[\begin{array}{c}
\mathrm{N}_{k}^{-1} y(t)  \tag{33}\\
\hat{\chi}_{2}(t)+\overline{\mathrm{K}}_{k} \mathrm{~N}_{k}^{-1} y(t)
\end{array}\right]
$$

It should be pointed out that the design procedure of reducedorder observer shows that the conditions under which a full-order observer exists also guarantee the existence of a reduced-order observer. The design method of the reduced-order observer that is dependent on Assumption 1 and matrix inequality (9) is then presented.

## 4 Simulation

4.1 System Description. In this section, we present an example to highlight the performances of the proposed robust slidingmode observer and reduced-order observer developed in this paper. We consider the simplified three-tank system which is used to control the liquid level in the production process of chemical industry and is depicted in Fig. 1.

In Fig. 1, the injection rate of tank 1 is $u$, the liquid level heights of the three tanks are $x_{1}, x_{2}$ and $x_{3}$, respectively. $v_{1}, v_{2}$, and $v_{3}$ stand for the effluent rates of the tanks. The relationship between liquid inflow or outflow rate and liquid level height is linear. When the selector $s$ switches to the tank 2, the variation of liquid level heights can be described as

$$
\left[\begin{array}{c}
\dot{x}_{1} \\
\dot{x}_{2} \\
\dot{x}_{3}
\end{array}\right]=\left[\begin{array}{ccc}
-v_{1} & 0 & 0 \\
v_{1} & -v_{2} & 0 \\
0 & 0 & -v_{3}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]+\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right] u+\left[\begin{array}{l}
1 \\
1 \\
1
\end{array}\right] \eta
$$

and

$$
\left[\begin{array}{l}
\dot{x}_{1} \\
\dot{x}_{2} \\
\dot{x}_{3}
\end{array}\right]=\left[\begin{array}{ccc}
-v_{1} & 0 & 0 \\
0 & -v_{2} & 0 \\
v_{1} & 0 & -v_{3}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]+\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right] u+\left[\begin{array}{l}
1 \\
1 \\
1
\end{array}\right] \eta
$$

for the case that the selector $s$ switches to the tank 3 , where $\eta=$ $3.6 \cos (4.8 t)$ is the unknown inputs, which stands for the model uncertainty. If the values of effluent rates are set as $v_{1}=2.85, v_{2}=3.6$, and $v_{3}=1.36$, respectively, then the threetank system is governed by the following state equations with the form of system (1):
$A_{1}=\left[\begin{array}{ccc}-2.85 & 0 & 0 \\ 2.85 & -3.6 & 0 \\ 0 & 0 & -1.36\end{array}\right], A_{2}=\left[\begin{array}{ccc}-2.85 & 0 & 0 \\ 0 & -3.6 & 0 \\ 2.85 & 0 & -1.36\end{array}\right]$,
$B_{1}=B_{2}=\left[\begin{array}{l}1 \\ 0 \\ 0\end{array}\right], \quad D_{1}=D_{2}=\left[\begin{array}{l}1 \\ 1 \\ 1\end{array}\right]$
The output matrices are assumed as $C_{1}=C_{2}=\left[\begin{array}{lll}1 & 0 & 0 \\ 0 & 0 & 1\end{array}\right]$, and
the known input $u$ is set as $u=12 \sin (10.5 t)$.
4.2 Full-Order Observer. For given parameters $\mu_{1}=1$ and $\mu_{2}=1.8$, by solving the optimization problem in Corollary 1 , we can obtain that

Table 1 Different parameters and figures

| $\ell_{1}$ | $\ell_{2}$ | $\kappa_{1}$ | $\kappa_{2}$ | $\left(\ln \kappa_{1}\right) / \kappa_{2}$ | $\tau_{a}$ | Figures |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1.8 | 1.8 | 0.8511 | 0.6906 | 1 | 2 |
| 1 | 1.6 | 1.6 | 0.4163 | 1.1289 | 1.5 | 3 |
| 1 | 1.2 | 1.2 | 0.3960 | 0.4604 | 0.5 | 4 |
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$$
\begin{gathered}
P_{1}=\left[\begin{array}{ccc}
6.8014 & -1.5314 & 0.2301 \\
-1.5304 & 2.693 & -1.1615 \\
0.2301 & -1.1615 & 5.2325
\end{array}\right] \\
P_{2}=\left[\begin{array}{ccc}
6.3301 & -1.7014 & 1.0151 \\
-1.7014 & 2.7495 & -1.048 \\
1.0151 & -1.048 & 4.2832
\end{array}\right] \\
Q_{1}=\left[\begin{array}{ccc}
6.578 & 0.0561 & -0.0217 \\
0.0561 & 19.3893 & 0.0241 \\
-0.0217 & 0.0241 & 6.5987
\end{array}\right] \\
Q_{2}=\left[\begin{array}{ccc}
6.4374 & 0.1649 \\
0.1649 & 19.7961 & 0 \\
0 & 0 & 6.5994
\end{array}\right], \\
G_{1}=\left[\begin{array}{cc}
-1.689 & 0.173 \\
6.0083 & 2.1331 \\
0.9971 & -0.2635
\end{array}\right], G_{2}=\left[\begin{array}{cc}
-1.4405 \\
2.8197 & 2.6416 \\
1.9575 & -0.2703
\end{array}\right]
\end{gathered}
$$

and the gain matrices $L_{1}=\left[\begin{array}{l}5.5001 \\ 4.3011\end{array}\right]^{\mathrm{T}}$ and $L_{2}=\left[\begin{array}{l}5.6438 \\ 4.2503\end{array}\right]^{\mathrm{T}}$. The parameters $\kappa_{1}=1.8$ and $\kappa_{2}=0.8511$ can be easily obtained, so the value of $\left(\ln \kappa_{1}\right) / \kappa_{2}$ is 0.6906 . Let us generate a possible ADT witching sequences with $\tau_{a}=1$, as shown in the bottom of Fig. 2. In the simulation, the initial state values and initial estimation values are set as $x(0)=\left[\begin{array}{lll}2.5 & -1.5 & 1.8\end{array}\right]^{\mathrm{T}}$ and $\hat{x}(0)=\left[\begin{array}{lll}8 & 2.3 & -1.6\end{array}\right]^{\mathrm{T}}$, respectively. Then, applying the observers in Eq. (6) with the sliding-mode law (7), the error curves of state response between the estimated systems and the observers are depicted in the top of Fig. 2, from which we can see that the estimation performance is perfect under the designed ADT switching signal.
Remark 4. In order to further investigate the parameter influence on the performance of state estimation, many different parameters are tested, and the values of them and the serial number of simulation figures are shown in Table 1 . We can derive from Table 1 that the ADT $\tau_{a}$ can be allowed to choose the different values, as the different parameter $\ell_{2}$ is given. In the case of different parameters, the curves of state estimation error and switching signal are plotted in Figs. 2, 3, and 4, respectively. From Figs. 2 to 4, we can see that different parameters can affect not only the
choice of $\mathrm{ADT} \tau_{a}$ but also the convergence speed of the state estimation error dynamics. How to optimally choose parameters such that the designed observer is with preferable performance will be our next consideration.
4.3 Reduced-Order Observer. By applying Smith orthogonal procedure to $C_{1}$ and $C_{2}$, we have

$$
\mathrm{T}_{1}=\mathrm{T}_{2}=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{array}\right], \quad \mathrm{N}_{1}=\mathrm{N}_{2}=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]
$$

which make the transformed system (18) be satisfied. We can further obtain the matrices $\bar{A}_{k, 1}, \bar{A}_{k, 2}, \bar{A}_{k, 3}, \bar{A}_{k, 4}, \bar{B}_{k}, \bar{Q}_{k, 3}$ for $k=1$, 2 , and matrices

$$
\bar{P}_{1,2}=\bar{P}_{2,2}=\left[\begin{array}{l}
-1.2272 \\
-1.2293
\end{array}\right], \bar{P}_{1,3}=\bar{P}_{2,3}=[2.4569]
$$

which lead to the fact that $\overline{\mathrm{K}}_{1}=\overline{\mathrm{K}}_{2}=\left[\begin{array}{ll}0.4996 & 0.5004\end{array}\right]$. It is easily to compute the parameter $\kappa_{3}$ and its result is $\kappa_{3}=\inf _{\ell \in \Lambda}\left(\lambda_{\min }\left(\bar{Q}_{\ell, 3}\right) / \lambda_{\max }\left(\bar{P}_{\ell, 3}\right)\right)=7.2, \quad$ so $\quad \ln \left(\kappa_{1}\right) / \kappa_{3}=$ 0.0816 which guarantees the ADT switching sequences with $\tau_{a}^{\prime}=1>0.0816$. The dimension of the reduced-order switched observer (25) is 1 since $n-p=1$. If the initial value of $\hat{\chi}_{2}$ is set as $\hat{\chi}_{2}(0)=8$, the estimation of state $\chi_{2}(t)$ can be derived from the reduced-order switched observer (25), and the estimation curves are given in Fig. 5. After this, the state estimation of original switched system (1) can be obtained by Eq. (33), and Fig. 6 presents the simulation result for $x_{2}(t)$. From Figs. 5 and 6, we know that the effectiveness of state trajectory tracking is satisfactory.

## 5 Conclusions

The issues of state estimation are discussed for switched linear system with unknown inputs in this paper. Under the assumption that the switching signals are synchronous between the observers and estimated system, a full-order switched observer with slidingmode control laws is developed by MLF approach, and the stability condition of the observer error dynamics involves an ADT constraint on the switching sequence. With the help of state transformation, the reduced-order switched system which is without unknown inputs is constructed and a reduced-order switched observer is proposed such that the purpose of reconstructing the states of the original switched system is realized. The sufficient conditions of the existence of both the full-order observer and reduced-order one are obtained by solving the optimization problem with the LMI constraint. It is also pointed out that the conditions under which a full-order switched observer exists also guarantee the existence of a reduced-order switched observer.
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