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Abstract. This paper concerns the use of fungi in pharmaceutical design. More specifically, this research involves

mining a database of fungi to determine which ones have waste products that are unusual in their spectral

fingerprints, and therefore worth being tested for medicinal properties. The technique described in this paper

involves Minimum Message L ength encoding. Minimum Message L ength (sometimes called Minimum Description

Length) encoding is a method for choosing a binary coding for a set of data. The method’s goal is to use the
frequency of occurrence of each data point to ensure that frequently occurring data are given short codes. Minimum
Message Length encoding provides a solution that is optimal in the sense that if the entire data set is employed in
the encoding, then the code generated will have the property that no other unambiguous prefix code will provide a
shorter encoded version of the entire set. In this paper, the process is turned on its head. The problem that is
addressed is: given a large database, how can we pick out the elements that are quite different from the others. The
first step in our solution involves using the Minimum Message Length algorithm to generate a compact code for all,
or a representative learning section, of the data. The data that require long descriptions in this code are likely to be
the ones that possess unusual features. In this paper, we describe this process in some detail, and explain the
application of it to a database of fungi.

Introduction to the Problem and Technique

The pharmaceutical industry uses fungus excretion to produce drugs. As this process has been used for quite a long
time, a large number of chemicals have aready been produced and tested. The problem addressed by the techniques
described in this paper is the following: given a large database of unexplored fungi how can one decide which fungi
should be chosen to explore next. The first step in the answer to this question is to choose a fungus the spectral
sequence of which seems to be as different from the rest as possible. One way to do this is by using clustering
techniques to group the data and then to choose a fungus that falls out of any of the groups. In this paper we take a
different tack. We use a coding technique that is designed to make typical elements have short encodings. Then the
fungi with long encodings are likely to be the least typical and, therefore, ripe for further study. Given a large
database, the encoding can be generated from a small sample and then all the fungi (and new ones that come aong)
can be encoded to see how typical they are.

Minimum Message Length (MML) Encoding

The Minimum Message Length encoding scheme begins by applying the Huffman coding method to a set of
characters. Consider, for example, the question of encoding as a string of 0’s and 1's the following message:

AABABCAADABAABC
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Without taking account of the frequency of the characters, the best thing that could be doneisto treat the distribution
as uniform, and code each of the four letters as a two-bit string, For example: A > 00, B > 01, C->10,D - 11.

And the deccoding tree for the coding is the following balanced tree:

B/C D
With the convention that reading “0” means go left. And the this encoded message is the 30-bit long word:
000001000110000011000100000110

This is one of the extrema that could be employed in the coding. The other extremum is to make a near linear tree
as follows:

(o8]

The coding then is A 1, B> 01, C-> 001, and D> 0001. And the message is encoded as:

11011010011100011011101001

which has only 26 bits. This example was designed to make the linear code effective. Indeed, with four characters
there is nothing in between the balanced and linear trees. In general the optimal solution is between the two extremes.
In the next section the technique, Huffman Encoding, of generating the trees is described.

Huffman Encoding

The principal of Huffman encoding can be summarized as follows:
0] Work out the frequency of each data value, Pi
Pi=Ni/N

Where:

Pi is the probability of a particular data value

Ni is the number if instances of that particular data value in the data
N is the total number of items in the data

(2) Take the two least frequently occurring letters, treat them as one term whose frequency is the sum of

the two individual frequencies. The two letters should be thought of as a node of a binary tree with
two subtrees, each of which is a leaf.

3) Perform (2) iteratively until you reach a single tree.



Consider the following example. We wish to code the string ABRACADABRARCRC, how can the shortest
possible binary string be constructed to represent this?
Thefirst step isto count the frequency of each character:

A occurs 5 times.
B occurs 2 times.
R occurs 4 times.
C occurs 3 time.
D occurs 1 time.

The two least frequent letters are B and D. They are joined together and jointly appear 3 times which now ties
the pair with C as the least frequent set. The three are then treated as one data point and are the binary tree with
one subtree that is a leaf (labelled with C) and another that has both B and D below it. This tree has cumulative
frequency of 6, which is now the highest,, R and A are the two lowest,so get joined, etc. When the probess
finishes the following treehas been generated:

RN
N

O/ C R O\OA
N\

This process clearly has the effect of making theleast frequently occuring letters have the longest paths. This is
optimal in the sense that:

“The length of the encoded message is equal to the weighted external path length of the Huffman
frequency tree.... “No tree with the same frequencies in external nodes has lower weighted external path
length than the Huffman tree”

(SEDGEWICK. (1988) page 326-7).

That this is the minimal message length of all possible message lengths can be proven by induction. The length in bits
of each codeword (i.e. the binary encoding for a specific data value) is:

=" Iogz (P.)
Where L is the codeword length required for datatype i andgPesents the probability of that datatype occurring.

Mining Fungi Data

The problem under consideration is that of analysing data representing the chemical structure of different types of
fungi. A number of such fungi have been collected and each one broken down into 5000 attributes representing its
chemical structure. Each one of these attributes is represented as a numerical value.



The goa of the data mining exercise is to identify those fungi that contain an unusua chemical structure. This
entails identifying patterns among the 5000 attributes common amongst the fungi and those fungi that stand out as
having unusual patterns. This presents an unusual knowledge discovery task in so far as the goal is clearly defined
and the data is presented in a consistent numerical format allowing the data mining stage of the process to be
immediately embarked upon. However, aswill be shown this does not mean that data processing or modelling will not
be required.

Using MML to Find Outliers

The overview of the techniqueis:
1. Take a Sample set of Fungi, and use them to generate the Huffman Code
2. Encode the rest of the database using the Huffman Code

3. Choose the fungi with long descriptions as possible outliers, and test these

Implementation

The fungi datais represented as 5000 numerical attributes for each individua fungus.

Attributes

FF12533118812446122 11,

UF23612772 9 215 44 2.......

Each attribute from 1 to 5000 has its own set of values consisting of one value per fungus. Using MML encoding a
Huffman tree for each of the 5000 attributes based upon the relative frequencies of values of that particular attribute
was constructed.

Having created an encoding tree for each of the attributes, these trees can then be used to encode each individual

fungus as a binary string. This means that each binary value encoding will be shortest where that particular value is
frequent. The fungi with the overall shortest binary encoding will therefore have the overall most ‘common’ attribute
values. Those fungi with the longest overall binary encoding will represent the fungi with the ‘least typical’ values.
These are the unusual fungi that are required to be identified.

Possible Pitfalls

In order for this method to be effective the range of values for each attribute was considered individually. It turns out
that for some attributes, no particular value occurs terribly frequently. For these attributes the values were binned: so
that values within a certain region were treated as identical. Care must be taken not to over emphasise any particular
attributes relative to others. Statistical techniques have been used to analyse the attributes and their range and
distribution of values.



Given the fact that any processing performed upon the attributes must retain the relative frequency distribution
amongst attributes it is probable that some attributes will be significant in the classification process whilst others may
well show little or no grouping of values. Such attributes will be identifiable as their encoding trees will be much
deeper than those where a high frequency of values leads to fewer values needing to be encoded.

Once identified these attributes need to be excluded from the classification process as they may distort the final
results should they be included. This means that once the attribute encoding trees have been constructed their depths
can be compared and a maximum depth determined above which attributes are not included in the fungi encoding
process.

Encoding the data

Once the encoding trees have been built for each of the attributes the original data can be encoded using these trees.

A simple encoding can be performed where al of the attributes are included in the encoding process. However, some

of these attributes do not show any particular grouping of values and as such will not be relevant to the encoding

process. Furthermore, if these attributes were included in the encoding process the fina results would be distorted.

Therefore the relevance of attributes to the classification of cases is necessary to provide a refined encoding where

irrelevant attributes are excluded. We’ve done this by calculating the standard deviation of frequency values for each
of the attributes. Those attributes with a high standard deviation will have a higher grouping together of values than
those with a lower standard deviation. A threshold is used to determine which attributes are not included in the
encoding process. Two alternative thresholds were tried—one based on the average and the other on the median of the
standard deviations of the attributes. The efficacy of the two methods was then compared.

Evaluation

Evaluation showed that the binning function was very susceptible to producing misleading results dependent upon the
shape of the data. Where the range and shape of data fit the number of bins set in the program attributes are grouped
together correctly. However, where this is not the case attributes can be separated where they logically belong to the
same grouping and vice versa. The grouping can be particularly affected by extreme values as shown in Test 9 (e.g.
one very high value leading to a very high bin size) which will cause values to be grouped falsely together. This
suggests some method of determining optimal bin sizes for each attribute is necessary for this part of the program to
function efficiently. The tests showed the limitations of a program based upon a fixed number of bins.

Classification depends upon the encoding length given to values by method traversal. This method was checked to
show that the encoding lengths it assigned to values were correctly based upon the values position in the relevant
coding tree. This position in turn being based upon the frequency assigned the attribute value. This was verified to be
the case. The actual encoding values assigned however can be the same for values of different frequencies where they
occur at similar depths within the tree. This means those values of similar but not exactly the same frequencies carry
the same encoding weight. Whilst a correct implementation of Huffman encoding it must be noted that the encoding
process will differentiate most between large variations in frequency.

System Testing

The first data set consisted of 15 cases and 5 attributes. Each of the attributes had clearly defined values. The purpose
of this test was to check the program could identify those cases (rows) with the most common values and assign
identical encoding to identical rows. To this end one row was replicated five times, one row replicated four times, one
row replicated three times, one row replicated two times and one row left unduplicated. Thus, five groups were
created, no two groups shared common values and the values were such that values were allocated separate bins. This
enabled expected classification of the rows to be easily predicted and the system performed as expected giving
identical rows identical encoding values. The most frequent rows (five occurrences) received the lowest encoding and
the single row together with the row with two occurrences received the highest encoding. It was noted that no
differentiation occurred between the single occurrence and the double occurrence. This was expected as their values
shared the bottom level of the encoding tree.

Also as expected refined encoding produced the same results as all the attributes were equally significant in the
encoding process.



Test Sys2
The second data set used was a refined version of the data used in Sysl. The same format was applied but in this case
attribute values in the identical rows were changed slightly. These changes were made so that each value would still
fall within the same bin.

For example, the first row in the table was changed in the following way.
1 1] 1] o] 1] 2] 2] 2| 2] 3] 4| 4] 4] 4] 4] 4
0l0 |0 o |50 |50 |50 |50 |50 [50 |00 |00 |00 |00 |00 |00

1 1 1 1 1 1 2 2 2 3 4 4 4 4 4 4
1 |2 3 4 51 |52 |51 |52 |53 |05 |01 |02 |03 |04 |05 |06

Changed values are still grouped to the same bins.

In this way the program was run again testing that the values were grouped together correctly and the same
encoding trees built asin the previous test. The frequency counting and tree building in both examples should produce
the same encoding results and this was proven to be the case.

Again, as expected refined encoding produced the same results as al the attributes were equally significant in the
encoding process This test does not assess the validity of the actual binning process in grouping data values but shows
that the tree building and encoding process functions correctly with the given binned values.

Test Sys3

In this test the table used in Sys2 was further modified by incrementally changing the attribute values of case 9, which
originally had no common attribute values. It was given first one common value and then progressively more common
values until it became a member of the most common class. The addition of one common value immediately raised it
above cases 4 and 5 the two rows with least common attributes. As more common values were added the encoding
value was reduced accordingly. The test showed the more common attributes a case has the lower its encoding value
and that thisis affected by changesin individua attributes.

Test Sys4

In this test the effect of bin size combined with range of datawas examined to see the effect on classification. The two

attributes from the fungi data having maximum and minimum range were taken and the binning process applied to

them. Where the range was small groupings were best detected with a smaller number of bins — grouping almost
disappearing when 100 bins were used. However where the range was large 10 bins grouped together many attributes
of widely differing values, the grouping becoming better defined with 50 bins. When encoding was applied to 39 cases
using these two attributes the encoding results were different but a general trend of classification remained. In the case
of only 10 bins the number of values in the encoding trees was smaller reducing the difference in encoding values of
frequent and infrequent values.

RESULTSOF CLASSIFICATION OF FUNGI DATA

Before classification was attempted some exploratory analysis of the data was performed to try to ascertain the ranges
of the 9960 different attributes. It was found that these varied immensely. For example, one attribute has a range of
99948.36, while another has a range of 15.16. The average range of the attributes was 1348.8712921686774

The number of cases used in the demonstration was 39. Tests were first run with different numbers of bins (10, 50,
100) on these two extreme attributes and the results of binning compared. The tests with 10 bins showed that although
the attribute with the minimum range (attribute 36) was grouped appropriately, with attribute 1832 large groupings of
values occurred often-encompassing widely differing values. As the number of bins was increased less values
occurred in each bin but by 100 bins grouping had almost disappeared for attribute 36 and was severely reduced for
attribute 1832. A choice of 50 bins seems to provide the best compromise. In general, the less grouping is detected in
those attributes with a smaller range emphasising the significance of attributes with a larger range in the classification
process. However, a small number of bins leads to false grouping of attributes of greater range.

The tests were then run on the full evaluation set again using 10, 50 and 100 bins. The overall classification results
proved to be consistent whatever the bin size chosen the eight most unusual fungi identified being the same in each
case indicating that the classification of cases is similar whichever attributes are emphasised.



CONCLUSIONS

This data mining tool has been constructed with the goal of classifying numerical data and identifying unusual cases

within the data. An early version of the tool without any binning of values showed that where comparisons can be

made using exact values, the classification process proves quite effective, testing showing that cases with many

‘common’ values were clearly identified with outliers showing up as having an unusually high encoding value. This
requires that all attributes that group do so around exact values. Where this occurs cases can be identified as having
similar encoding values. This similarity represents the fact that they have overall the same ‘score’ of common values.
Specific patterns of values within the attributes will not necessarily be detected by this method nor will like cases
necessarily share the same common attributes but outliers can clearly be identified as having the largest encoding
value indicating the least number of common values.

However, the fungi data the tool has been constructed to analyse does not allow comparison of exact values and this
is true of much data requiring such classification. This necessitates the binning together of values and the calculation
of group frequencies using these groups to construct the encoding trees. Currently the tool uses a fixed number of bins
consistent over all the attributes in an attempt not to emphasise one attribute over another. This approach seems to be
flawed, often resulting in false grouping making the final encoding results unreliable, and will be replaced in later
versions. In fact the combination of attribute range and number of bins results in some attributes becoming more
significant in the encoding process where the range of attribute values varies.

What is needed to make this tool function correctly is a way of making the binning stage of the process more
reliable. The approach of a uniform binning of all attributes would need to be replaced by some way of identifying
optimal bins for each of the attributes. This could be done by performing some form of clustering on each of the
attributes in turn, effectively identifying classes within a particular attribute and use those classes to bin an attributes
values together. This would result in an optimal binning for each of the attributes based upon each attributes particular
range and distribution of values.

The Huffman trees could then be built upon the frequencies identified for these optimal bins resulting in a more
reliable classification. Minimum Message Length encoding is the underlying theory used to produce this classification
tool. The idea being that the more frequently a value occurs the more ‘common’ it is and the minimum encoding
length of a set of values can be calculated using this property. This is widely used in data compression applications
where Huffman encoding is used to encode data in the shortest way possible giving the most common values the
shortest encoding and resulting in a message of minimal length.

Using this technique to identify cases in data sets with few common values proves successful where data consists of
specific discreet values. Where this is not the case, the problems associated with binning the data prevent the easy
application of this method to many data sets. However, refinements are being implemented that will produce a more
practical version of this tool applicable to a wider range of data.
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