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Trigger-Based Language Model Adaptation for Automatic
Transcription of Panel Discussions

Carlos TRONCOSO†a), Student Member and Tatsuya KAWAHARA†, Member

SUMMARY We present a novel trigger-based language model adapta-
tion method oriented to the transcription of meetings. In meetings, the topic
is focused and consistent throughout the whole session, therefore keywords
can be correlated over long distances. The trigger-based language model
is designed to capture such long-distance dependencies, but it is typically
constructed from a large corpus, which is usually too general to derive task-
dependent trigger pairs. In the proposed method, we make use of the initial
speech recognition results to extract task-dependent trigger pairs and to es-
timate their statistics. Moreover, we introduce a back-off scheme that also
exploits the statistics estimated from a large corpus. The proposed model
reduced the test-set perplexity considerably more than the typical trigger-
based language model constructed from a large corpus, and achieved a re-
markable perplexity reduction of 44% over the baseline when combined
with an adapted trigram language model. In addition, a reduction in word
error rate was obtained when using the proposed language model to rescore
word graphs.
key words: speech recognition, language model, trigger-based language
model, TF/IDF

1. Introduction

In automatic speech recognition (ASR), the most widely
used language model is the n-gram model, where n typically
ranges from 2 (bigram) to 4 (4-gram). The n-gram language
model estimates the occurrence probability of n consecutive
words in the text. This model is known to be effective, but it
is apparently limited in scope, because it is unable to model
dependencies longer than n.

Alternative approaches have been proposed to try
to broaden the scope of the n-gram by modeling long-
distance dependencies between words. These include the
trigger-based language model [1]–[4], the cache-based lan-
guage model [5], [6], latent semantic analysis-based lan-
guage models [7], and structured language models [8]. This
work focuses on the trigger-based language model.

The trigger-based language model uses a set of corre-
lated word pairs, known as trigger pairs, to raise the proba-
bility of the words “triggered” by others in the word history.
The conventional trigger-based language model, however,
has some limitations. This model has been mostly applied to
corpora of newspaper articles. This kind of corpora are usu-
ally too general in topic and do not closely match the spe-
cific test data. Moreover, it has been observed that much of
the potential of trigger-based language models lies in words
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that trigger themselves, called self-triggers. Self-triggers are
virtually equivalent to the cache-based language model, so
the original trigger-based language model does not signifi-
cantly outperform the cache-based model.

This paper addresses an effective implementation of
the trigger-based language model mainly targeting at a
meeting transcription task to overcome the model’s limi-
tations. The transcription of meetings and lectures is one
of the promising applications of large vocabulary continu-
ous speech recognition. The subject matter in a meeting is
fairly homogeneous during it, so we can expect to find key-
words related in their topic throughout the whole session.
The trigger-based language model could be used to capture
these constraints, but typical large corpora such as newspa-
pers are too general to extract task-specific trigger pairs and
their statistics. On the other hand, the data from a single
meeting session can be used to extract trigger pairs, and we
expect that the probabilities of the trigger pairs can also be
estimated from these data.

In the proposed approach, we regard a meeting session
as a document unit, and the trigger pairs are extracted from
its initial speech recognition results. The initial transcrip-
tion, though containing errors, can provide useful informa-
tion about the topic and speaking style of the meeting. We
introduce several techniques that filter this useful informa-
tion from the initial transcription and also exploit a large
corpus based on a back-off scheme. The resultant model is
used for rescoring the initial speech recognition results.

The rest of this paper is organized as follows. Section 2
describes the task addressed in this work, as well as the pro-
posed approach. Section 3 deals with the extraction of trig-
ger pairs from the initial transcription. Then, their proba-
bility estimation and an enhancement based on a back-off
scheme using a large corpus are explained in Sect. 4. The
perplexity evaluation of these models in a panel discussion
transcription task is presented in Sect. 5, as well as a further
enhancement by combining the model with n-gram model
adaptation. Speech recognition evaluation is portrayed in
Sect. 6.

2. Trigger-Based Language Model Adaptation

2.1 Description of Task and Corpora

The target task in this work is the transcription of panel dis-
cussions from a Japanese TV program called “Sunday Dis-
cussion” broadcasted by NHK [9]. This program consists

Copyright c© 2006 The Institute of Electronics, Information and Communication Engineers

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by CiteSeerX

https://core.ac.uk/display/357307164?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


TRONCOSO and KAWAHARA: TRIGGER-BASED LANGUAGE MODEL ADAPTATION FOR AUTOMATIC TRANSCRIPTION
1025

of discussions on current political and economic issues by
politicians, economists and other experts in the field. A spe-
cific agenda is given for each session of the discussions. A
chairperson also takes part and prompts the speakers. The
duration of each session is one hour. Ten programs recorded
from June 2001 to January 2002 were used in this work.
These programs were chosen arbitrarily to cover diverse top-
ics and a sufficient variety of speakers. The average num-
ber of utterances and words per program is 550 and 14 K,
respectively. The total number of words in the test set is
134,405.

We also make use of a large corpus of the minutes
of the National Diet (Congress) of Japan [9] from 1999 to
2002. We selected this corpus because of its similarity in
topic with the panel discussion programs, since both corpora
mainly deal with politics and economics. The total number
of words in the corpus is 71 M. Documents in this corpus
are divided by the kind and date of meetings, and the total
number of documents is 2866. Among them, we select 671
documents from the year 2001 as a portion similar to the test
set.

2.2 Proposed Approach

Since each session of the discussions focuses on a particular
topic, we expect to find topic-related words during the whole
program. In order to capture these long-distance dependen-
cies, we propose to use the trigger-based language model.
This model, however, is usually trained from large corpora
such as newspapers. These corpora are too general in topic,
so the resulting trigger pairs are not task-dependent.

We propose an adaptation paradigm in which the trig-
ger pairs are extracted, and their probabilities are estimated
from the initial speech recognition results. The initial tran-
scription, although erroneous, contains many of the key-
words whose dependencies we want to model. Therefore,
it is a good source for deriving task-dependent trigger pairs,
which we expect to have a significant effect on perplex-
ity and speech recognition accuracy in a rescoring frame-
work. To the best of our knowledge, this is the first work on
constructing a trigger-based language model from the initial
transcription.

This approach, however, poses two problems. The first
one is that the size of the training data, that is, the size of
the initial transcription, is much smaller than that of a large
corpus, so it might be insufficient to extract enough trigger
pairs and to reliably estimate their probabilities. The sec-
ond problem is that, since the initial transcription contains
errors, we may obtain erroneous triggers in addition to cor-
rect trigger pairs. These erroneous trigger pairs can have a
harmful effect, increasing the probabilities of wrong words.

In order to cope with the first problem, instead of ex-
tracting the trigger pairs from a window of fixed length
with the average mutual information, we use the term fre-
quency/inverse document frequency measure to find key-
words from the whole document, and then we let any com-
bination of two keywords be a candidate trigger pair. In

Fig. 1 Outline of the proposed approach.

this way, not only do we boost the possible number of trig-
ger pairs, but we also capture topic constraints global to the
document. In addition, since the probability estimates de-
rived from the initial transcription might not be reliable, we
propose a back-off scheme that incorporates statistics from
a large corpus to the model.

As for the second problem, we use a confidence mea-
sure score to get rid of those trigger pairs whose component
words are not reliable, while we assume that correct trigger
pairs have a greater confidence score and consistently ap-
pear throughout the session. In this way we expect to mini-
mize the number of incorrect trigger pairs.

Figure 1 illustrates the outline of the proposed ap-
proach. First, ASR is performed with a standard n-gram
as the baseline language model, yielding the initial speech
recognition results. The trigger pairs are then extracted and
their probabilities are estimated from the initial transcrip-
tion, as well as from a large corpus. Finally, the resulting
trigger-based component is combined with the n-gram com-
ponent to produce a new language model for the second pass
of speech recognition.

3. Extraction of Trigger Pairs from Initial Transcrip-
tion

A trigger pair is a pair of content words that are semanti-
cally related to each other. Trigger pairs can be represented
as A→ B, which means that the occurrence of word A “trig-
gers” the appearance of word B, that is, if A appears in a text,
it is likely that B will come up afterwards.

This section details the extraction of trigger pairs from
the initial speech recognition results.

3.1 Extraction Based on TF/IDF Instead of Mutual Infor-
mation

Task-dependent trigger pairs are extracted from the initial
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transcription, namely the K-best ASR hypotheses. For the
selection of pairs, instead of the average mutual information
(AMI) used in [1], [2], we use the term frequency/inverse
document frequency (TF/IDF) measure [10]. We employ
this measure because it is document-based, that is, it lets us
extract the trigger pairs from a whole document, rather than
from a text window of the corpus. In this way, we can cap-
ture global constraints from each document. This measure
is also chosen because of its simplicity.

The TF/IDF value of a term tk in a document Di is com-
puted as follows:

Vik =
tf ik log(N/df k)√∑

T
j=1(tf ij)

2[log(N/df j)]
2
, (1)

where tf ik is the frequency of occurrence of tk in Di, N is the
total number of documents, df k is the number of documents
that contain tk, and T is the number of terms in Di.

Since the initial transcription intuitively consists of
only one document, the TF part (tf ik and T ) is calculated
from the K-best hypotheses, whereas the IDF part (N and
df k) is computed from a fraction of a large corpus similar to
the target task.

3.2 POS and Stop Word Filtering

We create all possible word pairs, including pairs of the
same words (self-triggers), with the base forms and parts
of speech (POS) of all content words with a TF/IDF value
above a threshold. By regarding any combination of con-
tent words as a trigger pair, even though the size of the ini-
tial transcription is small, we obtain a large list of candi-
date trigger pairs. By using base forms we avoid same-root
triggers, and we can apply the trigger pair when a word is
presented with any inflection, while by using the POS in-
formation we distinguish between homonyms with different
POS when applying the trigger pairs.

POS-based filtering is introduced to discard function
words, and a stop word list with the most frequent words is
used to ignore them during the extraction.

Table 1 shows some examples of trigger pairs extracted
from the initial transcription of the target task.

3.3 Filtering with Confidence Score and Large Corpus

In order to minimize the adverse effect of erroneous trigger
pairs, we introduce two methods to get rid of as many incor-
rect triggers as possible. First, we use the confidence score
that is provided by the ASR system to eliminate the trig-
ger pairs whose component words have a confidence score
lower than a threshold.

Then, we compare the trigger pairs extracted from the
initial transcription with pairs extracted from a large corpus,
and we discard the trigger pairs which are not present in the
second set.

With these methods, we can extract reliable trigger
pairs, which are matched to the target domain.

Table 1 Example of extracted trigger pairs.

4. Probability Estimation and Back-offMethod

This section describes the probability estimation of the trig-
ger pairs from the initial transcription, as well as a back-off
scheme to incorporate trigger-based statistics derived from
a large corpus.

4.1 Probability Estimation from Initial Transcription

The probabilities of the trigger pairs are estimated from the
K-best ASR hypotheses by using a text window to calculate
the co-occurrence frequency of the pairs inside it. Given a
trigger pair w1 → w2, this text window consists of the L
words preceding w2.

The probability of each trigger pair is computed as fol-
lows:

P IT
TP(w2|w1) =

N(w1,w2)∑
j

N(w1,wj)
, (2)

where N(w1,w2) denotes the number of times the words w1

and w2 co-occur within the text window, and j runs through-
out all words triggered by w1.

4.2 Proposed Trigger-Based Language Model

The proposed trigger-based language model is then con-
structed by linearly interpolating the probabilities of the trig-
ger pairs with those of the baseline n-gram model, so that
both long and short-distance dependencies can be captured
at the same time.

The probability of the proposed language model for a

word wi given the word history H = wi−L, . . .wi−1
def
= wi−1

i−L is
computed in the following way:

PLM(wi|H) =
1
L

i−1∑
j=i−L

PLM(wi|wj)
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PLM(wi|wj) =


PNG(wi|wi−1

i+1−n), if P IT
TP(wk |wj) = 0, ∀k

λPNG(wi|wi−1
i+1−n)+(1−λ)P IT

TP(wi|wj), else

(3)

Here L is the number of words in the history H; PNG is the
probability of the n-gram component, which uses only the
last n − 1 words of H (i.e. n � L); P IT

TP is the probability
of the trigger-based component, computed by Eq. (2); and λ
is the language model interpolation weight. When there are
no words triggered by wj, the n-gram model alone is used.
Otherwise, the n-gram probabilities are linearly interpolated
with the probabilities from the trigger pairs.

4.3 Back-offMethod Using Statistics from Large Corpus

Since the amount of data provided by the initial transcription
may be insufficient to obtain reliable probability estimates,
a back-off scheme is introduced to combine the proposed
model with the statistics estimated from a large corpus.

Another set of trigger pairs is extracted with the
TF/IDF measure from a fraction of the large corpus simi-
lar to the target task. Then, the probabilities of the trigger
pairs are computed from the whole corpus. We previously
demonstrated that the method that selects trigger pairs from
a matched corpus and estimates their statistics with a larger
corpus is effective [11]. The resulting trigger pairs are simi-
lar to those used in the conventional trigger-based language
model, except that the trigger pairs presented here are de-
rived with the TF/IDF measure, instead of the AMI, and that
they are extracted from a matched portion of the large cor-
pus, instead of from the whole training set.

Then, we make use of this model to complement
the proposed trigger-based language model described in
Sect. 4.2. We have two different sets of trigger pairs: the
trigger pairs constructed from the initial transcription (here-
after trigger set IT), and the trigger pairs extracted from the
large corpus (hereafter trigger set LC). The trigger set IT
provides a probability distribution more faithful to the target
domain, whereas the trigger set LC offers a more reliable
distribution that can cope with the problem of data sparse-
ness that we discussed in [11].

The probability of the enhanced language model based
on the back-off scheme PBO(wi|wj) is calculated in the fol-
lowing way:



PNG(wi|wi−1
i+1−n), if P IT

TP(wk |wj)=0, PLC
TP (wl|wj)=0, ∀k, l

λPNG(wi|wi−1
i+1−n)+(1−λ)PLC

TP (wi|wj), if P IT
TP(wk|wj)=0, ∀k

λPNG(wi|wi−1
i+1−n)+(1−λ)

(
δPLC

TP (wi|wj)+(1−δ)P IT
TP(wi|wj)

)
,

otherwise

(4)

Here, PNG is the probability of the n-gram component; P IT
TP

is the probability of the trigger set IT; PLC
TP is the probability

of the trigger set LC; λ is the language model interpolation
weight; and δ is the trigger set interpolation weight. When
there are no words triggered by wj in either of the two trigger

sets, the n-gram model alone is used. When there are no trig-
ger pairs for wj in the trigger set IT, the n-gram probabilities
and the trigger set LC probabilities are linearly interpolated.
Otherwise, all language models are linearly interpolated.

Note that if the trigger set IT is empty, that is, if we
do not use the trigger pairs extracted from the initial tran-
scription, the resulting model (first two entries in Eq. (4))
is similar to the conventional trigger-based language model,
that is, a model whose trigger pairs are constructed from a
large corpus. The differences are those we have just dis-
cussed. Hereafter we call this model the quasi-conventional
trigger-based language model.

5. Perplexity Evaluation

In this section we present the experimental evaluation of the
proposed language model by test-set perplexity.

5.1 Experimental Setup

The ASR system Julius 3.5-rc2 [12] was used for speech
recognition. The baseline language model was a linear in-
terpolation of word trigram models constructed from the
Corpus of Spontaneous Japanese (CSJ) [13] (3.5 M words)
and the minutes of the National Diet of Japan (71 M words)
with an interpolation weight of 0.5. The size of the vocabu-
lary was 30 K words, and the out-of-vocabulary (OOV) rate
was 1.56%. The acoustic model was a shared-state triphone
HMM trained with the CSJ [14]. The average word recog-
nition accuracy with this baseline model was 55.2%. We
obtained this relatively low accuracy because the utterances
are truly spontaneous and often uttered very fast.

The minutes of the National Diet from the year 2001
(17 M words) were used for calculating the IDF part used in
the trigger pair extraction of the set IT and also to extract the
trigger pairs of the set LC.

5.2 Parameter Optimization

The parameters of all models were optimized by dividing
the test set into two. The first 5 programs were used to em-
pirically tune the parameters used in the other 5 programs
and vice versa. The parameters were optimized by means of
the perplexity.

The resulting optimal number of hypotheses from the
initial transcription K used for extracting the trigger pairs
and estimating their likelihood was 2. The threshold for the
TF/IDF value was 0.0005. The average word history size L
was 26, and the trigger set interpolation weight δ was 0.07.
Figures 2 and 3 show the perplexity for different values of
K and L, respectively. We can see that the perplexity is not
sensitive to these values.

The optimal language model interpolation weight λ
was, on average, 0.55 for the proposed trigger-based model
(Eq. (3)), 0.67 for the quasi-conventional model (Eq. (4)
without last entry), and 0.56 for the back-off method
(Eq. (4)). The value of λ is larger for the quasi-conventional
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Fig. 2 Perplexity for different values of the number of hypotheses K.

Fig. 3 Perplexity for different values of the history size L.

model than for the proposed models, because the trigger
pairs are not task-dependent in the former model and, there-
fore, less beneficial in the interpolation.

In the experiments of perplexity evaluation, it turned
out, after optimization, that the best performance was ob-
tained when filtering with stop words, confidence score, and
large corpus were not incorporated.

5.3 Experimental Results

We evaluated the test-set perplexity for the 10 programs by
three different models: the quasi-conventional trigger-based
model using only a large corpus (LC), the proposed trigger-
based language model using only the initial transcription
(IT), and the back-off method (IT+LC). For reference, we
also evaluated the model constructed by deriving the trigger
pairs from the correct transcription.

The perplexity and its reduction averaged over the 10
programs are shown in Table 2. The proposed language
model (IT) achieved a reduction of 30.66% over the base-
line, much greater than the reduction obtained with the
quasi-conventional model (LC). This demonstrates the ef-
fectiveness of the proposed approach.

Table 2 Comparison of trigger-based language models constructed by
different methods.

The back-off method improved the perplexity slightly,
but not significantly. This suggests that the initial transcrip-
tion provides trigger pairs that are much more adapted to
the task than those constructed from the large corpus, so the
benefit obtained from the latter is minimal. We expect that
the proposed back-off scheme can be useful when the initial
transcription is smaller in size.

The perplexity reduction by the proposed method was
smaller than that obtained with the model that used the cor-
rect transcription. The baseline word recognition accuracy
is 55.2%, meaning that about half of the initial transcription
is erroneous, so the results are consistent with this fact.

We also constructed a trigger-based language model
from the initial transcription by using the AMI [1], [2], in-
stead of the TF/IDF measure. The perplexity was 104,
which is comparable to that obtained when using the TF/IDF
measure. It was observed that more trigger pairs were ex-
tracted by the TF/IDF measure, so we expect that this mea-
sure should be more effective for shorter discussions.

We also investigated the improvements for correctly
recognized words and incorrectly recognized ones in the
initial transcription. The average perplexity for correctly
recognized words was 75 by the baseline model and 49 by
the proposed model, whereas, for the incorrectly recognized
words, the perplexity was 408 and 298, respectively. That is,
we obtained a reduction of 34.66% for the correctly recog-
nized words and an also significant 26.96% reduction for the
incorrectly recognized ones. The fact verifies that the per-
plexity was also improved significantly for incorrect words,
showing a potential of improvement in speech recognition
accuracy.

The average number of trigger pairs was 128 K in the
trigger set IT, 9158 K in the trigger set LC, and 71 K from
the correct transcription. The average hit rate of the trigger
pairs in the test set was 31% for the first case, 33% for the
second, and 35% for the third. We can see that the set IT
efficiently covers the test set with a much smaller number of
trigger pairs than the set LC. This is because the pairs from
the set LC are not task-dependent. The back-offmethod had
slight impact on the perplexity because the hit rate by using
the set LC is only a little greater than that by the set IT.

The model constructed from the initial transcription
used 606 self-triggers on average during the test-set perplex-
ity evaluation, while 26,555 non-self-triggers were used.
This is a significant difference with the conventional works
on trigger-based language models, where non-self-triggers
offered little benefit over self-triggers. In contrast to pre-
vious works, the trigger pairs in the proposed approach are
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Fig. 4 Perplexity evaluation of trigger-based language models for different topics.

Fig. 5 Perplexity evaluation of trigger-based language models for different speakers.

task-dependent and make a better match for the target task.

5.4 Comparison and Combination with n-gram Model
Adaptation

Next, we use the initial transcription also to create an
adapted n-gram language model in order to compare its per-
formance with that of the proposed approach. We then com-
bine this with the proposed model for further improvement.

We take the J-best hypotheses from the initial transcrip-
tion for creating a back-off n-gram model. A trigram model
was constructed from each of the 10 test sets, and then in-
terpolated with the baseline trigram model. The value J was
optimized with the method discussed in Sect. 5.2, yielding
the value 10.

The resulting interpolated trigram was then combined
with the trigger-based language model. Table 3 shows the
results of the perplexity evaluation. The perplexity reduc-
tion by the n-gram adaptation is smaller than that by the
proposed trigger-based adaptation, and their combination

Table 3 Comparison and combination of the proposed method with the
adapted n-gram.

achieved a notable maximum perplexity reduction of 44%
over the baseline trigram model. Although the improvement
is not additive, the n-gram model adaptation serves as a good
complement for the proposed approach.

Figures 4 and 5 show the perplexity by several of the
constructed language models for each of the topics (test dis-
cussions) and speakers, respectively. As can be observed,
the results are fairly consistent across the different topics
and speakers.
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Fig. 6 Word error rate improvement by the trigger-based language model.

6. Speech Recognition Evaluation

This section presents a scheme for rescoring word graphs by
the proposed language model and the experimental results in
terms of speech recognition accuracy.

6.1 Word Graph Rescoring

The ASR system Julius generates a word graph with acous-
tic, language, and confidence scores for each node. The ex-
perimental setup is the same as in Sect. 5.1.

Then, we use a stack decoding search for parsing the
word graph to find the most likely sentence hypothesis [15].
During the search, we use the proposed trigger-based lan-
guage model to recalculate the language model scores, by
discounting the baseline language model probability from
the per-node combined score and then adding the proposed
language model probability. The word history is formed
with the 1-best hypotheses of the preceding utterances and
with the words that make up the partial path in the current
utterance.

6.2 Experimental Results

We evaluated the word error rate (WER) for each of the
10 programs of the test set. In this section, filtering with
stop words, confidence score, and large corpus were incor-
porated. Here also, we conducted the two-fold cross valida-
tion described in Sect. 5.2. The resulting average confidence
threshold was 0.05, and the average word history size was
changed to 43.

Figure 6 shows the results obtained by the proposed
language model (IT) and those by the model constructed
from the correct transcription. We obtained a relative 0.98%
improvement in WER. This improvement, although small,
is statistically significant, with a p-value of 0.022.

We also examined the WER when using the AMI in-
stead of the TF/IDF measure, and we obtained no signifi-
cant difference. In addition, we investigated the WER with-
out using the confidence score filtering. In this case, we

obtained a 0.91% improvement, so the confidence score fil-
tering has some effect in reducing erroneous trigger pairs.

The reasons why the obtained improvement in WER is
much smaller than the perplexity reduction by the proposed
language model are presumed as follows. First, although the
reduction in perplexity for incorrectly recognized words is
significant, the perplexity value is still very large (reduced
from 408 to 298), so it is hard to improve the recognition
accuracy. Second, when we calculate the perplexity, the
word history does not contain any errors, so the predictors
are much better than those used in the speech recognition
experiments. Conversely, the word history contains errors
during the word graph rescoring, thus a history size greater
than that used in the perplexity evaluation was needed. Fi-
nally, the word graph we rescore has the apparent limitation
that the correct words might not be in any of the nodes. We
expect that a re-decoding scheme with the adapted model
would realize a greater improvement as shown in [9], [16],
whose perplexity reductions are much smaller than the one
obtained in this work. With the correct transcription, the rel-
ative WER improvement was 4.07%, much greater than that
obtained with the initial transcription, so we anticipate bet-
ter results in tasks with higher baseline ASR performance.

7. Conclusion

We have presented a novel trigger-based language model
adaptation based on initial speech recognition results. A sig-
nificant improvement in perplexity was achieved over both
the baseline trigram and the typical trigger-based model
constructed from a large corpus. A further improvement
was obtained by combining with n-gram model adaptation.
In addition, the speech recognition accuracy was also im-
proved with the proposed language model.

The proposed approach is particularly useful in tasks
where large amounts of training data are not readily avail-
able but the test set is long, since we have observed that the
initial transcription is a good source for deriving the trigger
pairs. This is specifically true for many transcription tasks.
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