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Abstract

We characterize when an ideal of the algebra A(Rd) of real analytic functions on
Rd which is determined by the germ at Rd of a complex analytic set V is comple-
mented under the assumption that either V is homogeneous or V ∩Rd is compact.
The characterization is given in terms of properties of the real singularities of V .
In particular, for an arbitrary complex analytic variety V complementedness of the
corresponding ideal in A(Rd) implies that the real part of V is coherent. We also
describe the closed ideals of A(Rd) as sections of coherent sheaves.

In this paper we study ideals in the algebra A(Rd) of real analytic functions on Rd and,
in particular, under which conditions they are complemented, i.e. there is a continuous
linear projection onto an ideal J . This question has been studied in the papers [21, 22]
in the following cases: in [21] it was assumed that

J = JX(Rd) = {f ∈ A(Rd) : f |X = 0},

where X is a compact coherent real-analytic subvariety of Rd and in [22] it was as-
sumed that J = (P ) the principal ideal generated by a polynomial P (which without
restriction of generality may be assumed irreducible). In both cases the characterizing
condition is that a complex variety V satisfies a certain condition (local Phragmèn-
Lindelöf condition) in each of its real singular points. In the first case V is the global
complexification of X and in the second case V = {z ∈ Cd : P (z) = 0}.
In the present paper we consider ideals of the form J = JV (Rd), where V is a complex-
analytic variety in a neighborhood of Rd and JV (Rd) is the ideal of all functions in
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A(Rd) such that some/any extension to a holomorphic function on a neighborhood of
Rd vanishes in a neighborhood of X in V . We observe that this covers, in particular,
both cases mentioned above. We show that if an ideal JV (Rd) is complemented in A(Rd)
then V must be the smallest complex analytic variety among those which have the same
real part and, moreover, must satisfy PLloc in every real singular point (Theorem 2.4).
The latter condition is also sufficient for compact or homogeneous V (Theorem 3.3).
This result unifies and generalizes the results of [21, 22] and removes from [21] the
unnecessary assumption of coherence. In particular we get for arbitrary C-analytic
X that complementedness of the ideal JX(Rd) of real analytic functions vanishing on
X implies that X is of type PL (for definitions see below), which implies coherence
(Corollary 2.5).

In [22] it was observed that the complementedness of the principal ideal P is equivalent
to the existence of a continuous linear division operator T : A(Rd) −→ A(Rd) such
that P · T (f) = f for f ∈ (P ). Surprisingly, we will find a partial generalization of
this result for finitely generated ideals (f1, . . . , fm), see the remarks after the proof of
Theorem 3.3, comp. Lemma 3.2.

We also observe that for any ideal J in A(Rd) its closure is just the ideal of sections of
the coherent sheaf of ideals generated by J (in fact, the sheaf is generated also on some
neighbourhood of Rd). On the other hand, for any sheaf of ideals its set of sections
over Rd is a closed ideal in A(Rd) which leads to a characterization of closed ideals in
A(Rd) and a description of ideals of the form JV (Rd) (Theorem 1.1). It might happen
that there are more than one sheaf of ideals with the same set of sections on Rd, the
smallest among them is always coherent.

Let us denote by A(X), X ⊆ Rd, the space of real analytic functions on X, i.e., those
functions which around every point of X develop into a convergent power series. By
H(K) we denote spaces of germs of holomorphic functions on K.

1 Ideals in A(Rd)

In the present paper we study the following class of ideals in A(Rd). Let Ω0 be a complex
holomorphically convex neighborhood of A(Rd), V a complex analytic subvariety of Ω0

and X := V ∩ Rd its real part. We set

JV (Rd) = {f ∈ A(Rd) : fa ∈ JVa for all a ∈ Rd}.
Here fa denotes the germ of f in Oa, Va the germ of V in a and JVa the ideal of Va.

JV (Rd) is also the set of all functions in A(Rd) such that some/any extension to a
holomorphic function on a neighborhood of Rd vanishes in a neighborhood of X in V .
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Let JV be the sheaf of ideals on Ω0 for which the stalk over a equals JVa . Then JV

is a coherent sheaf of ideals on Ω0 and JV (Rd) = Γ(Rd,JV ).

Let J be an arbitrary ideal in A(Rd). We define Ja := Oa ·J = {∑j gjfj : gj ∈ Oa, fj ∈
J} . This defines a sheaf O · J . By Rad(Ja) we denote the radical of Ja.

We have the following description of closed ideals in A(Rd) and ideals JV (Rd) among
them which is surprisingly parallel to the well-known complex analytic case, see [11,
Sec. III.J].

Theorem 1.1 (a) An ideal J in A(Rd) is closed if and only if there is a coherent sheaf
G on a holomorphically convex neighborhood Ω0 of Rd such that J = Γ(Rd,G ). In this
case we have G = O · J on Rd.

(b) An ideal J in A(Rd) is of the form JV (Rd) for some complex analytic set V if and
only if it is closed and Rad(Ja) = Ja for all a ∈ Rd.

Corollary 1.2 Any finitely generated ideal in A(Rd) is closed.

Proof: By [11, Cor. III.I4], (f1, . . . , fn) = Γ(Rd,G ), where G is the sheaf generated
by f1, . . . , fn. 2

Remarks. (1) It is worth observing that closed ideals in A(Rd) need not be finitely
generated (see Example on page 114 Vol. III of [11]) and that the radical of a closed
ideal in A(Rd) need not be of the form JV (Rd) (use the same example as above).

(2) If V ∩Rd is compact (comp. the proof of [11, Vol. III, Th. J8]) or V is homogeneous
(observe that the germ of the ideal at zero is generated by homogeneous polynomials
and they generate also other germs via homogeneity) then JV (Rd) is finitely generated.

(3) If d = 1 all closed ideals are determined by the so-called multiplicity varieties
M = ((xi)i∈I , (mi)i∈I) for some finite or countable set I, where (xi)i∈I is a discrete
family in R and (mi)i∈I is a family of positive natural numbers (so called multiplicities).
Then every closed ideal J in A(R) is of the form:

J(M) := {f ∈ A(R) : f (α)(xi) = 0 for all α ∈ N0, i ∈ I, α < mi}.
J(M) is of the type JV (Rd) if and only if mi = 1 for every i ∈ I.

The proof of Theorem 1.1 will be contained in the following lemmata.

We set Dn := {x ∈ Rd : |x| ≤ n}. First we consider ideals in H(Dn). We will use
several times a classical result of Cartan and Grauert that every open set in Rd has a
basis of holomorphically convex complex neighbourhoods [3].

From [9, Théorème (I,9)] (cf. [20]) we derive:

3



Lemma 1.3 H(Dn) is noetherian.

From this we obtain:

Lemma 1.4 Every ideal J in H(Dn) is closed and, moreover, there is a coherent
sheaf G of ideals on an open holomorphically convex neighborhood of Dn such that
J = Γ(Dn, G ).

Proof: By Lemma 1.3, there are f1, . . . , fm ∈ J such that J = (f1, . . . , fm). Let U be
an open holomorphically convex neighborhood of Dn such that f1, . . . , fm ∈ J ∩H(U)
and let G be the O-sheaf on U generated by f1, . . . , fm. It is coherent. Obviously
J ⊂ Γ(Dn, G ). To show the converse inclusion let f ∈ Γ(Dn, G ) and W ⊂ U be a
holomorphically convex neighborhood of Dn such that f ∈ Γ(W,G ). We consider the
exact sequence of sheaves on W

0 −→ K −→ Om q−→ G −→ 0

where q(g1, . . . , gm) =
∑

j gjfj and K denotes the kernel sheaf. Since it is coherent
(see [12, Chap. IV, Sec. B, 12. Proposition] and [12, Chap. IV, Sec. C, 1. Theorem]
or [11, Th. III.B15]) we obtain that H1(W,K ) = 0 hence f1, . . . , fm generate Γ(W,G ).
Therefore f =

∑
j gjfj with g1, . . . , gm ∈ H(W ) which implies f ∈ J .

Since H(Dn) is an LS-space, by [7, 7.2], it suffices to show that Γ(Dn,G ) is sequentially
closed. Let us take a sequence (fj) ⊂ Γ(Dn,G ) convergent to f ∈ H(Dn). Thus
(fj) and f are holomorphic on a fixed complex neighbourhood U of Dn and (fj) is
uniformly convergent there to f . By the closure of modules theorem [11, Cor. II.H12],
f ∈ Γ(Dn,G ). 2

Now, we consider ideals in A(Rd).

Lemma 1.5 Let J be an ideal in A(Rd)and Jn be the ideal in H(Dn) generated by J .
1. Jn is generated by finitely many elements in J .
2. J is dense in Jn with respect to the topology of H(Dn).
3. J = projnJn if and only if J is closed in A(Rd).

Proof: 1. By Lemma 1.3, Jn is generated by finitely many elements in Jn each of
which is generated by finitely many elements in J .

2. Let f ∈ Jn hence f =
∑m

j=1 gjfj , gj ∈ H(K), fj ∈ J . For every gj there is a sequence

of polynomials g
(n)
j , n ∈ N which converges to gj in H(K). Then fn :=

∑m
j=1 g

(n)
j fj ∈ J

for all n and fn converges to f in H(K).

3. One inclusion follows from 2. the other from Lemma 1.4. 2
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Lemma 1.6 For every sheaf of ideals G the set of continuous sections Γ(Rd, G ) is a
closed ideal in A(Rd).

Proof: Since
Γ(Rd, G ) = projn∈NΓ(Dn,G ).

this follows from Lemma 1.4 or Lemma 1.5. 2

Lemma 1.7 Let J be an ideal in A(Rd). Then the closure of J is equal to Γ(Rd, O ·J)
and O ·J is the restriction of a coherent sheaf of ideals G defined on some holomorphi-
cally convex neighbourhood of Rd, in particular, O · J is coherent on Rd.

Proof: In the first step we consider Dn ⊂ Rd. By Lemma 1.5, there are generators
f1, . . . , fm ∈ J of the ideal Jn in H(Dn) generated by J . There is a holomorphically
convex neighborhood Ωn of Rd such that all fj extend to holomorphic functions on Ωn.
By Gn we denote the subsheaf of O on Ωn generated by f1, . . . , fm. It is coherent and
Jn = Γ(Dn, Gn) (see the proof of Lemma 1.4).

For Gn we choose generators fn
1 , . . . , fn

m and for Gn+1 generators fn+1
1 , . . . , fn+1

M . We
may assume that the generators for Gn are among those for Gn+1 and Ωn+1 ⊂ Ωn. For
every z ∈ Ωn+1 the stalk of Gn+1 is larger than the stalk of Gn (more generators!). For
every k ∈ {1, . . . , M} there is a representation in H(Dn) of the form

fn+1
k =

m∑

j=1

gk,jf
n
j , gk,j ∈ H(Dn).

This extends to a representation of the same form in H(U) with gk,j ∈ H(U), where
U ⊂ Ωn+1 is a neighborhood of Dn. Therefore on U the stalks of Gn and Gn+1 coincide.

Thus, we may find εn > εn+1 such that Gn and Gn+1 coincide on Un := {z = x + iy :
|x| < n, |y| < εn+1} ⊂ Ωn+1. We set U =

⋃
n Un. Then the sequence of sheaves (Gn)

defines a coherent sheaf G on U which on Rd equals O · J . We find a holomorphically
convex neighborhood Ω ⊂ U of Rd. By definition we have J ⊂ Γ(Rd, G ) and, by Lemma
1.5, J is dense in Γ(Rd, G ). By Lemma 1.6, the latter ideal is closed. 2

This completes the proof of Theorem 1.1 (a).

Proof of Theorem 1.1 (b): Necessity is obvious. To prove sufficiency we choose a
coherent sheaf G on a neighborhood Ω ⊂ Rd such that J = Γ(Rd, G ), hence G = O · J
on Rd. We set V = {z ∈ Ω : Ga 6= Oa}. Then V is a complex-analytic set in Ω
and J ⊂ JV (Rd). We assume Rad(Ja) = Ja for all a ∈ Rd. For f ∈ JV (Rd) we have
then, by Rückert’s Nullstellensatz [11, Th. II.E2], f ∈ Ja for all a ∈ Rd, which implies
f ∈ Γ(Rd, G ) = J . 2
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Let now X ⊂ Rd be an arbitrary set. We define the ideal

JX(Rd) = {f ∈ A(Rd) : f |X = 0}.

We now set it in relation to the previously defined ideals of type JV (Rd).

A set X ⊂ Rd is called C-analytic if it is the common zero set of a family (equivalently,
finite family) of functions in A(Rd) (see [25, p. 154], [3, Proposition 15]). Therefore
JX(Rd) = J

X̂
(Rd), where C-analytic set X̂ is defined as {x : f(x) = 0, ∀ f ∈ A(Rd)}.

It can happen that X 6= Rd but JX(Rd) = 0 (see [3, Proposition 16]) which means
that X̂ = Rd. In this case our ideal becomes trivial and we exclude this case. Without
restriction of generality we may assume that X is a C-analytic subvariety of Rd.

It is also known that C-analytic sets are exactly those which support a coherent sheaf
of ideals [3, Proposition 15]. If X is C-analytic it has a (global) complexification V .
That is, there is a complex subvariety V of some holomorphically convex neighborhood
of Rd in Cd, such that for every f ∈ A(Rd), which vanishes on X, the germ of f on
V also vanishes (see [17, Proposition 16]). Thus JX(Rd) = JV (Rd) and the problem
of complementedness of JX(Rd) is a particular case of the problem considered in the
present paper. Let us observe that every C-analytic set X has the weak extension
property (see [18, Theorem 1]), i. e. every real analytic function on X which extends
to a neighborhood of X in Rd, extends to the whole of Rd. Thus the problem of com-
plementedness of JX(Rd) is equivalent to the problem of existence of linear continuous
operator from the space of germs of real analytic functions over X to A(Rd).

2 Complementedness of ideals JV (Rd), necessary condition

To analyze the consequences of the existence of a continuous linear projection in A(Rd)
onto JV (Rd) we proceed like in [22].

Let Ω0 be a complex holomorphically convex neighborhood of A(Rd), V a complex
analytic subvariety of Ω0 and X := V ∩ Rd its real part. Set

HV (X) := {(f,Ω) : Ω open neighborhood of X in V, f holomorphic on Ω}

with (f1, Ω1) = (f2,Ω2) if there exists an open set Ω ⊂ V with X ⊂ Ω ⊂ Ω1 ∩ Ω2 and
f1|Ω = f2|Ω.

We equip HV (X) with the projective limit topology of the spaces HV (X ∩Dn), which
denotes the space of germs of holomorphic functions defined on a neighborhood of
X ∩Dn in V . This topology makes it a (PLS)-space (comp. [6]).
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We define the natural restriction map ρ : A(Rd) −→ HV (X) by ρ(f) = F |V , where F
is an extension of f to a holomorphic function on an open neighborhood of Rd.

Lemma 2.1 The sequence

(1) 0 −→ JV (Rd) ↪→ A(Rd)
ρ−→ HV (X) −→ 0

is topologically exact. Thus JV (Rd) is complemented in A(Rd) if and only if the exact
sequence (1) splits, that is if and only if ρ has a continuous linear right inverse.

Proof: Obviously, we have ker ρ = JV (Rd). We have to show the surjectivity of ρ.
For given (f, Ω) we find, by use of the Cartan-Grauert Theorem, an open pseudoconvex
set ω ⊂ Cd so that Rd ⊂ ω and ω ∩ V ⊂ Ω. By the Cartan-Oka theory there exists an
F ∈ H(ω) so that F |ω∩V = f .

To prove the openness of ρ we use the same argument as before to show that for every
n the natural restriction map ρn : A(Dn) = H(Dn) −→ HV (X ∩Dn) is surjective. So
the family (ρn) constitutes a surjective map between the two projective spectra:

(ρn) : (H(Dn))n∈N → (HV (X ∩Dn))n∈N.

Since, by [6, Proposition 1.5], Proj1n H(Dn) = Proj1 A(Rd) = 0 it follows from the long
exact cohomology sequence (see [24, 3.1.8])

0 −→ JV (Rd) −→A(Rd)
ρ−→ HV (X) −→ Proj1 ker ρ −→ . . .

. . . −→ Proj1n∈NH(Dn)
(ρn)−→ Proj1n∈NHV (X ∩Dn) −→ 0

that also Proj1n HV (X ∩Dn) = 0 and HV (X) = limprojn HV (X ∩Dn) is ultrabornolog-
ical, by [24, Cor. 3.3.10] or [6, Proposition 1.4]. Openness of ρ follows from de Wilde’s
open mapping theorem see e.g. [16, 24.30]). 2

Remark: If we set Kn = ker ρn then we obtain a reduced projective spectrum with
limprojnKn = JX(Rd). However we have not necessarily Kn = JV (Dn) = {f ∈
H(Dn) : f |X = 0}. As an example we may take a shifted “Cartan’s umbrella”, that
is we set P (x1, x2, x3) = (x2

1 + x2
2)(x3 − 2) = x3

2 and X = {x ∈ R3 : P (x) = 0}. Then
V = {z ∈ C3 : P (z) = 0}, K1 = P ·H(D1), but JX(D1) = x1 ·H(D1) + x2 ·H(D1).

We have to recall some definitions. Let Va be the germ of a complex variety in the real
point a and identify, by abuse of language, Va with a representation, which is always
assumed to be bounded. We define

ωa,V (z) = lim sup
ζ→z

sup{u(ζ) : u plurisubharmonic on Va, u ≤ 1, u ≤ 0 on Xa}.
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Let Va ∼ Ṽa. For two germs of functions ωa on Va and ω̃a on Ṽa we set ωa ≺ ω̃a if there
is a constant C > 0 so that ωa ≤ Cω̃a in a neighborhood of a in Va ∩ Ṽa. If ωa ≺ ω̃a

and ω̃a ≺ ωa we write ωa ∼ ω̃a and call such germs equivalent. Then we obtain: Up to
equivalence the germ of ωa,V depends only on the germ of Va.

The following condition was introduced by Hörmander in [14] in connection with his
study of surjectivity of linear partial differential operators with constant coefficients on
the space of real analytic functions. Later on it was studied extensively in papers of
Braun, Meise, Taylor and the second named author in connection with a characteriza-
tion of those linear partial differential operators with constant coefficients which admit
linear continuous right inverse on spaces of smooth functions.

Definition 2.2 Va satisfies PLloc if ωa,V ≺ |Im z|.

A complex variety V satisfies PLloc in the real point a if its germ in a satisfies PLloc.
The germ Xa of a real analytic variety in the real point a is of type PL if its complex-
ification satisfies PLloc. X is of type PL if is of type PL in every point.

Examples are summarized in [21, Section 6] and [22, Section 8]. In particular, the
following holds (see [21, Lemma 1.3, Theorem 1.9]):

Proposition 2.3 If V at some a ∈ Rd satisfies PLloc, then Va is the complexification
of Xa and Xa is coherent. In particular, if V satisfies PLloc at every real point, then
X is coherent and V is its global complexification.

From now on we can proceed as in [22] and we arrive at the main result of the paper:

Theorem 2.4 If JV (Rd) is complemented in A(Rd), then X has finitely many con-
nected components and V satisfies PLloc in every a ∈ X.

Proof: If (1) splits then HV (X) is a complemented subspace of A(Rd). If X has
infinitely many connected components this is impossible since HV (X) has no continuous
norm while A(Rd) always has a continuous norm.

The proof of PLloc is analogous to that of [22, Proposition 3.4] but for the sake of
convenience we give its short overview. We start with some notation. By ωr we denote
the pluricomplex Green function of Dr (see [15, Section 5, p. 207]). Then

Dr,α := {z ∈ Cd : ωr(z) < α} Vr,α := Dr,α ∩ V

and we denote by | · |r,α, ‖ · ‖r,α norms in H∞(Dr,α) and H∞(Vr,α) respectively.
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For 0 < α1 < α2 < α3 we have

| · |α3−α1
r,α2

≤ | · |α3−α2
r,α1

| · |α2−α1
r,α3

on H∞(Dr,α3) — this is due to Zahariuta [26], see the proof in [21, Lemma 3.3] where
we use ωr instead of ω. Similarly, for 0 < α1 < α′2 < α2 < α3 and for some constant
C > 0 we have

(‖ · ‖∗r,α2

)α3−α1 ≤ C
(‖ · ‖∗r,α1

)α3−α′2
(‖ · ‖∗r,α3

)α′2−α1

on H∞(Vr,α1)
′ — for the latter see [22, Lemma 3.3] and the argument before it.

Clearly, if ϕ is a continuous linear right inverse for ρ then for every r > 0 there is R > r
such that ϕ induces a continuous map ϕ̃ : HV (X ∩DR) −→ H(Dr). Then, using the
proof of [21, Lemma 5.3], we can prove that there is ε > 0 such that for all α ≤ r there
is Cα > 0 satisfying

|ϕ̃(f)|r,εα ≤ Cα‖f‖R,α

for all f ∈ H∞(VR,α).

Now, we apply the proof on page 822–823 of [22] in order to get for any 0 < ρ < r and
β a constant A such that for any plurisubharmonic function u of the form c log |f(·)|
where c > 0 and f ∈ H(VR,β) we have: if

u(z) < 0 for z ∈ VR,β ∩ Rd and u(z) < 1 for z ∈ VR,β

then
u(z) ≤ A|Im z|, for z ∈ Vr,εβ ∩ {z : |Rez| ≤ ρ}.

The previous condition holds for arbitrary plurisubharmonic functions u on VR,β — to
prove that we extend u from VR,β′ for β′ < β onto its Stein open neighbourhood Ω as
a plurisubharmonic function λ using the proof of [8, Th. 5.3.1], then we find, by [15,
Th. 2.5.5 and its proof], a continuous plurisubharmonic function ũ on a slight smaller
Stein open set Ω1 such that λ ≤ ũ ≤ λ + δ for a given arbitrary δ > 0 and finally, by
the proof of Bremermann’s theorem [2, Th. 2], we find a function w, ũ − δ ≤ w ≤ ũ
on VR,γ for γ < β′, w of the form maxj=1,...,p cj log |fj(·)| for fj holomorphic. We apply
the previously proved condition for w to get similar condition for u.

Finally, the variety V satisfies PLloc at its arbitrary real point — to prove that apply
[21, Lemma 1.2] or, more precisely, the proof of (b)⇒(a) of [1, Lemma 3.3] 2

Our main result above strengthens the necessity part of [21, Theorem 2.2] (use Propo-
sition 2.3):
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Corollary 2.5 Let X be an arbitrary subset of Rd. If the ideal JX(Rd) is complemented
in A(Rd) then the global complexification V of the C-analytic set X̂ satisfies PLloc at
all real points, i.e, at all points in X̂. In particular, if X is a C-analytic set and JX(Rd)
is complemented in A(Rd) then X is of type PL and coherent.

The main result also implies [22, Proposition 3.4]

Corollary 2.6 Let P be a polynomial. If the principal ideal (P ) generated by P is
complemented in A(Rd) then the zero variety V of P satisfies PLloc at every real point
of V .

Proof: As is shown in [22, Section 2], it suffices to prove the result for irreducible P .
Then (P ) = JV (Rd), where V is the complex zero variety of P . Apply Theorem 2.4. 2

Notice that there is a striking difference between the both corollaries above. In the latter
corollary V means the complex variety of the polynomial P and in the former one V
means the (global) complexification of a C-analytic set X. To exhibit the difference we
might consider the polynomial P (x) = |x|2. Then V as the zero variety is {z ∈ Cd :∑

j z2
j = 0}, which does not have PLloc in 0, and (P ) is not complemented in A(Rd),

however for X = {x ∈ Rd : P (x) = 0} = {0} we have JX(Rd) = {f ∈ A(Rd) : f(0) =
0} which is clearly complemented, and its complexification V = {0} trivially has PLloc.
A more substantial example can be found in Section 4 of [22].

Let J be an ideal in A(Rd), then the C-analytic set

LocR(J) := {x ∈ Rd : f(x) = 0 ∀f ∈ J}
is called the real locus of the ideal J . Finally, our main result gives:

Corollary 2.7 Let J be a closed ideal in A(Rd) which is locally radical, i.e., Rad(Ja) =
Ja for every a ∈ LocR(J). If J is complemented then LocR(J) is coherent and of PL
type, J = {f ∈ A(Rd) : f |LocR(J) = 0}.

Proof: By Theorem 1.1, J = JV (Rd), where V is the germ of the common zero set of
J in Cd around Rd. Apply Theorem 2.4. 2

In general there are many different locally radical closed ideals with the same locus.
For instance, let

J1 := {f ∈ A (R2) : f(0) = 0}, J2 := {f ∈ A (R2) : f |V ≡ 0},
where V := {(z1, z2) : z2

1 + z2
2 = 0}. Then LocR(J1) = LocR(J2) = {0}. The first one

is complemented, the second not. More generally, if V1 ! V2 are two complex analytic
varieties such that V1 ∩ Rd = V2 ∩ Rd then JV1(Rd) is never complemented.
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3 Sufficient conditions

In case d = 1 the closed ideal J(M) (see Remark (3) after Theorem 1.1) is complemented
if and only if the set I is finite, which means that the necessary conditions from Theorem
2.4 are also sufficient.

For higher dimensions d the problem of complementedness of JX(Rd) is solved for
algebraic curves (or more generally for analytic covers regular at infinity) in [23] and it
is proved that also in that case conditions from Theorem 2.4 are sufficient.

It was observed in [22, p. 827] that the condition Proj1n∈NL(A(X), J(Kn)) = 0 or
Proj1n∈NL(A(X),H(Kn)) = 0 for a fundamental sequence (Kn) of compact subsets of
Ω would be helpful in proving sufficient conditions. Unfortunately as the following
example shows this is not always true.

Example. Let X ⊆ Rd be a set of points where the first coordinate is integer. Then
V = X is the complexification of X and X is of PL-type. It is easy to see that
Mf : A(Rd) → A(Rd), Mf (g) := f · g, where f(z) = sin(πz1) for z = (z1, . . . , zd), is
a topological embedding onto the principal ideal JV (Rd) = (f) and also a topological
embedding of H(Kn) onto JV (Kn), where Kn := [−n, n]d. Thus for every n we have
the following commutative diagram with topologically exact rows:

0 −−−−→ H(Kn)
Mf−−−−→ H(Kn)

ρ|H(Kn)−−−−−→ A(X ∩Kn) −−−−→ 0x
x

x

0 −−−−→ A(Rd)
Mf−−−−→ A(Rd)

ρ−−−−→ A(X) −−−−→ 0

where ρ is the restriction map as in Lemma 2.1. Clearly, by the interpolation formulas
we can construct a continuous linear right inverse for ρ|H(Kn) and the upper row splits.
Thus if Proj1n∈NL(A(X),H(Kn)) = 0 then the lower sequence would split as well (this
is a standard fact, for elementary explanation see, for instance, [5, p. 320], for the
functor Proj1 see [24]). On the other hand, if the lower sequence split then A(X)
would be a subspace of A(Rd). This is not the case since A(Rd) has a continuous norm
while A(X) has no continuous norm. We have proved that Proj1n∈NL(A(X), JV (Kn)) =
Proj1n∈NL(A(X),H(Kn)) 6= 0.

In fact, a similar example can be found in arbitrary open set Ω ⊆ Rd. By a slight
modification of [4, Lemma 5.5], without loss of generality we may assume that that
(−1, 0)d ⊂ Ω ⊂ (−R, 0)d. We set f(x) = sin

(
π/

∑d
j=1 xj

)
and x = {x ∈ Ω : f(x) =

0}. Then X =
⋃∞

k=1 Xk where Xk = {x ∈ Ω :
∑d

j=1 xj = − 1
k}. To get for K ⊂ Ω

compact a map in ϕ ∈ L(A(X),H(K) such that ρ ◦ ϕ(f) = f |X∩K , we extend for
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f ∈ H(X) the function f |Xk
constant on rays through 0 to get a function fk in A(Ω)

and then set ϕf(x) =
∑m

k=1 fk(x)Pk,m(1/
∑d

1 xj) where Pk,m is a polynomial with
Pk,m(j) = δj,k for j = 1, . . . , m, m ∈ N large enough.

Then by the same method as above one can prove that Proj1n∈NL(A(X), JV (Kn)) =
Proj1n∈NL(A(X),H(Kn)) 6= 0.

The problem, whether for every connected real analytic variety of type PL the ideal
JX(Rd) = JV (Rd), V the complexification of X, is complemented or, which is the same,
there exists a continuous linear extension operator A(X) −→ A(Rd) is still unsolved,
however there are two special cases where we can prove this, one is the case of compact
X, which is shown in [21] the other that of a homogeneous variety, where variation of
the arguments in [22] leads to success.

For the latter we need some preparation. For 0 ≤ r < ρ ≤ ∞ we put Dρ
r = {x : r ≤

‖x‖ ≤ ρ}. Here ‖ ‖ denotes the euclidean norm. We use and quote here for the purpose
to fix notation [22, Lemma 6.2]:

Lemma 3.1 For any 0 < r < ρ there are σ1, σ2 with 0 < σ1 < r < ρ < σ2 and
continuous linear maps ψ0 : H(Dσ2

σ1
) −→ H(Dρ

0) and ψ∞ : H(Dσ2
σ1

) −→ H(D∞
r ) so that

ψ0f + ψ∞f = f on Dρ
r .

Like in [21, §4] using the tame splitting theorem of [19, Th. 6.1] we obtain:

Lemma 3.2 For every 0 ≤ r < ρ < ∞ and for any closed finitely generated ideal
J = (f1, . . . , fm) in H(Dρ

r ), f1, . . . , fm ∈ A(Rd), there exist a continuous linear map
χρ

r : J(Dρ
r ) → H(Dρ

r )m such that with χρ
r(f) = (g1, . . . , gm) we have

∑m
j=1 gjfj = f ,

for every f ∈ J(Dρ
r ).

Proof: We give the proof for the sake of convenience. Let us define the map:

S : H(Dρ
r )

m −→ J(Dρ
r ), S(g1, . . . , gm) := g1 · f1 + · · ·+ gm · fm.

Clearly, S is continuous and, by the remarks above, surjective. Since the domain and
the range are LS-spaces, S is open.

The kernel of S on A(Rd) generates a coherent sheaf of modules by the theorem of Oka
[11, Vol. III Th. B10]. By the Cartan-Oka theory, there are finitely many sections
h1, . . . , hn of this sheaf such that the map:

T : H(Dρ
r )

n −→ kerS(Dρ
r ), T (g1, . . . , gn) := g1 · h1 + · · ·+ gn · hn
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is surjective. By the same arguments as for S the map T is continuous and open. If
T̂ : H(Dρ

r )n/ kerT −→ H(Dρ
r )m is the map induced by T , then we get the following

topologically exact sequence of LS-spaces:

(2) 0 −→ H(Dρ
r )

n/ kerT
T̂−→ H(Dρ

r )
m S−→ J(Dρ

r ) −→ 0.

We will show that it splits using the tame splitting theorem [19, Th. 6.1] for the dual
sequence

(3) 0 −→ (J(Dρ
r ))

′ S′−→ (H(Dρ
r )

m)′ T̂ ′−→ (H(Dρ
r )

n/ kerT )′ −→ 0.

We define χρ
r as a linear continuous right inverse for S.

Let ω be the pluricomplex Green function of Dρ
r (see [15]). We represent H(Dρ

r ) as
inductive limit of H∞(Dρ

r,α) for α > 0 where

Dρ
r,α := {z : ω(z) < α}

and analogous spectra will be used for other spaces. The sup-norms in the spaces
J(Dρ

r,α), H∞(Dρ
r,α)m and H∞(Dρ

r,α)n will be denoted respectively by | · |α, ‖ · ‖α and
||| · |||α. By the Cartan-Oka theory, S(H∞(Dρ

r,β)m) ⊇ J(Dρ
r,α) for any 0 < β < α. Thus,

by the closed graph theorem,

(4) C‖ · ‖β ≤ |S(·)|α ≤ D‖ · ‖α for some constants C, D and any 0 < β < α.

Analogously, we get

(5) c||| · |||β ≤ ‖T (·)‖α ≤ d||| · |||α for some constants c, d and any 0 < β < α.

This implies that the sequence (3) is tame if we equip the spaces in the sequence with
sequences of seminorms

(
| · |∗1

k

)
k∈N

(
‖ · ‖∗1

k

)
k∈N

(
||| · |||∗1

k

)
k∈N

.

By [21, Lemma 4.1], for any 0 < α1 < α2 < α′2 < α3 we have for dual norms

(||| · |||∗α2

)α3−α1 ≤ C
(||| · |||∗α1

)α3−α′2
(||| · |||∗α3

)α′2−α1 .

Clearly the same inequality holds for norms dual to quotient norms on H(Dρ
r )n/ kerT .

As in [21, Lemma 3.3] we get also for any 0 < α1 < α2 < α3 for norms on H(Dρ
r ) ⊇

J(Dρ
r ) and thus also for norms on J(Dρ

r ):

(| · |α2)
α3−α1 ≤ C (| · |α1)

α3−α2 (| · |α3)
α2−α1 .
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Thus for θk = k+1
2k and k

2(k−1) > τk > k+1
2k we get:

| · | 1
k
≤ ck

(
| · | 1

k−1

)1−θk
(
| · | 1

k+1

)θk

and

||| · |||∗1
k
≤ ck

(
||| · |||∗ 1

k−1

)1−τk
(
||| · |||∗ 1

k+1

)τk

.

Since θk > τk+1 the assumptions of [19, Th. 6.1] are satisfied and (3) splits. In fact,
we need to replace sup-norms by hilbertian norms by slightly changing sets Dρ

r,α and
taking Bergman-Hilbert norms on these new sets. By reflexivity, also (2) splits. 2

Theorem 3.3 Let V ⊂ Cd be a complex analytic set and let X := V ∩Rd be C-analytic.
If either X is compact or V homogeneous then the following are equivalent:

1. JV (Rd) is complemented.

2. JX(Rd) is complemented and V is a global complexification of X or, equivalently
JX(Rd) = JV (Rd).

3. There exists a continuous linear extension operator A(X) −→ A(Rd) and V is
the global complexification of X.

4. X is of type PL and V is the global complexification of X.

Each of these (equivalent) conditions implies that X is coherent.

Proof: 2. ⇒ 1. ⇒ 4. holds by Theorem 2.4 and X is coherent by Proposition 2.3.

3. ⇒ 2. If we have 3. then, in particular, the restriction map ρ : A(Rd) −→ A(X) is
surjective, hence we have the exact sequence

0 −→ JX(Rd) ↪→ A(Rd)
ρ−→ A(X) −→ 0.

By 3. it splits, that is JX(Rd) = JV (Rd) is complemented in A(Rd).

4. ⇒ 3. If X is compact then this is [21, Theorem 2.2] based on the tame splitting
theorem [19, Th. 6.1]. So we assume that X is homogeneous, by 4. and Proposition
2.3 it is coherent and HV (X) = A(X). We adapt the proof of [22, Proposition 6.3] and
set Rd∗ = Rd \ {0} and X∗ = Rd∗ ∩X. By [22, Theorem 1.5] there exists a continuous
linear extension operator ϕ∞ : A(X) −→ A(Rd∗). We fix some 0 < r < ρ and, according
to Lemma 3.1, we find 0 < σ1 < r < ρ < σ2 and operators ψ0, ψ∞. Since X is of type
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PL and by [22, Theorem 8.1], there is a continuous linear map ϕ0 : A(X) −→ H(Dσ2
0 )

such that ϕ0f = f on X ∩Dσ2
0 .

The ideal JV (Rd) = JX(Rd) is finitely generated by (f1, . . . , fm) (see the remark after
Corollary 1.2) and we can apply Lemma 3.2. For f ∈ A(X) we put (g1, . . . , gm) :=
χσ2

σ1
(ϕ0f − ϕ∞f) and define the map ϕ : A(X) → A(Rd) by the following formulas:

ϕf := ϕ0f −
m∑

j=1

fj ψ0(gj) on Dρ
0 and ϕf := ϕ∞f +

m∑

j=1

fj ψ∞(gj) on D∞
r .

On Dρ
r we have

m∑

j=1

fj ψ0(gj) +
m∑

j=1

fj ψ∞(gj) =
∑

j=1

fjgj = ϕ0f − ϕ∞f.

Therefore ϕ : A(X) −→ A(Rd) is a well defined linear continuous right inverse for ρ in
(1) and the assertion is proved. 2

Comments. (1) The ideals JV (Rd) are finitely generated under the assumptions of
Theorem 3.3. Let f1, . . . , fm be generators of an arbitrary ideal J in A(Rd) then the
map

S : A(Rd)m −→ J, S(g1, . . . , gm) := g1 · f1 + · · ·+ gm · fm,

is surjective. If there is a linear continuous map T : A(Rd) −→ A(Rd)m such that for
T (f) = (g1, . . . , gm) for every f ∈ J we have

f = f1g1 + · · ·+ fmgm.

then S ◦ T is a projection from A(Rd) onto J . In [22, Lemma 2.1] it is observed that
for principal ideals (i.e. m = 1) the converse holds as well.

Applying Lemma 3.2 we can construct for an arbitrary finitely generated complemented
ideals J and n ∈ N a map Tn : A(Rd) −→ H(Dn)m such that for (g1, . . . , gm) = T (f)
holds f = f1g1 + · · · + fmgm but only on Dn. To glue Tn to one map T we need
vanishing of Proj1L(A(Rd), kerS) = 0 which unfortunately is not known.

(2) By the above and [21], [22], [23], we observe that the necessary conditions of The-
orem 2.4 are also sufficient whenever the “compact part” of X is essential while an
extension “around infinity” we get by some other reasons, somehow for free. This sug-
gests that there is an additional necessary condition describing the behavior of X or V
at infinity which must be added to Theorem 2.4 in order to obtain a characterization.
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