
2700 

ITERATIVE DECODING FOR DIGITAL RECORDING SYSTEMS 

Jan Bajcsy, James A.  Hunziker and Hisashi Kobayashi 
Department of Electrical Engineering 

Princeton University 
Princeton, N J  08544 

e-mail: bajcsy@ee.princeton.edu, hisashi@ee.princeton.edu 
Fax: (609) 258-3745, Tel: (609) 258-1984 

Abstract 

In many existing optical and magnetic digital record- 
ing systems, data is usually encoded by a cascade of 
several encoders, followed by a channel with IS1 (in- 
tersymbol interference). Conventional receivers fol- 
low a one-path approach, where an equalizer is fol- 
lowed by a cascade of appropriate decoders. 

We propose a backward compatible iterative re- 
ceiver which uses generalized erasures. An AZD 
(ambiguity zone detection) detector labels unreliable 
symbols as erasures. These are then resolved in an 
iterative process by the equalizer and the decoders. 

The proposed decoding scheme can significantly 
improve the system performance. It is implementable 
with low decoding complexity, and introduces only a 
small decoding delay. 

1 Introduction 
Magnetic disk drives and tapes, digital audio tape 
and digital video tape are important examples of 
magnetic recording applications, and compact disc, 
DVD and rewritable DVD are among optical record- 
ing systems. The main technical goals in these digital 
recording products are to increase recording density 
with greater speed and reliability at lower cost. 

Most existing digital recording systems can be 
viewed as a generalized concatenated system [I] in 
which several component encoders are concatenated 
in series. In the recording process the data is first 
encoded by one or more error correcting encoders, 
followed by a modulation code and a partial response 
channel [14], [ll], [15]. The error correcting codes are 
usually Reed-Solomon codes or their variants, e.g., 
shortened codes or product codes. The recording 
code is usually a sophisticated version of a run-length 
limited sequence encoding which alleviates the IS1 
(intersymbol interference) introduced by the channel 
[3], [9], [ll], [E]. The channel with IS1 is usually fol- 
lowed by an equalizing filter that  confines the span of 
IS1 within a reasonable number of symbols, thus cre- 
ating, in effect, some sort of a partial response (PR) 
channel. 

Figure 1: Structure of a generic recording system. 

The conventional receiver for these systems uses 
a one-path structure, as depicted in Figure 3. The 
PR channel is followed by a maximum-likelihood de- 
coder, as first proposed by Kobayashi [lo]. The data 
is passed through decoders for the modulation and 
error correcting codes. 

Motivated by the success of the iterative decod- 
ing of Turbo codes [4] and by soft decision decoding 
scheme discussed by Hagenauer et al. in [15] in decod- 
ing a concatenated code with Reed-Solomon code and 
convolutional code, we propose an iterative decoder 
for existing recording systems, e.g., CD, DVD or dig- 
ital video tape. The basic idea is to create a joint 
teamwork of the decoders throughout the iterations. 
Joint operations among the decoders significantly re- 
duces the BER (bit error rate) as compared to the 
conventional one-path receiver. 

The structure of this paper is as follows: Section 
2 gives a description of an assumed recording sys- 
tem model and its conventional receiver. Section 3 
describes our proposed iterative receiver. Section 4 
shows the performance results of the new receiver for 
different channels. Section 5 provides concluding re- 
marks and directions of future work. 

2 Recording System 
We consider a recording system depicted in Figure 1 
whose structure and parameters are similar to those 
of the CD, DVD and digital video tape systems. 

The first error correcting code is a (28,24,5) short- 
ened Reed-Solomon (RS) code over GF(256)  with 
primitive polynomial P ( z )  = 1 + z2 + z3 + z4 + 2 
and the generator polynomial of the code 

4 

0-7803-4984-9/98/$10.00 0 1998 IEEE. 

mailto:bajcsy@ee.princeton.edu
mailto:hisashi@ee.princeton.edu


I 2701 

om " r n  om "," 

111 

Oi? Oi? 012 

Figure 2: Trellis representation of the precoded duobi- 
nary channel. Edge labels denote the i n p u t  bit and  the 
corresponding output symbol. 

Before entering the second encoder, the data passes 
through a block interleaver r1 of size 28 x 28. The 
second code is a ( 3 2 , 2 8 , 5 )  shortened RS code over 
the same Galois field, and with the same generator 
polynomial. 

The second encoder is followed by another inter- 
leaver az, which is similar to the one used in the DVD 
system. It writes data bytes row-wise into a 28 x 32 
array, then permutes the rows so that Row, goes t o  
Row,, where 

(2) 
i + L(i - 1)/6] for i = 1,2, __., 24 
(i - 24) * 7 n =  { for i = 25, .., 28 ' 

and 1.1 denotes the lower integer part. The data 
is then read out column-wise and then passed to 
the modulation encoder, which operates on the bit 
stream, taking in 8 bits and outputting 9. For a thor- 
ough exposition on the topic of modulation codes see 
either [9] or [12]. 

The output of the modulation code becomes the 
input to the partial response channel. In our case 
the P R  channel includes a possible precoder, the I S 1  
channel and the equalizing filter, and can be repre- 
sented by a polynomial of finite degree 

g ( D )  = go + giD + ... + gnDn, gn E R. (3) 

The precoded message m ( D )  that has passed through 
the P R  channel is mapped into a sequence, which in 
polynomial form is given by 

4 D )  = m(D)s(D).  (4) 

The overall noiseless PR channel can then be repre- 
sented by a trellis diagram. In our analysis, we model 
the channel as a duobinary channel (or a P R  class 1 
with h(D)  = 1 +D) with a differential precoder. This 
is primarily for the sake of in presenting our idea, but 
the approach can he easily generalized to any form of 
PR.  Its trellis representation is depicted in Figure 2. 
The  input labels denote data bits and the output la- 
bels are hypothetical channel symbols in a noiseless 
case. 

Finally, channel noise corrupts the channel sym- 
bols. We discuss two simple and idealized cases for 
the channel noise. The first case is where the effects of 

Figure 3: Conventional 1-path receiver in a generic 
recording system. 

the noise are reflected in erased symbols a t  the quan- 
tized output. In the second case we will consider an 
additive white Gaussian noise model. 

The conventional receiver, depicted in Figure 3, 
first performs maximum likelihood (ML) decoding on 
the noisy channel symbols using the Viterbi algorithm 
and the PR trellis. This technique is often denoted 
PRML and first explored by Kobayashi in [lo]. The 
decoded bits are then passed to the modulation de- 
coder, which decides whether the data  has been re- 
ceived reliably or should be declared as "erasure" or 
ambiguous digit. The output bytes and erasures then 
proceed through the decoders for the RS codes, where 
the errors and erasures are corrected and resolved. Fi- 
nally, the data  is passed to the sink. Interleaving of 
the data is performed throughout the process, so that 
the data enter the decoders in an appropriate order, 
a specified at  the recording side. 

3 Proposed Iterative Decoding 
System 

3.1 Principle of Operation 

The proposed receiver, depicted in Figure 4, functions 
as follows. First, the P R  channel output symbols 

Y k  = x k  + nk, 
where xk are the noiseless duobinary symbols and 
nh's are the noise samples, are decoded using the 
Viterbi algorithm (VA). The decoded hits are passed 
to the decoder of the modulation code, which serves 
as a generalized AZD detector. Using hits from 
ML decoder, the modulation decoder tries to resolve 
transmitted bytes/symhols. If it cannot do this, given 
byte/symbol is labeled as erased. This data  is then 
passed to the RS decoders. 

A decoding technique with AZD was first discussed 
by Kobayashi and Tang [B] as a suboptimal but alge- 
braic alternative to the maximum likelihood decoding 
(MLD) or the Viterhi decoder, which is a prohahilis- 
tic decoder [9]. Here, AZD utilizes the fact that the 
modulation code has a certain amount of redundancy, 
i.e., only 256 of all 512 binary sequences of length 9 
are allowed at the output of the modulation encoder. 
The modulation encoder can be thought as  a map 

(5) 

(6) f : M + c (0,119, 
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where M = {O, 1, .., 255) is the set of bytes and C is 
a codehook of 256 modulation codeword. The AZD 
detector partitions the set {O; l}’ into two sets C and 
E .  If an illegal sequence P E {0, ly, P 4 C, is detected 
at  the input of the modulation decoder an erased byte 
is output, i.e., { ;-1(a) for Q E c 

AZD,,t(a) = (7) 
for a E E 

The concatenated RS decoders form a loop. They 
are separated by a permutation (in the feed-hack 
path) and its inverse-permutation (in the forward 
path) to preserve the order of the data. These two de- 
coders are capable of performing decoding of sequence 
that contains erasures, e.g., using a Reed-Solomon de- 
coding algorithm based on the Euclidean/continued 
fraction algorithm. If the codeword can be corrected, 
the corrected codeword (both data  symbols and par- 
ity symbols) is put into the interleaver. If the code- 
word cannot he corrected due to an excessive number 
of errors or erasures, it is passed through without any 
change. 

During the first iteration, the AZD output sequence 
is decoded by the inner decoder, then passed to the 
inverse permutation, the outer decoder and the per- 
mutation (Figure 4). At the end of the first iteration, 
the original AZD output sequence is modified by the 
“error/erasure corrector”, which incorporates the cor- 
rections made in the first path. The second iteration 
applies to this modified AZD output, which revisits 
the receiver blocks in the same order as in the first 
iteration. This cyclical decoding procedure repeats 
itself. 

In each iteration, some of the remaining er- 
rors and/or erasures will he resolved, and the “er- 
ror/erasure corrector” modifies the AZD output se- 
quence, by using a simple logic circuit (or logic table) 
which substitutes some digits of the AZD sequence 
by their corrected values. In the first iteration, the 
“error/erasure corrector” plays no role, since the feed- 
back loop does not provide any information when the 
iterative decoding just begins. 

The iterative procedure should end when all era- 
sures are resolved and no errors are detected, or when 
no further resolution of error/erasure is achieved, or 
after a prescribed maximum number of iterations is 
reached. 

The decision block at  the end of the first path 
checks if the error correction has been completed. (It 
starts using an error detection code in the source data  
after certain number of iterations.) If the detecting 
test is passed or the maximum prespecified number of 
iterations is achieved, the data  is passed to the sink. 
Otherwise, next decoding iteration will start. 
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Figure 4: Proposed iterative decoder for the recording 
system. 

3.2 An Ilustrative Example 
The following simple example shows concretely the 
operation of the proposed iterative decoder from Fig- 
ure 4. For the sake of this example’s simplicity, we 
take Encoder 1 and Encoder 2 to he both (3,2) short- 
ened RS codes over GF(2’) with &cn = 2 and geu- 
erator matrices 

G x = G z = [  1 0  1 
0 1 0  

The encoders are separated by a 2x3 block interleaver 
“1. For the simplicity of this example, we assume the 
other interleaver “ 2  is an identity interleaver and an 
actual modulation code is represented by a (9,8) sin- 
gle parity check code. The P R  channel is a precoded 
duobinary channel represented by the trellis in Fig- 
ure 2. 

1. Consider four information bytes given by a 
stream 

I1 = (0000). (9) 

Note that hold face numbers will represent bytes, 
whereas hits and duohinary symbols will he de- 
noted by regular numbers. 

2. Encoder 1 segments the data into blocks of 2 
bytes and each block is then encoded using the 
(3, 2) RS code. Then encoder output is then 
formed by the following 6 bytes 

I2 = (000, O O O ) ,  (10) 

where we put commas between consecutive coded 
blocks. 

3. Permutation “1, a 2 x 3 block interleaver, will 
store the above 6 bytes row-wise in the following 
array structure 

0 0 0  
“1- [ o  0 01 

and the output is obtained by reading out the 
above array contents column-wise. We again in- 
clude commas just for clarity of presentation: 

13 = (00, 0 0 , O O ) .  (12) 
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4. Encoder 2 encodes the blocks in 13 using the (3,2) 
RS code obtaining 

I4 = (000,000,000). (13) 

5. The modulation encoder first converts each byte 
in Iq into 8 bits, which then get encoded into 9 
bits. Hence the resulting stream contains 81 bits 
and dummy 0 could be added as the 82nd ele- 
ment to help the ML decoder find the ML path. 
The modulation encoder output is thus 

I5 = (000000000,000000000,000000000, 

000000000,000000000,000000000), 
000000000,000000000,000000000, (14) 

where the commasseparate sequences of bits cor- 
responding to different bytes. 

6. The noiseless duobinary sequence on the channel 
is then given by 

Is = (000000000,000000000,000000000, 

000000000,000000000,000000000), 
000000000,000000000,000000000, (15) 

7. Suppose that after receiving the noisy version of 
16 from the channel, the ML decoder makes some 
errors and outputs the following hits 

17 = (000000001,111000000,000000000, 

000000000,000000000,000000000). 

000000001,000000000,000000100, (16) 

8. At the modulation decoder, the AZD detector 
finds out that  sequences 1, 2, 4 and 6 in 17 do 
not belong to  the codebook ofthe modulationen- 
coder. The decoder consequently outputs bytes 
1, 2, 4 and 6 as erased 

Ig = (EEO, EOE, 000). (17) 

9. Decoder 2 takes Ig and a t  this stage cannot cor- 
rect any of the erasures, hence it outputs 

Is = (EE, EO, 00). (18) 

10. By applying r;’ (i.e., 2 x 3 de-interlever) we ob- 

performed vertically, and read-out is done hor- 
izontally 

tain the following array, where the write-in is 

The output of the de-interleaver is therefore 
given by 

110 = (EEO, EOO). (20) 

11. By applying Decoder 1 to each block in 110 we 
can resolve one erasure obtaining 

111 = (EEO, 000). (21) 

12. Therefore, after the first iteration two of the four 
information bytes are still erased, so the second 
iteration will be started. 

13. At the start of the second iteration, permutation 
a1 re-interleaves the result of the first iteration 
Ill by writing it row-wise into the following array 

E E O  

and reading it out column-wise 

(23) 112 = (EO, EO, 00). 

14. The “Error/Erasure Correction” block compares 
the original output of the AZ detector 1s and 
the above 112, and a n  updated version of the AZ 
detector output is obtained as 

113 = (EOO, EOE, 000). (24) 

15. Decoder 2, with 113 as its new input, can correct 
one of the remaining erasures and outputs 

114 = (00, EO, 00). (25) 

16. Inverse permutation ?rT1 is then applied to 114 

O E O  
0 0 0  

and the output of the de-interleaver is then given 
by 

115 = (OEO, 000). (27) 

17. Decoder 1 now corrects the last erasure in IIS 
obtaining 

116 = (000,000). (28) 

18. Therefore, all the ambiguities among the infor- 
mation bytes have been resolved by the end of the 
second iterative step. Consequently, the iterative 
decoder outputs decoded information bytes 

i, = (0000). (29) 

and stops. 
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Figure 5: Performance curves for the conventional a n d  
iterative receiver on pure erasure channel. 

4 Performance Results 
We compare the performance of the one-path receiver 
and our proposed iterative receiver for the recording 
system specified in Section 2. First, we assume an ide- 
alized model of the recording channel without errors. 
We consider a channel with pure erasures, i.e., the 
modulation decoder outputs are either correct values 
or complete erasures. The byte erasures are assumed 
to be i.i.d. distributed at the output of the modula- 
tion decoder. 

The simulation results are shown in Figure 5, which 
depicts the original erasure rate vs. residual bit era- 
sure rate. For this channel the RS decoders will not 
introduce any errors in the decoding process, but they 
will be unable to decode if there are excessive era- 
sures. For the desired erasure rate of the iter- 
ative receiver can resolve about two and a half times 
as many erasures as the one-path receiver. Another 
way to  interpret these results is that  at  the symbol 
erasure rate of 15% our decoder outperforms the ex- 
isting decoder by almost 5 orders of magnitude, Note 
that the decoder finished decoding after 2 t o  4 itera- 
tions in most cases, thus making it practical from the 
decoding delay point of view. 

Then we compared the performance of the con- 
ventional and new schemes for a continuous channel 
model. We assumed the noise at the duohinary chan- 
nel is additive white Gaussian noise as in [IO]. Con- 
sequently, the decoders have to deal with both errors 
and erasures. 

The simulation results are shown in Figure 6, which 
depicts SNR vs. residual bit error rate (BER). The 
four curves depict the performance after one through 
four iterations. The first iteration result is equivalent 
to the result for the one-path receiver. For the desired 
BER rate of the decoding gain of about 1 dB 
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Figure 6: Performance curves for the conventional 1- 
p a t h  receiver (the top curve) a n d  of the proposed iter- 
ative receiver iterations 1-4. 

is achieved due to the iterative decoding. Another 
way to view the results is for the channel SNR of 
7.5 dB the iterative receiver lowers the BER rate by 
a factor of almost 1000 in 4 iterations. These results 
are consistent with the initial observation for the pure 
erasure channel. 

5 Conclusion and Future Work 
Given the fact that most existing digital record- 
ing systems can be viewed as a generalized concate- 
nated system, the proposed iterative decoding scheme 
should be applicable to many digital recording sys- 
tems. Since the proposed solution is backward com- 
patible in the sense that the recording system does 
not have to be changed a t  all, it can be used in many 
existing systems such as digital disk drives, compact 
disc players, DVD, etc. 

As the simulation results show, our scheme offers 
a significant performance improvement over the con- 
ventional systems including PRML based products. 
It can he achieved with small added complexity in 
the decoder, since most improvements are achieved 
within the first four iterations. 

Currently, we are considering two ways of improv- 
ing the proposed iterative receiver. First, the ML 
decoder for the PR channel would provide soft de- 
cisions, using the SOVA algorithm of Hagenauer et. 
al. [7]. This will provide a better way of determining 
unreliable symbols at  the AZD detection unit of the 
modulation decoder. The next goal is to extend the 
iterative decoding over all four decoders, as shown in 
Figure 7 and tailor the noise model to the specifics 
of the considered application. As our preliminary re- 
sults indicate, this scheme enables us to gain further 
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4 a sm [9] H. Kobayashi, “A survey of coding schemes 
for transmission or recordine of dieital data”. 
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IEEE Tkansactions on Communication Technol- 
ogy, Dec. 1971, pp. 1087-1100. 

Figure 7: Iterative decoder for the overall system. [lo] H. Kobayashi, “Application of probabilistic de- 
coding t o  magnetic recording systems”, IBM J .  
o f  Res. Develop. , vol. 15, Jan. 1971, pp. 64-74. improvement. 
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