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ABSTRACT
A variety of metamodeling techniques have been

developed in the past decade to reduce the computational
expense of computer-based analysis and simulation codes.
Metamodeling is the process of building a “model of a model”
that provides a fast surrogate for a computationally expensive
computer code.  Common metamodeling techniques include
response surface methodology, kriging, radial basis functions,
and multivariate adaptive regression splines.  In this paper, we
present Support Vector Regression (SVR) as an alternative
technique for approximating complex engineering analyses.
The computationally efficient theory behind SVR is presented,
and SVR approximations are compared against the
aforementioned four metamodeling techniques using a testbed
of 22 engineering analysis functions.  SVR achieves more
accurate and more robust function approximations than these
four metamodeling techniques and shows great promise for
future metamodeling applications.

Keywords: Support Vector Regression, Support Vector
Machines, Kriging, Response Surfaces, Metamodels

1. INTRODUCTION
Much of today’s engineering analysis requires running

complex and computationally expensive analysis and
simulation codes, such as finite element analysis and
computational fluid dynamics models.  Despite continuing
increases in computer processor speeds and capabilities, the
huge time and computational costs of running complex
engineering codes maintains pace.  A way to overcome this
1
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problem is to generate an approximation of the complex
analysis code that describes the process accurately enough, but
at a much lower cost.  Such approximations are often called
“metamodels” in that they provide a “model of the model” [1].
Mathematically, if the inputs to the actual computer analysis
are supplied in vector x, and the outputs from the analysis in
vector y, then the true computer analysis code evaluates:

)(xfy = (1)

where f(x) is a complex engineering analysis function.  The
computationally efficient metamodel approximation is:

)(ˆ xgy = (2)

such that: ε+= yy ˆ (3)

where ε includes both approximation and random errors.
There currently exists a number of metamodeling

techniques to approximate f(x) with g(x), such as polynomial
response surface models, multivariate adaptive regression
splines, radial basis functions, kriging, and neural networks,
and a recent comparison of the first four of these metamodeling
techniques can be found in Ref. [2].  All of these techniques are
capable of function approximation.  In particular, although
neural networks are able to approximate very complex models
well, they have the two disadvantages of (i) being a “black
box” approach and (ii) having a computationally expensive
training process [3].  “Black box” means that little can be seen
and understood about the model, because an exact function is
not generated, only a trained “box” that accepts inputs and
returns outputs.
Copyright © 2003 by ASME
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In this paper, Support Vector Regression (SVR) is
investigated as an alternative technique for approximating
complex, computationally expensive engineering analyses.
SVR is a particular implementation of Support Vector
Machines (SVM), a “principled and very powerful method that
in the few years since its introduction has already outperformed
most other systems in a wide variety of applications” [4].  In
many applications, SVMs are known to produce equally good,
if not better, results than neural networks, while being
computationally cheaper and producing an actual mathematical
function (i.e., no “black box”).  Hearst [5] comments that “SV
learning is based on some beautifully simple ideas and provides
a clear intuition of what learning from examples is about” and
that SVMs “can lead to high performances in practical
applications.”  In addition, Takeuchi, et al. [6] state that “SVMs
have been applied very successfully in the past to several
traditional classification tasks such as text classification.”
Other successful applications of SVMs have included
handwritten character and digit recognition, face detection, text
categorization, and object detection in machine vision [7].

The SVM algorithm is a non-linear generalization of the
Generalized Portrait algorithm developed in Russia in the
sixties [8].  In its present form, the SVM was developed at
AT&T Bell Laboratories by Vapnik and co-workers in the early
nineties [9, 10].  Smola, et al. [8] acknowledge the success of
SVMs since this time and also add that “in regression and time
series prediction applications, excellent performances were
soon obtained.”  The application of the support vector approach
to regression retains much of the elegance of SVMs but adds
the capability to approximate functions.  Hence, in this paper
we investigate the performance of SVR in comparison to four
metamodeling techniques: kriging, response surfaces, radial
basis functions, and multivariate adaptive regression splines.

The remainder of this paper is as follows.  First, an
overview of the four metamodeling techniques is given.  In
Section 3, Support Vector Regression is introduced, beginning
with linear function approximations and later non-linear
approximations.  A simple one-dimensional function
approximation example is presented for illustration purposes in
Section 3.3.  A more thorough analysis is documented in
Section 4 wherein 22 different engineering analysis functions
are approximated using all five metamodeling methods
(including SVR).  The approximation testbed is introduced, and
the method for comparing the techniques is explained, followed
by a discussion of the results.  Section 5 contains closing
remarks and outlines future research in using SVR for function
approximation.

2. EXISTING METAMODELING TECHNIQUES
This section briefly overviews the four metamodeling

techniques against which SVR is compared: (1) response
surface methodology, (2) radial basis functions, (3) kriging, and
(4) multivariate adaptive regression splines.  These methods
were chosen based on their current widespread use and because
algorithms for each method were readily available.

2.1. Response Surface Methodology
Response surface methodology (RSM) approximates

functions by using the least squares method on a series of
points in the design variable space.  Low-order polynomials are
the most widely used response surface approximating functions
2
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[11].  Equation (4) is a first-order polynomial that can be used
for approximating functions with little to no curvature.
Equation (5) is a second-order polynomial that includes all two-
factor interactions.
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The constants (b0, bi, bii, bij) are determined by least squares
regression; more information can be found in Ref. [12].

2.2. Radial Basis Functions
Radial basis functions (RBF) attempt approximation by

using a linear combination of radially symmetric functions.
Mathematically, the model can be expressed as:

∑ −=
i

iay 0iXXˆ (6)

where ai is a real-valued weight and X0i is the input vector.
Radial basis functions have produced good approximations to
arbitrary contours.  For example, they have been successfully
applied to electronic circuit simulation models [13] and the
construction of metamodels for a desk lamp example [14].

2.3. Kriging
The kriging model postulates a combination of a known

function and departures of the form:
y(x) = f(x) + Z(x) (7)

where y(x) is the unknown function of interest, f(x) is a known
polynomial function, which is often taken as a constant, and
Z(x) is called the correlation function and is a realization of a
stochastic process with mean zero and variance σ2, and nonzero
covariance.  Flexibility in kriging is achieved through a variety
of spatial correlation functions, but the Gaussian correlation
function is most frequently used [15].  More information on
constructing kriging models can be found in Ref. [16].

2.4. Multivariate Adaptive Regression Splines
Multivariate adaptive regression splines (MARS) is a non-

parametric regression procedure that makes no assumption
about the underlying functional relationship between the
dependent and independent variables. Instead, MARS
constructs this relation from a set of coefficients and basis
functions that are determined from regression data.  The input
space is divided into regions containing their own regression
equation; thus, MARS is suitable for problems with high input
dimensions, where the curse of dimensionality would likely
create problems for other techniques.  More information on
MARS can be found in Ref. [17].

3. SUPPORT VECTOR REGRESSION
3.1. Linear Regression using SVR

There are two basic aims in SVR.  The first is to find a
function f(x) that has at most ε deviation from each of the
targets of the training inputs.  For the linear case, f is:
Copyright © 2003 by ASME
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bxwx +⋅=)(f (8)

where ba ⋅  is the dot product between a and b.
At the same time we would like this function to be as flat

as possible.  Smola, et al. [18] showed that choosing the flattest
function in the feature space leads to a smooth function in the
input space.  Flatness in this sense means a small w in Eq. (8).
This second aim is not as immediately intuitive as the first but
is nevertheless important in the formulation of the optimization
problem used to construct the SVR approximation:

2

2
1   Minimize w

(9)







≤−+⋅

≤−⋅−

ε

ε

i

i

yb

by

i

i

xw

xw
   subject to

A key assumption in this formulation is that there exists a
function f(x) that can approximate all input pairs (xi, yi) with ε
precision; however, this may not be the case or perhaps some
error allowance is desired.  Thus slack variables ξi and ξi

* can
be incorporated into the optimization problem to yield the
following formulation [19]:
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where the constant C > 0 determines the tradeoff between
flatness (small w) and the degree to which deviations larger
than ξ are tolerated (see Fig. 1), and ℓ is the number of samples.
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Figure 1 - Accounting for Slack Variables

The optimization function and linear constraints in Eq. (10)
can be written as the Lagrangian function:
loaded From: https://proceedings.asmedigitalcollection.asme.org on 06/30/2019 Terms of U
( )

∑

∑

∑

∑

=

=

=

=







 +−







 −⋅−++−

+⋅+−+−







 ++=

l

l

l

l

1

1

1

1

2

**

**

*
2
1

i
iiii

i
iii

i
iii

i
ii

by

by

CL

ξηξη

ξεα

ξεα

ξξ

i

i

xw

xw

w

(11)

Through Lagrangian Theory, necessary conditions for α to
be a solution to the original optimization problem are:
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Substituting Eqs. (12-15) into Eq. (11) yields the optimization
problem in dual form:
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and so the linear regression in Eq. (8) becomes:
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Thus the training algorithm and the regression function f(x) can
be expressed in terms of the dot product xx ⋅i .

Transforming the optimization problem into dual form
yields two advantages.  First, the optimization problem is now a
quadratic programming problem with linear constraints and a
positive definite Hessian matrix, ensuring a unique global
optimum.  In addition, highly efficient and thoroughly tested
quadratic solvers exist.  Second, the input data only appears in
the dot product, and regardless of the dimension of the input
3 Copyright © 2003 by ASME
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vector this dot product always yields a matrix.  Effectively, the
computational complexity of high dimensional spaces is hidden
from the optimization problem and the regression function.

3.2. Nonlinear Regression using SVR
Another benefit of the dual form is that nonlinear function

approximations can be achieved by replacing the dot product of
input vectors with a nonlinear transformation on the input
vectors.  This transformation is referred to as the kernel
function and is represented by k(x,x'), where x and x' are each
input vectors.  Table 1 lists common kernel functions [20].
Importantly, the kernel function substitution maintains the
elegance of the optimization method for linear SVR.

Table 1 - Common Kernel Functions [20]

Linear xxxx, T ′=′)(k

Polynomial dk xxxx, ′⋅=′)(
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2

2

2
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σ
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Inhomogeneous
Polynomial ( )dck +′⋅=′ xxxx, )(

Applying the kernel function to the dot product of input
vectors, we obtain:
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Replacing the dot product in Eq. (18), the SVR approximation
becomes:

( ) bkf
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The kernel function k(xi,x) can be precomputed, and the results
are stored in the kernel matrix, K= ( )( )n

ji
k

1, =ji x,x .

In order to guarantee a unique optimal solution to the
quadratic optimization problem, this kernel matrix must be
positive definite.  The kernel functions presented in Table 1
yield positive definite kernel matrices [4].  Thus by using the
kernel matrix, nonlinear function approximations can be
achieved while maintaining the simplicity and computational
efficiency of linear SVR approximations.

Now that the theory behind SVR has been presented, we
can begin to investigates the application of SVR to engineering
analyses.  First, a simple one-dimensional example is presented
4
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next for illustration purposes, and then a testbed of more
realistic engineering problems is discussed in Section 4.

3.3. A Simple One-Dimensional Example
This section illustrates the application of SVR to a one-

dimensional example, which means that the length of each
input vector is only one.  The function to be approximated
comes from Su and Renaud [21] and is shown in Fig. 2.  The
five training points noted in the figure are used to fit the SVR.

Figure 2 – Eighth-Order Test Function [21]

The exact eighth-order function is given by:

∑
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−−=
9
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i

i
ii xaxf (21)

where:
a1 = -659.23, a2 = 190.22, a3 = -17.802, a4 = 0.82691,
a5 = -0.021885, a6 = 0.0003463, a7 = -3.2446 x 10-6,
a8 = 1.6606 x 10-8, a9 = -3.5757 x 10-11

The Matlab code developed by Steve Gunn was used to execute
the SVR algorithm [22].  Figure 3 shows a flowchart of the
implementation, which is discussed as follows.

As seen in Fig. 3, the kernel matrix is first calculated from
the training points.  Using the Gaussian kernel function
presented in Table 1 for each combination of input vectors, the
following kernel matrix is obtained:
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K

This matrix is used in the quadratic optimization problem
stated in Eq. (19).  The resulting solution yields all the variables
required to calculate the approximating function.  The vector of
differences of Lagrange multipliers is:
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Figure 3 - Flowchart of the SVR Algorithm

The difference of Lagrange multipliers is then used with
the training points to calculate the weight vector,
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ii αα , and the offset, b.  The offset b is

calculated using Karush-Kuhn-Tucker conditions (see Ref. [23]
for more details), and all of these variables are then substituted
into Eq. (20) to yield the SVR approximation, f(x).

The radius of the Gaussian kernel was manually optimized
to a value of 9.7 for the given training data.  This involved
continually updating the Gaussian radius and running the SVR
algorithm until the root mean square error (RMSE) was close to
minimum.  Figure 4 shows the SVR function approximation
compared to the actual function.  We can see a very close fit
between the SVR approximation and the actual function within
the range of the training data, but the fit starts to deteriorate
outside of this range as one might expect.
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Figure 4 - Fit of 1D Function by SVR

To assess the accuracy of these results, the three error
equations in Table 2 are calculated, where nerror is the number of
random test points used, yi is the actual function value and iŷ
is the predicted value from the function approximation method.
For comparison, the response surface and kriging models
constructed in Ref. [24] are included in this assessment.  The
resulting errors for SVR, second-order RS model and kriging
are listed in Table 3, based on 16 evenly spaced test points
between 920 and 945.  The SVR method has achieved the
lowest error measures in all three categories; hence, SVR
provides a very accurate approximation for this 1D example.

Table 2 - Error Measures for Accuracy Assessment
Name Equation

Max. Absolute Error (MAE) max. | ii yy ˆ− |,    i = 1, ..., nerror

Average Absolute Error
(AAE) ∑ =

−errorn
i ii

error
yy

n 1
ˆ1

Root Mean Square Error
(RMSE)

error

n
i ii

n

yyerror∑ =
−

1
2)ˆ(

Table 3 - Error Comparisons between Approximation
Methods for 1D Example

Error SVR RSM Kriging
MAE 2.044 3.134 2.507
AAE 0.4356 1.911 0.776

RMSE 0.8266 2.155 1.004

4. APPROXIMATION TESTBED AND COMPARISON
The testbed of engineering analyses used to benchmark

SVR against other approximation methods is listed in the
Appendix.  This testbed was initially created in Ref. [24] to
compare the predictive capability of kriging models.  The 22
functions to be approximated are derived from five engineering
problems typically used to test optimization algorithms: a two-
bar truss [25], a three-bar truss [25], a two-member frame [26],
a helical compression spring [27], and a welded beam [28].
Copyright © 2003 by ASME
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4.1. Training and Testing Procedure
The procedure used to train and test each approximation

technique is summarized as follows:
• Step 1 - Generate training data and test data
• Step 2 - Construct approximations using training data
• Step 3 - Compare the accuracy and robustness of each

approximation
Step 1 - Generate training data and test data: To minimize

interactions between metamodel type and the choice of
experimental design, six different sets of training data were
generated for each function using six different experimental
designs as listed in Table 4.  A review and detailed comparison
of these experimental designs can be found in Ref. [29].  The
number of training points generated for each problem (n1) is
also shown.  Since there are six sets of training data for each of
the 22 functions, a total of 6x22=132 function approximations
are constructed using each approximation technique.

Table 4 – Generation of Training Data and Test Data
# Training Points (n1)

Experimental Design Used to
Generate Training Data

2 Variable
Problems

3 Variable
Problems

4 Variable
Problems

Central Composite Design [12] 13 15 25
Inscribed CCD [12] 13 15 25
Hammersley Sampling [30] 13 15 25
Latin Hypercube Design [31] 13 15 25
Orthogonal Latin Hypercube [32] 13 15 25
Uniform Design [33] 13 15 25

# Test Points 1000 1500 2000

Additional test data is generated as shown in Table 4 using
a Latin Hypercube Design.  The number of test points is very
large to ensure a thorough analysis of the accuracy of the
resulting approximation throughout the performance space.

Step 2 - Construct approximations using training data:
Every training data set is submitted to each metamodeling
algorithm to generate a function approximation. For SVR,
Steve Gunn’s Support Vector Machine Matlab code [22] is
implemented as in the one-dimensional example (see Fig. 3).
For kriging, RSM, RBF and MARS, Fortran algorithms from
Ref. [24] were utilized.  Thus, five algorithms were employed
to test each of the five approximation techniques.

Step 3 - Compare the accuracy and robustness of each
approximation: Additional test data is used to test the accuracy
of the function approximation generated by each of the five
metamodeling techniques.  For a given function and a given
metamodel, the inputs of the test data are submitted to the
function approximation generated in Step 2.  The outputs are
the predicted values of the original function according to the
corresponding metamodeling technique.  The difference
between each predicted value, iŷ , and the actual function
value, yi, is calculated as the error for that test point.

As in the one-dimensional example, three error measures
are calculated to assess accuracy: (1) RMSE, (2) MAE, and (3)
AAE, see Table 2.  The RMSE gives an indication of how
accurate the approximation was overall, while the maximum
error can reveal the presence of regional areas of poor
approximation; however, due to the different magnitudes of the
22 test functions, these error statistics enable comparisons of
6
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algorithms only within each function.  It is desirable to compare
the effectiveness of each algorithm across all of the functions
so that conclusions can be drawn.  A common normalized
statistic is the correlation coefficient (R-squared); however, it is
only suited for linear approximations.  Although correlation
coefficients have been devised for non-linear approximations
(see Ref. [34]), they apply only to simple functions and not the
complex equations in the testbed.  Thus to enable comparisons
of SVR to the four other metamodeling techniques, the average
percentage differences in error values between each algorithm
and SVR is computed.  In this manner, the error in the SVR
approximations becomes the benchmark to which all other
metamodels are compared.  Positive percentage values imply
that the corresponding approximation had larger errors than
SVR, while negative values imply that the approximation had
smaller errors.

The robustness of an approximation method is indicated
by the variance between its error values across different sample
sets [2].  The capability to continually repeat a function
approximation with similar accuracies (i.e., similar errors)
increases the reliability of the results and the robustness of the
approximation method.  To test for robustness, SVR is again
used as a benchmark to examine the robustness of each
approximation technique, and the standard deviation is
computed to indicate robustness using the following steps:
1. For a given approximation technique, find the standard

deviation of each error (i.e., RMSE, MAE, AAE) across
the six different training sets for each function.

2. Normalize each standard deviation against the standard
deviation for SVR for the same function.  This normalized
standard deviation (Norm_Std_Dev) is calculated as:

Norm_Std_Dev = 
SVRfor  Dev. Std.

SVRfor  Dev. Std. TechniqueGiven for  Dev. Std. −

3. Average Norm_Std_Dev across all functions for a given
metamodel.

The normalized standard deviation reflects the variance in the
error for a given approximation technique, relative to SVR.  A
positive value indicates a greater variance than SVR and hence
lower robustness, while a negative value indicates a lower
variance than SVR and a more robust approximation method.

4.2. ANALYSIS OF RESULTS
4.2.1. Accuracy Results
Figure 5 shows the percentages by which average error

values were higher than the corresponding error value for SVR.
These percentage differences have been averaged over all 22
approximated functions. Except for the overall maximum error
for kriging, SVR has achieved lower average error values (i.e.,
RMSE, average error, and maximum error) compared to the
four other approximation techniques.  As previously mentioned,
lower overall RMSE values represent good global function
approximation across the performance space, while lower
overall maximum error values reflect the absence of poorly
approximated regions in the performance space.  Thus the
results imply that kriging models avoid areas of poor
approximation, but they do not perform as well globally as the
SVR approximations.  In general, SVR has outperformed the
four other approximation techniques, giving lower overall error
values.  Kriging achieved the next best overall performance,
followed by MARS, RSM, and finally RBF.  These trends are
Copyright © 2003 by ASME
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consistent with those observed in Ref. [24], but we note that
RBF has performed much better in other studies [2,14].  We are
still investigating why this has occurred.

Percentage Higher Overall Error Values than SVR
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RMSE 14.2 41.1 87.1 74.0

Max Error -36.7 28.3 74.2 44.9

Avg Error 16.6 34.4 89.3 77.9

Kriging MARS RBF RSM

Figure 5 - Comparisons of Errors Between
Metamodeling Techniques

4.2. Robustness Results
Figure 6 presents the normalized standard deviations of the

errors for each approximation technique, relative to SVR. All of
the relative standard deviations have positive values, indicating
large variance between error values for each technique, relative
to SVR.  Hence, the results indicate that SVR is the most robust
of the five approximation techniques, reinforcing the validity of
the error values obtained in Figure 5.  Kriging is the second
most robust method.  The variance between errors for RSM is
very large, when measured relative to SVR, indicating very
inconsistent performance.  This could be reflective of the fact
that RSM is most suitable for linear approximations only,
performing well in these cases and poorly in nonlinear cases.
The relatively high robustness of SVR was followed by kriging,
MARS, RBF, and finally RSM.

Percentage Higher Overall Standard Deviation of Error Values than SVR
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Figure 6 - Comparisons of Standard Deviations of
Errors between Metamodels
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5. CONCLUSIONS AND FUTURE WORK
In conclusion, the theory behind SVR has been presented

and shown to possess the desirable qualities of mathematical
and algorithmic elegance and producing an actual
approximating function as opposed to a trained “black box”.  In
comparison to four common approximating techniques, SVR
had the best overall performance for the testbed of 22
engineering analysis functions.  Only kriging out-performed
SVR in the category of average lowest maximum error.  The
strong performance of the SVR approximations was reinforced
through relatively small variances between error values,
indicating that SVR also yields a more robust approximation.

The SVR implementation employed produced successful
results; however, better results using SVR are anticipated
through increased attention to the SVR algorithm itself and the
model parameters selected.  The Matlab algorithm with which
the SVR results were obtained is not as efficient as other
available algorithms, but it could easily be manipulated.  Other
SVM and SVR algorithms exist, such as SVMlight and
mySVM <http://www-ai.cs.uni-dortmund.de/>, which are
available in C and are more efficient than the relatively slower
Matlab implementation; however, users are limited in the
amount of “tweeking” they can do.  A better solution would be
to code an entire SVR algorithm in C, employing a
commercially available quadratic solver such as LOQO [35].

In addition, the SVR implemented in our experiments
consistently used a Gaussian kernel function and a constant
precision value, ε.  Optimizing these parameters during training
will improve results in most cases.  For example, data
suspected to be polynomial will probably be modeled more
accurately with the use of a polynomial kernel function instead
of a Gaussian one; however, the optimal choice for the kernel
function is still an area of active research.  Theoretically, any
symmetric function that results in a positive definite kernel
matrix can be used.  The radius of the Gaussian kernel function
was also manually optimized in this study for each function.
Adopting a method to automatically optimize this radius (such
as the simulated annealing algorithm in kriging [16]) could
further improve the results.
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APPENDIX: APPROXIMATION TESTBED FOR COMPARING METAMODELING TECHNIQUES
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