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Abstract  In this paper a generalist predator prey system is modeled as a two dimensional coupled differential system. We 
identified three vital parameters 𝛼𝛼 stands for the maximum uptake rate of the generalist predator, 𝜃𝜃 stands for half satura-
tion value and 𝜂𝜂 such that 𝜇𝜇/𝜂𝜂 is the conversion efficiency of the generalist predator where 𝜇𝜇 is the intrinsic growth rate 
of the predator. Using these parameters a novel way to divide the parameter space based on the number of interior equilib-
rium solutions admitted by the system has been presented. We investigate the considered model is reach in dynamics and 
identified various bifurcations that are experienced by the considered system from the parameter space. These are Sad-
dle-Node bifurcation, Trans-Critical bifurcation and pitchfork bifurcation. In this study we offer mathematical proof for the 
incidence of these bifurcations that take place in the considered dynamical system as the parameters move between the re-
gions presented in the parameter space. 
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1. Introduction 
A bifurcation is a qualitative change in the behaviour of 

solutions as one or more parameters are varied. The para-
metric values at which these changes occur are called bi-
furcation points. If the qualitative change occurs in a 
neighbourhood of a fixed point or periodic solution, it is 
called a local bifurcation. Any other qualitative change that 
occurs is considered as a global bifurcation[1]. 

The model that is considered in this study was recently 
studied by[8]. This was examined to study and derive control 
strategies pertaining to the invasion of leaf mining micro 
lepidopteron attacking horse chest nut trees in Europe. By 
choosing specific parameters the authors used graphical 
analysis to identify the existence of multiple equilibria. 
Numerical simulations corresponding to a special choice of 
parameters was closely studied to illustrate the involvement 
of Hopf bifurcation with unstable limit cycle and Homoclinic 
bifurcation. But they did not give specific analytical proof 
and specific identification for the system also experienced 
Saddle -Node, Trans-Critical and Pitch fork bifurcations. 
Therefore the work presented in this work extends the study 
made in[8] by identifying the parameter space for bifurcation 
diagrams (figures 1-3) and proved analytically their exis-
tence.  

In this paper we investigate the local bifurcations 
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involving the system dynamics. We find that the considered 
system is very rich in dynamics and involves several inter-
esting bifurcations. A comprehensive analytical bifurcation 
analysis presented on the local bifurcations: Saddle Node, 
Trans- critical and Pitchfork bifurcations. Along with the 
local bifurcations the author also investigated the Bogda-
nov- Takens (codimension 2) and global bifurcations in 
which the detail analysis is in progress. 

Division of the parameter space as shown in figures 3, 4 
and 5 with respective parameter values η = 1, η > 1 and η < 
1 are the fundamental bifurcation diagrams of this study.  

In the next section we present the basic concepts, the 
model, steady state solutions and division of parameter 
space in the system dynamics. In section three, the central 
part of this study: the bifurcation analysis is analysed. Con-
clusions are presented in section four. 

2. The Model, Steady State Solutions 
and Division of Parameter Space 

2.1. The Model 

Let X and Y represent the density of Prey and Generalist 
Predator respectively with the assumption that each species 
grow logistically in the absence of the other. Further we 
assume that the predator’s functional response is of Holling 
type II and hence the dynamics of the considered system is  

   𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝑎𝑎𝑑𝑑 �1 − 𝑑𝑑

𝐾𝐾1
� −  𝑏𝑏𝑑𝑑𝑏𝑏

𝑐𝑐+𝑑𝑑
            (1) 

𝑑𝑑𝑏𝑏

𝑑𝑑𝑑𝑑
= 𝑑𝑑𝑏𝑏 �1 − 𝑏𝑏

𝐾𝐾2
� +  𝑒𝑒𝑑𝑑𝑏𝑏

𝑐𝑐+𝑑𝑑
            (2) 
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The constants a (d), k1 (k2) are the intrinsic growth rate and 
carrying capacity of prey (predator). b, c stands for maxi-
mum uptake rate and half saturation value of the predator and 
e = δb (0 < δ < 1) where δ is the conversion efficiency. From 
the above model we clearly observe that the predator can 
survive in the absence of the prey and the per capita growth 
rate of the predator is enhanced by 𝒆𝒆𝒆𝒆

𝒄𝒄+𝒆𝒆
 in the presence of 

prey. To reduce the number of parameters we 
non-dimensionalise the considered model (1, 2) and 
obtain the following: 

  𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝑓𝑓(𝑑𝑑)(𝑔𝑔(𝑑𝑑) − 𝑦𝑦)            (3) 

 𝑑𝑑𝑦𝑦
𝑑𝑑𝑑𝑑

= µ𝑦𝑦(ℎ(𝑑𝑑) − 𝑦𝑦)              (4) 
Where  

𝑓𝑓(𝑑𝑑) = 𝛼𝛼𝑑𝑑
𝜃𝜃+𝑑𝑑

) ;   𝑔𝑔(𝑑𝑑) = (1−𝑑𝑑)(𝜃𝜃+𝑑𝑑)
𝛼𝛼

  
 ℎ(𝑑𝑑) = 1 + 𝛼𝛼𝑑𝑑

𝜂𝜂(𝜃𝜃+𝑑𝑑)
                   (5) 

With 𝑑𝑑 = 𝑑𝑑
𝑘𝑘1

,𝑦𝑦 = 𝑏𝑏
𝑘𝑘1

, 𝑑𝑑 = 𝛼𝛼𝛼𝛼,𝛼𝛼 = 𝑏𝑏𝑘𝑘2
𝑎𝑎𝑘𝑘1

, µ = 𝑑𝑑
𝑎𝑎

, 

 𝜂𝜂 = µ𝑘𝑘2
𝛿𝛿𝑘𝑘1

,𝜃𝜃 = 𝑐𝑐
𝑘𝑘1

.  

2.2. Nature of Steady State Solutions 

In this section we study the existence of equilibrium so-
lutions of (3, 4) and study their nature through linear analy-
sis. Clearly the system admits (0, 0) as trivial equilibrium 
and (1, 0), (0, 1) to be its axial equilibrium points. The inte-
rior equilibrium points are the intersection points of the 
isoclines 𝐲𝐲 = 𝐠𝐠(𝐱𝐱)  and 𝐲𝐲 = 𝐡𝐡(𝐱𝐱) in the interior of the 
positive quadrant. Following the standard linear analysis it 
is easy to observe that (0, 0) and (1, 0) are unstable node 
and saddle point respectively. We observe that the nature of 
(0, 1) depends on the values of the parameters α and θ. If θ / 
α ≤ 1 then (0, 1) is stable and it becomes a saddle if θ / α > 1. 
In the latter case (0, 1) is unstable in the x-direction and 
stable in the y-direction. Thus we have the equilibria (0, 0), 
(1, 0) to be always hyperbolic. Where as (0, 1) is hyperbolic 
when α ≠ θ and it turns to non hyperbolic when α equals θ. 
Analysing the Jacobian of the system (3, 4) at its interior 
equilibrium point (𝒙𝒙∗ ,𝒚𝒚∗) gives the associated characteristic 
equation to be 

𝝀𝝀𝟐𝟐 + [µ𝒚𝒚∗ − 𝒇𝒇(𝒙𝒙∗)𝒈𝒈′(𝒙𝒙∗)]𝝀𝝀 + µ𝒚𝒚∗𝒇𝒇(𝒙𝒙∗)[𝒉𝒉′(𝒙𝒙∗) −
 𝒈𝒈′𝒙𝒙∗=𝟎𝟎  

To understand the nature of an interior equilibrium solu-
tion of the system (3, 4) we need to study the signs of the 
trace µ𝒚𝒚∗ − 𝒇𝒇(𝒙𝒙∗)𝒈𝒈′(𝒙𝒙∗) and the determinant µ𝒚𝒚∗𝒇𝒇(𝒙𝒙∗)[𝒉𝒉′(𝒙𝒙∗) −
 𝒈𝒈′𝒙𝒙∗ which are respectively the sum and product of the 
Eigen values of the considered Jacobian matrix[2]. 

2.3. Division of Parameter Space 

From the qualitative behaviour of the isoclines of the 
system (3, 4) we can observe that there is a possibility for 
the system to admit multiple interior equilibrium solutions. 
The number of interior equilibrium solutions admitted by 
the considered system (3, 4) and its dependence on the in-
volved parameters can be best understood by analysing the 
following cubic equation 

𝐏𝐏(𝐱𝐱) = 𝐱𝐱𝟑𝟑 + (𝟐𝟐𝟐𝟐 − 𝟏𝟏)𝐱𝐱𝟐𝟐 + �𝟐𝟐(𝟐𝟐 − 𝟐𝟐) + 𝛂𝛂�𝟏𝟏 + 𝛂𝛂
𝛈𝛈
�� 𝐱𝐱  

+𝟐𝟐(𝛂𝛂 − 𝟐𝟐) = 𝟎𝟎                        (6) 
This is obtained by equating the functions g(x) and h(x) 

(5). If x is a positive root of (5) then either (x, g(x)) or (x, 
h(x)) gives an interior equilibrium point of the system (3, 4). 
Thus the number of positive roots of (5) corresponds to the 
number of interior equilibrium solutions admitted by the 
system (3, 4). Hence from this cubic polynomial equation 
we observe that the system (3, 4) admits a maximum of 
three interior equilibria in the first quadrant of the phase 
space. The discriminant of the cubic polynomial equation (6) 
is  
𝛥𝛥𝛥𝛥 = 𝜃𝜃2(𝛼𝛼 − 𝜃𝜃)2 − 2

3
𝜃𝜃(𝛼𝛼 − 𝜃𝜃)(2𝜃𝜃 − 1) �𝜃𝜃(𝜃𝜃 − 2) + 𝛼𝛼 �1 + 𝛼𝛼

𝜃𝜃
��  

+ 4
27
𝜃𝜃(𝛼𝛼 − 𝜃𝜃)(2𝜃𝜃 − 1)3 − 1

27
(2𝜃𝜃 − 1)2 �𝜃𝜃(𝜃𝜃 − 2) + 𝛼𝛼 �1 + 𝛼𝛼

𝜃𝜃
��

2
  

+ 4
27

[𝜃𝜃(𝜃𝜃 − 2) + 𝛼𝛼 �1 + 𝛼𝛼
𝜃𝜃
�]3.        (7) 

The sign of 𝛥𝛥𝛥𝛥 determines the number of real roots ad-
mitted by (6). If 𝛥𝛥𝛥𝛥 is either < 0, = 0 or > 0 then 𝛥𝛥(𝑑𝑑) = 0 
admits three distinct real roots, three real roots with one of 
them repeated twice or three roots with one of them real 
respectively[6]. For a chosen set of parameters α, θ and η 
sign of the discriminant along with the signs of the coeffi-
cients of the equation 𝛥𝛥(𝑑𝑑) yield further information on the 
roots of the equation (6). For the sake of simplicity let us 
denote the constant term in (6) by  

𝐶𝐶0(𝜃𝜃,𝛼𝛼) = 𝜃𝜃(𝜃𝜃 − 𝛼𝛼)                 (8) 
This represents the product of the roots of (6). Analyzing 

the curves 𝛥𝛥𝛥𝛥 = 0 and 𝐶𝐶0(𝜃𝜃,𝛼𝛼) = 0 it can be verified that 
𝐶𝐶0(𝜃𝜃,𝛼𝛼) = 0  is tangential to 𝛥𝛥𝛥𝛥 = 0  at ( 1

(1+1
𝜂𝜂)

, 1

(1+1
𝜂𝜂)

) 

which is denoted by c and these two curves intersect at 
(�𝜂𝜂/2,�𝜂𝜂/2) denoted by e (figures 2 and 3). From these 
figures we observe that there is another significant point 
lying on the curve 𝛥𝛥𝛥𝛥 = 0 denoted by f at which the curve 
takes a sharp turn. It is further observed that this point f also 
satisfies the equations 
𝐾𝐾1 = (2𝜃𝜃 − 1) �𝜃𝜃(𝜃𝜃 − 2) + 𝛼𝛼 �1 + 𝛼𝛼

𝜃𝜃
��+ 9𝜃𝜃(𝜃𝜃 − 𝛼𝛼) = 0   (9) 

𝐾𝐾2 =  (2𝜃𝜃 − 1) 2 + 3 �𝜃𝜃(𝜃𝜃 − 2) + 𝛼𝛼 �1 + 𝛼𝛼
𝜃𝜃
�� = 0   (10) 

Implying that the equation (6) admits a triple root at f[6]. 
It is interesting to note that the points c and e merge in f 
when  𝜼𝜼 = 𝟏𝟏. It can be observed that, depending on the 
value of the parameter  (𝜼𝜼 = 𝟏𝟏,𝜼𝜼 > 1 𝑜𝑜𝑜𝑜 𝜂𝜂 < 1), the equa-
tions 𝜟𝜟𝜟𝜟 = 𝟎𝟎 and 𝑪𝑪𝟎𝟎(𝜽𝜽,𝜶𝜶) = 𝟎𝟎 divide the positive quad-
rant of the (𝜽𝜽,𝜶𝜶) space into several significant regions as 
given below. 

If 𝜼𝜼 = 𝟏𝟏 the positive quadrant of the (𝜽𝜽,𝜶𝜶) space is 
divided into four regions (Figure 1) given by 

Region I = {(𝜽𝜽,𝜶𝜶)/  𝜶𝜶 ≥ 𝜽𝜽 𝒂𝒂𝒂𝒂𝒂𝒂 𝜟𝜟𝜟𝜟 ≤ 𝟎𝟎}  
Region II = {(𝜽𝜽,𝜶𝜶)/  𝜶𝜶 ≤ 𝜽𝜽 𝒂𝒂𝒂𝒂𝒂𝒂 𝜟𝜟𝜟𝜟 ≤ 𝟎𝟎}  
Region III = {(𝜽𝜽,𝜶𝜶) / 𝜶𝜶 < 𝜃𝜃 𝑎𝑎𝑎𝑎𝑑𝑑 𝛥𝛥𝛥𝛥 > 0}  
Region IV = {(𝜽𝜽,𝜶𝜶)/  𝜶𝜶 > 𝜃𝜃 𝑎𝑎𝑎𝑎𝑑𝑑 𝛥𝛥𝛥𝛥 > 0}  
If 𝜂𝜂 > 1 then region I is further divided into  
Region Ia = {(𝜃𝜃,𝛼𝛼) ∶  𝜃𝜃 ≤ 1

1+1
𝜂𝜂

, ,𝛼𝛼 ≥ 𝜃𝜃,𝛥𝛥𝛥𝛥 ≤ 0 }  

Region Ib = {(𝜃𝜃,𝛼𝛼) ∶  𝜃𝜃 > 1

1+1
𝜂𝜂

, ,𝛼𝛼 ≥ 𝜃𝜃,𝛥𝛥𝛥𝛥 ≤ 0 }  
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And regions II, III and IV remain as in the case  
𝜂𝜂 = 1. (Figure 2) 

 
Figure 1.  this figure represents division of the parameter space for 𝜂𝜂 = 1. 
The regions bounded by 𝒄𝒄𝟎𝟎(𝜽𝜽,𝜶𝜶) = 𝟎𝟎 and 𝜟𝜟𝜟𝜟 = 𝟎𝟎 enclosed by {a,b,c} 
and {a,c,d} represent regions I and II respectively. Regions lying below 
(above) the line 𝒄𝒄𝟎𝟎(𝜽𝜽,𝜶𝜶) = 𝟎𝟎 is Region III(IV). The system admits two 
interior equilibrium points in the region I, one interior equilibrium point in 
Regions II & III and no interior equilibrium point in region IV 

 
Figure 2.  this figure represents division of the parameter space for 𝜂𝜂 > 1. 
The regions bounded by 𝒄𝒄𝟎𝟎(𝜽𝜽,𝜶𝜶) = 𝟎𝟎 and 𝜟𝜟𝜟𝜟 = 𝟎𝟎 enclosed by {a,b,c}, 
{c,f,e} and {a,d,e} represents regions Ia, Ib and II respectively. Region lying 
below (above) the line 𝒄𝒄𝟎𝟎(𝜽𝜽,𝜶𝜶) = 𝟎𝟎 is region III(Iv) for 𝜼𝜼 = 𝟗𝟗 (a repre-
sentative for 𝜂𝜂 > 1). The system admits two interior equilibrium points in the 
region Ia, one interior equilibrium point in regions II & III and no interior 
equilibrium point in regions Ib & IV 

On the other hand if 0 < 𝜂𝜂 < 1 then region II is divided 
into 

Region IIa = {(𝜃𝜃,𝛼𝛼) ∶  𝜃𝜃 ≤ 1

1+1
𝜂𝜂

,𝛼𝛼 ≤ 𝜃𝜃,𝛥𝛥𝛥𝛥 ≤ 0 } 
Region IIb = {(𝜃𝜃,𝛼𝛼) ∶  𝜃𝜃 > 1

1+1
𝜂𝜂

, ,𝛼𝛼 ≤ 𝜃𝜃,𝛥𝛥𝛥𝛥 ≤ 0 } 
And the regions II, III and IV remain as in the case 𝜂𝜂 = 1. 

(Figure 3) 

 
Figure 3.  this figure represents division of the parameter space for 0< 𝜂𝜂 < 1. 
The regions bounded by 𝒄𝒄𝟎𝟎(𝜽𝜽,𝜶𝜶) = 𝟎𝟎 and 𝜟𝜟𝜟𝜟 = 𝟎𝟎 enclosed by {a,b,e}, 
{a,c,d} and {c,e,f} represents regions I, IIa and IIb respectively. Region 
lying below (above) the line 𝒄𝒄𝟎𝟎(𝜽𝜽,𝜶𝜶) = 𝟎𝟎 is region III(Iv) for 𝜼𝜼 = 𝟎𝟎.𝟏𝟏(a 
representative for 0 < 𝜂𝜂 < 1). The system admits three interior equilibrium 
points in the region IIb, two interior equilibrium points in region I and no 
interior equilibrium point in regions IV 

From the nature of the boundary equilibrium solutions we 
observe that (0, 1) changes its stability nature as the pa-
rameter cross the curve 𝑐𝑐0(𝜃𝜃,𝛼𝛼) = 0 indicating occurrence 
of bifurcation along the curve𝐶𝐶0(𝜃𝜃,𝛼𝛼) = 0. Similarly we also 
observe change in the number of equilibrium solutions of the 
system as the parameter cross the discriminant curve 
𝛥𝛥𝛥𝛥 = 0 presenting another incidence of bifurcation. This 
curve also contains three significant points’ c, e and f. In the 
next section we study the significance of these curves and the 
importance of the points mentioned above.  

3. Bifurcation Analysis 
Division of the parameter space as shown in figures 1, 2 

and 3enables us to recognize some basic bifurcations asso-
ciated with the system as the parameters move from one 
region to another. The following discussion highlights the 
significance of various segments and points that are pre-
sented in the above figures and we present the local bifurca-
tions occurring in the considered system. 
Theorem1. (Saddle-Node Bifurcation)  

Let (𝑑𝑑,𝑦𝑦) = (𝑑𝑑(𝛼𝛼,𝜃𝜃, 𝜂𝜂),𝑦𝑦(𝛼𝛼,𝜃𝜃, 𝜂𝜂)) be an interior equi-
librium point of the system (3, 4). If the parameters α, 𝜃𝜃, and 
𝜂𝜂 corresponding to this equilibrium satisfy 𝛥𝛥𝛥𝛥 = 0 
and −𝜇𝜇𝑦𝑦 + 𝑑𝑑(1−2𝜃𝜃−2𝑑𝑑)

𝜃𝜃+𝑑𝑑
≠ 0, then the system experiences a 

saddle-Node bifurcation except when  
(𝑑𝑑,𝑦𝑦) = �1−2𝜃𝜃

3
, 1 + 𝛼𝛼(1−2𝜃𝜃)

𝜂𝜂(𝜃𝜃+1)
�  

Proof: let’s represent the dynamical system (3, 4) by a 
vector form given by  
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𝑓𝑓(𝑑𝑑,𝑦𝑦;𝛼𝛼) = �
(1−𝑑𝑑)(𝜃𝜃+𝑑𝑑)

𝛼𝛼
− 𝑦𝑦

1 + 𝛼𝛼𝑑𝑑
𝜂𝜂(𝜃𝜃+𝑑𝑑)

− 𝑦𝑦
�        (11) 

Let (x, y) = (x(α, θ, η), y(α, θ, η))  be an interior equi-
librium point of the system (3, 4). Clearly we have 
x(α, θ, η, ) ∈ (0, 1)  to be a root of ℎ(𝑑𝑑) − 𝑔𝑔(𝑑𝑑) = 0  i.e. 
𝛥𝛥(𝑑𝑑) = 0  and also y(α, θ, η)) > 1  (due to monotonicity 
property of the y isocline). Since a saddle node bifurcation 
takes place at an equilibrium point (𝑑𝑑∗,𝑦𝑦∗) if the Jacobian 
matrix 𝐽𝐽(𝑑𝑑∗,𝑦𝑦∗) of the given system at the equilibrium point 
(𝑑𝑑∗,𝑦𝑦∗) has simple zero Eigen value, therefore, first we find 
conditions under which the Jacobian matrix 𝐽𝐽(𝑑𝑑∗,𝑦𝑦∗) has 
simple zero Eigen value. These conditions are both the de-
terminant denoted by 𝐷𝐷𝑒𝑒𝑑𝑑𝐽𝐽(𝑑𝑑∗,𝑦𝑦∗)  and trace denoted by 
𝛼𝛼𝑜𝑜𝐽𝐽(𝑑𝑑∗,𝑦𝑦∗) of the Jacobian matrix 𝐽𝐽(𝑑𝑑∗,𝑦𝑦∗) is zero[4]. The 
Jacobian matrix at an interior point (x(α, θ, η), y(α, θ, η)) of 
the system (3, 4) is given by 

𝐽𝐽(𝑑𝑑,𝑦𝑦) = �
𝑑𝑑(1−𝜃𝜃−2𝑑𝑑)

𝜃𝜃+𝑑𝑑
− 𝛼𝛼𝑑𝑑

𝜃𝜃+𝑑𝑑
𝜇𝜇𝛼𝛼𝜃𝜃𝑦𝑦

𝜂𝜂(𝜃𝜃+𝑑𝑑)2 −𝜇𝜇𝑦𝑦
�        (12) 

We have  
𝐷𝐷𝑒𝑒𝑑𝑑𝐽𝐽(𝑑𝑑,𝑦𝑦) = −𝜇𝜇𝑦𝑦𝑑𝑑 (1−𝜃𝜃−2𝑑𝑑)

𝜃𝜃+𝑑𝑑
+ 𝛼𝛼2𝜇𝜇𝜃𝜃𝑑𝑑𝑦𝑦

𝜂𝜂(𝜃𝜃+𝑑𝑑)3      (13) 
Thus 𝐷𝐷𝑒𝑒𝑑𝑑𝐽𝐽(𝑑𝑑,𝑦𝑦) = 0 implies that 

1 − 𝜃𝜃 − 2𝑑𝑑 = 𝛼𝛼2𝜃𝜃
𝜂𝜂(𝜃𝜃+𝑑𝑑)2             (14) 

And we have assumed that −𝜇𝜇𝑦𝑦 + 𝑑𝑑(1−2𝜃𝜃−2𝑑𝑑)
𝜃𝜃+𝑑𝑑

≠ 0 which 
is the sum of the Eigen values of the Jacobian matrix (12). 
Therefore condition (14) ensures that the Jacobian matrix 
𝐽𝐽(𝑑𝑑,𝑦𝑦) has simple zero Eigen value. Observe that the con-
dition (14) is nothing but the equation  
ℎ′(𝑑𝑑) − 𝑔𝑔′(𝑑𝑑) = 0. Thus if an interior equilibrium (𝑑𝑑,𝑦𝑦) 

of the system (3, 4) satisfies (14) then its x component is a 
double root of 𝛥𝛥(𝑑𝑑) = 0. In which case, the corresponding 
parameter values α, 𝜃𝜃, and 𝜂𝜂 of x satisfy the discriminant 
equation 𝛥𝛥𝛥𝛥 = 0  (6). We shall use the Sotomayor theo-
rem[3] to establish the existence of Saddle-Node bifurcation. 
Below we shall compute all the terms that are necessary to 
verify the Sotomayor theorem. Under the assumption (14) 
the Jacobian matrix 𝐽𝐽(𝑑𝑑,𝑦𝑦) takes the form 

𝐽𝐽(𝑑𝑑,𝑦𝑦) = �
𝛼𝛼2𝜃𝜃𝑑𝑑

𝜂𝜂(𝜃𝜃+𝑑𝑑)3 − 𝛼𝛼𝑑𝑑
𝜃𝜃+𝑑𝑑

𝜇𝜇𝛼𝛼𝜃𝜃𝑦𝑦
𝜂𝜂(𝜃𝜃+𝑑𝑑)2 −𝜇𝜇𝑦𝑦

�  

Let (𝑑𝑑,𝑦𝑦) = (𝑑𝑑(𝛼𝛼,𝜃𝜃, 𝜂𝜂),𝑦𝑦(𝛼𝛼,𝜃𝜃, 𝜂𝜂)) be a non hyperbolic 
interior equilibrium point of (3, 4). Taking the scalar 𝛼𝛼 as a 
bifurcation parameter and solving for 𝛼𝛼 from the prey and 
predator zero growth isoclines (3, 4), we have  

𝛼𝛼 = (1−𝑑𝑑)(𝜃𝜃+𝑑𝑑)
𝑦𝑦

= 𝜂𝜂(𝜃𝜃+𝑑𝑑)(𝑦𝑦−1)
𝑑𝑑

.       (15) 
Denoting 𝐽𝐽�𝑑𝑑(𝛼𝛼,𝜃𝜃, 𝜂𝜂),𝑦𝑦(𝛼𝛼,𝜃𝜃, 𝜂𝜂)�  by 𝐴𝐴(𝑑𝑑,𝑦𝑦 ;𝛼𝛼)  and 

using (15) we obtain 

𝐴𝐴(𝑑𝑑,𝑦𝑦 ;𝛼𝛼) = �
𝜂𝜂𝜃𝜃 (𝑦𝑦−1)2

𝑑𝑑(𝜃𝜃+𝑑𝑑)
−𝜂𝜂(𝑦𝑦 − 1)

𝜇𝜇𝜃𝜃𝑦𝑦 (𝑦𝑦−1)
𝑑𝑑(𝜃𝜃+𝑑𝑑)

−𝜇𝜇𝑦𝑦
�     (16) 

Let 𝑉𝑉 = 𝑉𝑉(𝑑𝑑,𝑦𝑦 ;𝛼𝛼) = �𝑣𝑣1,𝑣𝑣2�
𝛼𝛼
 

Be an Eigen vector of 𝐴𝐴(𝑑𝑑,𝑦𝑦 ;𝛼𝛼) corresponding to the 

Eigen value 𝜆𝜆 = 0. Thus 𝑣𝑣1  and 𝑣𝑣2  satisfy the simultane-
ous equations 

𝜂𝜂𝜃𝜃(𝑦𝑦−1)2

𝑑𝑑(𝜃𝜃+𝑑𝑑)
𝑣𝑣1 − 𝜂𝜂(𝑦𝑦 − 1)𝑣𝑣2 = 0          (17) 

𝜇𝜇𝜃𝜃𝑦𝑦 (𝑦𝑦−1)
𝑑𝑑(𝜃𝜃+𝑑𝑑)

𝑣𝑣1 − 𝜇𝜇𝑦𝑦𝑣𝑣2   = 0           (18) 
After performing standard computation of the Eigen vec-

tors and choosing an arbitrary Eigen vector 𝑣𝑣2 = 1 we ob-
tain 

  𝑉𝑉 = �
𝑑𝑑(𝜃𝜃+𝑑𝑑)
𝜃𝜃(𝑦𝑦−1)

1
�                 (19) 

Now let 𝑊𝑊 = 𝑊𝑊(𝑑𝑑,𝑦𝑦 ;𝛼𝛼) = (𝑤𝑤1,𝑤𝑤2)𝛼𝛼  be an Eigen 
vector of  

  𝐴𝐴𝛼𝛼(𝑑𝑑,𝑦𝑦 ;𝛼𝛼) = �
𝜂𝜂𝜃𝜃 (𝑦𝑦−1)2

𝑑𝑑(𝜃𝜃+𝑑𝑑)
𝜇𝜇𝜃𝜃𝑦𝑦 (𝑦𝑦−1)
𝑑𝑑(𝜃𝜃+𝑑𝑑)

−𝜂𝜂(𝑦𝑦 − 1) −𝜇𝜇𝑦𝑦
�        (20) 

Corresponding to the Eigen value𝜆𝜆 = 0, thus using similar 
computation of the Eigen vector 𝑊𝑊 and choosing an arbi-
trary vector 𝑤𝑤2 = 1 we obtain 

  𝑊𝑊 = �−
𝜇𝜇𝑦𝑦

𝜂𝜂(𝑦𝑦−1)
1

�        (21) 

Of the matrix   𝐴𝐴𝛼𝛼(𝑑𝑑, 𝑦𝑦 ; 𝛼𝛼) corresponding to the Eigen 
value 𝜆𝜆 = 0. Differentiating the vector function 𝑓𝑓(𝑑𝑑,𝑦𝑦 ;𝛼𝛼) 
(11) with respect to the bifurcation parameter α we obtain 

𝑓𝑓𝛼𝛼(𝑑𝑑, 𝑦𝑦 ; 𝛼𝛼) = �
− 𝑑𝑑𝑦𝑦

𝜃𝜃+𝑑𝑑
𝜇𝜇𝑑𝑑𝑦𝑦

𝜂𝜂(𝜃𝜃+𝑑𝑑)

�  

Hence we have  

𝑊𝑊𝛼𝛼𝑓𝑓𝛼𝛼(𝑑𝑑, 𝑦𝑦 ; 𝛼𝛼) = �−
𝜇𝜇𝑦𝑦

𝜂𝜂(𝑦𝑦−1) 1��
− 𝑑𝑑𝑦𝑦

𝜃𝜃+𝑑𝑑
𝜇𝜇𝑑𝑑𝑦𝑦

𝜂𝜂(𝜃𝜃+𝑑𝑑)
�  

 = 𝜇𝜇𝑑𝑑𝑦𝑦
𝜂𝜂

( 𝑦𝑦
𝑦𝑦−1

+ 1)              (22) 
Since y is always greater than unity (monotonocity of 

predator zero growth isocline) 𝑊𝑊𝛼𝛼𝑓𝑓𝛼𝛼 (𝑑𝑑,𝑦𝑦 ;𝛼𝛼)  is always 
positive. Now we examine the nature of the expression 
𝑊𝑊𝛼𝛼[𝐷𝐷2𝑓𝑓𝛼𝛼(𝑑𝑑,𝑦𝑦 ;𝛼𝛼)(𝑉𝑉,𝑉𝑉)]  where 𝑉𝑉 = �𝑣𝑣1,𝑣𝑣2�  is an Eigen 
vector (19). The expression 𝐷𝐷2𝑓𝑓𝛼𝛼(𝑑𝑑,𝑦𝑦 ;𝛼𝛼)(𝑉𝑉,𝑉𝑉) is defined 
in[3,7] by 

𝐷𝐷2𝑓𝑓𝛼𝛼(𝑑𝑑, 𝑦𝑦 ; 𝛼𝛼)(𝑉𝑉,𝑉𝑉)  

= 𝜕𝜕2𝑓𝑓(𝑑𝑑 ,𝑦𝑦  ;𝛼𝛼)
𝜕𝜕𝑑𝑑2 𝑣𝑣1𝑣𝑣1 + 𝜕𝜕2𝑓𝑓(𝑑𝑑 ,𝑦𝑦  ;𝛼𝛼)

𝜕𝜕𝑑𝑑𝜕𝜕𝑦𝑦
𝑣𝑣1𝑣𝑣2  

+ 𝜕𝜕2𝑓𝑓(𝑑𝑑 ,𝑦𝑦  ;𝛼𝛼)
𝜕𝜕𝑦𝑦𝜕𝜕𝑑𝑑

𝑣𝑣2𝑣𝑣1 + 𝜕𝜕2𝑓𝑓(𝑑𝑑 ,𝑦𝑦  ;𝛼𝛼)
𝜕𝜕𝑦𝑦2 𝑣𝑣2𝑣𝑣2          (23) 

Competing each term of the right hand side of (23) we 
obtain 

𝐷𝐷2𝑓𝑓𝛼𝛼(𝑑𝑑, 𝑦𝑦 ; 𝛼𝛼)(𝑉𝑉,𝑉𝑉)  

= �
−2 + 2𝛼𝛼𝜃𝜃𝑦𝑦

(𝜃𝜃+𝑑𝑑)3

− 2𝛼𝛼µ𝜃𝜃𝑦𝑦
𝜂𝜂(𝜃𝜃+𝑑𝑑)3

� 𝑑𝑑2(𝜃𝜃+𝑑𝑑)2

𝜃𝜃2(𝑦𝑦−1)2 + �
− 𝛼𝛼𝜃𝜃

(𝜃𝜃+𝑑𝑑)2

𝛼𝛼µ𝜃𝜃
𝜂𝜂(𝜃𝜃+𝑑𝑑)2

� 𝑑𝑑(𝜃𝜃+𝑑𝑑)
𝜃𝜃(𝑏𝑏−1)

  

+�
− 𝛼𝛼𝜃𝜃

(𝜃𝜃+𝑑𝑑)2

𝛼𝛼µ𝜃𝜃
𝜂𝜂(𝜃𝜃+𝑑𝑑)2

� 𝑑𝑑(𝜃𝜃+𝑑𝑑)
𝜃𝜃(𝑦𝑦−1)

+ � 0
−2µ�  

= �
− 2𝑑𝑑2(𝜃𝜃+𝑑𝑑)2

𝜃𝜃2(𝑦𝑦−1)2 + 2𝛼𝛼𝑦𝑦 𝑑𝑑2

𝜃𝜃(𝜃𝜃+𝑑𝑑)(𝑦𝑦−1)2 
− 2𝛼𝛼𝑑𝑑

(𝜃𝜃+𝑑𝑑)(𝑦𝑦−1)

− 2𝛼𝛼µ𝑑𝑑2𝑦𝑦
𝜂𝜂𝜃𝜃 (𝜃𝜃+𝑑𝑑)(𝑦𝑦−1)2 + 2𝛼𝛼µ𝑑𝑑

𝜂𝜂(𝜃𝜃+𝑑𝑑)(𝑦𝑦−1)
− 2µ

�  
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Therefore we have 
𝑊𝑊𝛼𝛼[𝐷𝐷2𝑓𝑓𝛼𝛼(𝑑𝑑, 𝑦𝑦 ; 𝛼𝛼)(𝑉𝑉,𝑉𝑉)]  

= �−
µ𝑦𝑦

𝜂𝜂(𝑦𝑦−1)
1��

− 2𝑑𝑑2(𝜃𝜃+𝑑𝑑)2

𝜃𝜃2(𝑦𝑦−1)2 + 2𝛼𝛼𝑦𝑦 𝑑𝑑2

𝜃𝜃(𝜃𝜃+𝑑𝑑)(𝑦𝑦−1)2 
− 2𝛼𝛼𝑑𝑑

(𝜃𝜃+𝑑𝑑)(𝑦𝑦−1)

− 2𝛼𝛼µ𝑑𝑑2𝑦𝑦
𝜂𝜂𝜃𝜃 (𝜃𝜃+𝑑𝑑)(𝑦𝑦−1)2 + 2𝛼𝛼µ𝑑𝑑

𝜂𝜂(𝜃𝜃+𝑑𝑑)(𝑦𝑦−1)
− 2µ

�   

= 6𝛼𝛼µ𝑑𝑑2𝑦𝑦
𝜂𝜂𝜃𝜃 (𝑦𝑦−1)2(𝜃𝜃+𝑑𝑑)(1−𝜃𝜃−2𝑑𝑑)

[𝑑𝑑 + 2𝜃𝜃−1
3

]                   (24) 
From (14) we observe that the right hand side of (24) is 

different from zero if  𝑑𝑑 ≠ 1−2𝜃𝜃
3

. If𝑑𝑑 = 1−2𝜃𝜃
3

, we have the 

corresponding value for 𝑦𝑦 = 1 + 𝛼𝛼(1−2𝜃𝜃)
𝜂𝜂(𝜃𝜃+1)

 which is the 
predator zero growth isocline. Thus (22) and (24) satisfies 
the conditions for Saddle-Node bifurcation in the Sotomayor 
Theorem[3] and we observe that the system (3, 4) experi-
ences Saddle-Node bifurcation at an equilibrium point 
(𝑑𝑑(𝛼𝛼,𝜃𝜃, 𝜂𝜂),𝑦𝑦(𝛼𝛼,𝜃𝜃, 𝜂𝜂)) if the parameters α, η and θ satisfy 
𝛥𝛥𝛥𝛥 = 0 except when 

(𝑑𝑑,𝑦𝑦) = �1−2𝜃𝜃
3

, 1 + 𝛼𝛼(1−2𝜃𝜃)
𝜂𝜂(𝜃𝜃+1)

�          (25) 
From figures 1-3 we observe that 𝐶𝐶(𝜃𝜃,𝛼𝛼) = 0 which is 

the line 𝜃𝜃 = 𝛼𝛼  corresponds to a state where an interior 
equilibrium point collides with the axial equilibrium (0, 1) 
resulting in Trans-Critical bifurcation. Thus we have the 
following result 

Theorem2. (Trans-Critical Bifurcation) If µ ≠ 𝟎𝟎 then 
the system (3, 4) experiences Trans-Critical bifurcation at (0, 
1) whenever the parameters α, θ and η are positive and sat-
isfy the equation 𝜽𝜽 = 𝜶𝜶 except when 𝜶𝜶 = 𝜽𝜽 = 𝟏𝟏

𝟏𝟏+𝟏𝟏𝜼𝜼
 . 

Proof: Let us consider (12) which is the Jacobian of 
system (3, 4) evaluated at an equilibrium point (x, y) 
given by 

𝐴𝐴(𝑑𝑑,𝑦𝑦) = �
𝑑𝑑(1−𝜃𝜃−2𝑑𝑑)

𝜃𝜃+𝑑𝑑
− 𝛼𝛼𝑑𝑑

𝜃𝜃+𝑑𝑑
𝜇𝜇𝛼𝛼𝜃𝜃𝑦𝑦

𝜂𝜂(𝜃𝜃+𝑑𝑑)2 −𝜇𝜇𝑦𝑦
�  

Since the equilibrium point of study is (0, 1), evaluating 
the Jacobian matrix 𝐀𝐀(𝐱𝐱, 𝐲𝐲) at (0, 1) we obtain 

𝐵𝐵 = 𝐴𝐴(0,1) = �
0 0
𝜇𝜇𝛼𝛼
𝜂𝜂𝜃𝜃

−𝜇𝜇�  

Here observe that the matrix B has a single zero Eigen 
value as its determinant is zero and we assumed that the 
trace 𝜇𝜇 ≠ 0. This ensures that the Jacobian matrix B has 
simple zero Eigen value. We shall establish the existence of 
Trans-Critical bifurcation at the equilibrium (0, 1) of system 
(3, 4) by using Sotomayor theorem[3]. Below we compute 
all the needed terms to verify the conditions for existence of 
Trans-Critical bifurcation at (0, 1). Let 𝑉𝑉 = �

𝑣𝑣1
𝑣𝑣2
�  be an 

Eigen vector of the matrix B corresponding to the Eigen 
value 𝜆𝜆 = 0. Hence using the standard computation of the 
Eigen vector and choosing an arbitrary vector 𝑣𝑣1 = 1 we 
obtain 

𝑉𝑉 = �
1
𝛼𝛼
𝜂𝜂𝜃𝜃
�                    (26) 

Now let 𝑊𝑊 = �
𝑤𝑤1
𝑤𝑤2
� be an Eigen vector of the matrix 

𝐵𝐵𝛼𝛼 = �
0 𝜇𝜇𝛼𝛼

𝜂𝜂
0 −𝜇𝜇

�   

Differentiating the vector function 𝑓𝑓𝛼𝛼(𝑑𝑑, 𝑦𝑦; 𝛼𝛼) (11) with 
respect to the bifurcation parameter 𝛼𝛼 and evaluating at the 
point (0, 1) we obtain 

𝑓𝑓𝛼𝛼(0,1 ; 𝛼𝛼) = �𝑜𝑜𝑜𝑜�  
And hence  

𝑊𝑊𝛼𝛼𝑓𝑓𝛼𝛼(0,1 ;  𝛼𝛼) = (1 0) �𝑜𝑜𝑜𝑜� = 0      (27) 
The expression 𝐷𝐷𝑓𝑓𝛼𝛼(𝑑𝑑,𝑦𝑦;𝛼𝛼)𝑉𝑉 defined in[3] as 

𝐷𝐷𝑓𝑓𝛼𝛼(𝑑𝑑,𝑦𝑦;𝛼𝛼)𝑉𝑉 = 𝜕𝜕𝑓𝑓𝛼𝛼 (𝑑𝑑 ,𝑦𝑦 ;𝛼𝛼)
𝜕𝜕𝑑𝑑

𝑣𝑣1 + 𝜕𝜕𝑓𝑓𝛼𝛼 (𝑑𝑑 ,𝑦𝑦 ;𝛼𝛼)
𝜕𝜕𝑦𝑦

𝑣𝑣2  
Evaluating 𝐷𝐷𝑓𝑓𝛼𝛼(𝑑𝑑,𝑦𝑦;𝛼𝛼)𝑉𝑉 at (x, y) = (0, 1) and using (26) 

we obtain 

𝐷𝐷𝑓𝑓𝛼𝛼(0,1 ;  𝛼𝛼) = �
− 1

𝜃𝜃
𝜇𝜇
𝜂𝜂𝜃𝜃

�  

And hence we have 

𝑊𝑊𝛼𝛼[𝐷𝐷𝑓𝑓𝛼𝛼(0,1 ;  𝛼𝛼)𝑉𝑉] = (0 1)�
− 1

𝜃𝜃
𝜇𝜇
𝜂𝜂𝜃𝜃

� = − 1
𝜃𝜃
≠ 0     (28) 

Now let us consider the expansion of the term 
D2𝑓𝑓𝛼𝛼(𝑑𝑑,𝑦𝑦 ;  𝛼𝛼)(𝑉𝑉,𝑉𝑉)] which is given by[3] by 

D2𝑓𝑓𝛼𝛼(𝑑𝑑,𝑦𝑦 ;  𝛼𝛼)(𝑉𝑉,𝑉𝑉)]  
= 𝜕𝜕2𝑓𝑓(𝑑𝑑 ,𝑦𝑦 ,;𝛼𝛼)

𝜕𝜕𝑑𝑑𝜕𝜕𝑑𝑑
𝑣𝑣1𝑣𝑣1 + 𝜕𝜕2𝑓𝑓(𝑑𝑑 ,𝑦𝑦 ,;𝛼𝛼)

𝜕𝜕𝑑𝑑𝜕𝜕𝑦𝑦
𝑣𝑣1𝑣𝑣2  

+ 𝜕𝜕2𝑓𝑓(𝑑𝑑 ,𝑦𝑦 ,;𝛼𝛼)
𝜕𝜕𝑦𝑦𝜕𝜕𝑑𝑑

𝑣𝑣2𝑣𝑣1 + 𝜕𝜕2𝑓𝑓(𝑑𝑑 ,𝑦𝑦 ,;𝛼𝛼)
𝜕𝜕𝑦𝑦𝜕𝜕𝑦𝑦

𝑣𝑣2𝑣𝑣2  
Evaluating this at point (0, 1) and using (26) along 𝛼𝛼 = 𝜃𝜃 

we obtain  

𝐷𝐷2𝑓𝑓(0,1;𝛼𝛼) = �

2
𝜂𝜂𝜃𝜃
�𝜂𝜂 − 𝜃𝜃(1 + 𝜂𝜂)�

− 2µ
𝜂𝜂𝜃𝜃

�  

And hence we have 
𝑊𝑊𝛼𝛼[𝐷𝐷2𝑓𝑓(0,1;𝛼𝛼)𝛼𝛼=𝜃𝜃(𝑉𝑉,𝑉𝑉)]  

= (1 0)�

2
𝜂𝜂𝜃𝜃
�𝜂𝜂 − 𝜃𝜃(1 + 𝜂𝜂)�

− 2µ
𝜂𝜂𝜃𝜃

�  

= 2
𝜂𝜂𝜃𝜃
�𝜂𝜂 − 𝜃𝜃(1 + 𝜂𝜂)�                (29) 

Observe that the RHS of (29) is different from zero 
for 𝜃𝜃 ≠ 1

1+1
𝜂𝜂
 . Therefore Sotomayor theorem[3] together with 

equations (27), (28) and (29) imply that the system (3, 4) 
experiences Trans-Critical bifurcation at (0, 1) which occurs 
on the curve 𝐶𝐶(𝜃𝜃,𝛼𝛼) = 0 in the (𝜃𝜃,𝛼𝛼) space for any posi-

tive θ except at �
1

1+1
𝜂𝜂

1

1+1
𝜂𝜂
�  

From the above discussion we observe that the parameters 
belonging to the set  

{(𝜃𝜃 𝛼𝛼) ∶  𝛥𝛥𝛥𝛥 = 0 ⋃ 𝐶𝐶(𝜃𝜃,𝛼𝛼) = 0}  
\  {(𝜃𝜃 𝛼𝛼) ∶  𝛥𝛥𝛥𝛥 = 0 ⋂ 𝐶𝐶(𝜃𝜃,𝛼𝛼) = 0} ⋃𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝛥𝛥𝛥𝛥)  

These are candidates for points of codimension 1 bifurca-
tion and for 𝜂𝜂 ≠ 1 the points in the set {(𝜃𝜃 𝛼𝛼) ∶  𝛥𝛥𝛥𝛥 =
0 ⋂ 𝐶𝐶(𝜃𝜃,𝛼𝛼) = 0} ⋃𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝛥𝛥𝛥𝛥) Which is nothing but the set 
of points {e, c, f} are candidates for codimension 2 bifurca-
tion while for the case 𝜂𝜂 = 1  the points 𝑐𝑐 = 𝑒𝑒 = 𝑓𝑓  is a 
candidate for codimension 3 bifurcation. Thus we have a 
result in which Pitchfork bifurcation exists at the point 
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�
1

1+1
𝜂𝜂

1

1+1
𝜂𝜂
� which is one of the codimension 2 bifurcations. 

(Work is in progress on results where Bogdanov-Takens 
(codimension 2) bifurcation exists at the point e. And then 
for the parametric value 𝜂𝜂 = 1 at the point 𝑐𝑐 = 𝑒𝑒 = 𝑓𝑓 we 
have also investigated a Degenerate Bogdanov-Takens 
(codimension 3) bifurcation.) 
Theorem3. (Pitchfork Bifurcation) 

If µ ≠ 0 then the system (3, 4) experiences Pitchfork bi-

furcation at the intersection point (𝜃𝜃,𝛼𝛼) =  �
1

1+1
𝜂𝜂

1

1+1
𝜂𝜂
� of 

the two curves 𝐶𝐶(𝜃𝜃,𝛼𝛼) = 0 and 𝛥𝛥𝛥𝛥 = 0 for all parametric 
values 𝜂𝜂 > 1 

Proof: To prove this theorem we make use of the So-
tomayor theorem[3] which involves four conditions. The 
first three conditions follow from the equations (27), (28) 
and (29) evaluated at𝛼𝛼 = 𝜃𝜃 = 1

1+1
𝜂𝜂
. Below we shall establish 

the validity of the fourth condition. For a function 𝑓𝑓(𝑑𝑑,𝑦𝑦, 𝑧𝑧) 
defined in[3,5] we have 
𝐷𝐷3𝒇𝒇(x, y, z)(𝑉𝑉,𝑉𝑉,𝑉𝑉) = ∑ ∑ ∑ ∂3f(x,y,z)

∂xk ∂xi ∂xj
vkvivj

n
j=1

n
i=1

n
k=1   

Evaluating at (x, y) = (0, 1) and using (26) we obtain 

𝐷𝐷3𝒇𝒇(0,1;α)(𝑉𝑉,𝑉𝑉,𝑉𝑉) = �
− 6α

θ3 + 6𝛼𝛼2

𝜂𝜂𝜃𝜃3

6𝛼𝛼µ
𝜂𝜂𝜃𝜃3 −

6µ𝛼𝛼2

𝜂𝜂𝜃𝜃3

�  

Therefore  
WT[𝐷𝐷3𝒇𝒇(0,1;α)(𝑉𝑉,𝑉𝑉,𝑉𝑉)]  

= (0 1)�
− 6α

θ3 + 6𝛼𝛼2

𝜂𝜂𝜃𝜃3

6𝛼𝛼µ
𝜂𝜂𝜃𝜃3 −

6µ𝛼𝛼2

𝜂𝜂𝜃𝜃3

� = − 6(1+𝜂𝜂)
𝜂𝜂

         (30) 

Observe that the right hand side of (30) is different from 
zero for all parametric values 𝜂𝜂 > 0, therefore using the 
equations (27), (28), (29) and (30) evaluated at 𝛼𝛼 = 𝜃𝜃 =

1

1+1
𝜂𝜂
 for 𝜂𝜂 > 0 in Sotomayor theorem[3] we infer that the 

system (3, 4) experiences a Pitchfork bifurcation at (0, 1) on 
the curve 𝐶𝐶(𝜃𝜃,𝛼𝛼) = 0 in the (𝜃𝜃,𝛼𝛼) space.  

4. Conclusions  
In this study we offer mathematical proof for the incidence 

of various bifurcations that take place in the considered 
dynamical system as the parameters move between the re-
gions presented in the parameter space as shown in figures 
1-3. The identified bifurcations included Saddle-Node, 
Trans-Critical and Pitchfork bifurcations. The Saddle-Node 
bifurcation takes place along the curve 𝛥𝛥𝛥𝛥 = 0 except when 
at the cusp point f. The Trans-Critical bifurcation of the 
system occurred at the equilibrium point (0, 1) as the pa-

rameters 𝜃𝜃 and α move along the curve 𝐶𝐶0(𝜃𝜃,𝛼𝛼) = 0 (fig-
ures 1-3) in the interior of positive quadrant of (𝜃𝜃,𝛼𝛼) space 
for any positive 𝜂𝜂 and the system experiences the Pitchfork 
bifurcation when the parameters 𝜃𝜃 and α are at the point c for 
any positive 𝜂𝜂 ≠ 1. We also investigate the occurrence of 
Bogdanov-Takens (codimension 2) bifurcation at the point e 
and the detail study is in progress. Further analysis can be 
done to identify the global behavior of the system at the point 
f. At this juncture we wish to mention that we could not 
identify the type of bifurcation that can take place at the point 
where c, e and f coincide when 𝜂𝜂 = 1. We intend to pay 
more attention to this at a later stage.  
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