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#### Abstract

This note presents an approach for the design of asymptotic state observers for systems characterized by output functions that are ratios of polynomials in the state. The case of linear and bilinear input-state dynamics is considered, and conditions for exponential error decay are provided. The first step towards the construction of the observer is to show that the dynamics of a system in the considered class can be embedded into the dynamics of a system of higher dimension, with time-varying linear state dynamics and linear output map. The construction of the observer here proposed exploits the structure of the extended system. The solution of a Riccati differential equation provides the observer gain.
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## I. INTRODUCTION

In a previous paper [15] the authors considered the problem of asymptotic state observation for systems characterized by polynomial output transformation and linear input-state dynamics. The problem was solved through the embedding of the original system in a system of a larger dimension described by linear input-state and state-output equations. This paper demonstrate how a somewhat similar approach can be used for the design of observers for systems with rational output transformation. A second extension with respect to the paper [15] consists in considering systems described by a bilinear input-state dynamics.
Bilinear systems have been intensively studied starting from the '70's (see e.g. [1], [2], [3]). Most papers in the literature deal with stationary systems characterized by bilinear input-state dynamics and linear output functions. Many authors considered the state observation problem for this class of systems, pointing out that, differently form what happens to linear systems, the input function plays a role in the study of observability: the distinguishability of two states depends on the input applied. This property has led some authors to define the observability with respect to classes of input functions. In [4] conditions are given for observability for constant inputs, and a state observer is presented that requires the knowledge of some of the input derivatives. In [5] a sufficient condition for observability

[^0]with respect to a suitable subset of the class of bounded piecewise continuous inputs is given. Also in [6] conditions are studied for the construction of observers with uniform properties with respect to a class of inputs. Conditions for the existence of bilinear observers for bilinear systems for any input are studied in [7]. The problem of finding input functions that ensure state observability is investigated in [8].

In the work [9] the problem of observer synthesis is studied using a differential-algebraic approach, and input derivatives are needed in the observer equation. Also in this case good inputs are required for the observability and for the observer construction.

Most papers in the literature deal with the case of linear output functions. Bilinear output functions are considered only in bilinear differential stochastic systems (see e.g. [10], [11]).

This paper deals with the state observation problem for systems with the state dynamics described by bilinear differential equations, and with output functions that are ratios of polynomials of the state. Such kind of output functions can be used to model the presence of saturations in the output process. It is shown that the dynamics of systems in the considered class can be embedded into the dynamics of suitably defined extended systems, with a larger state dimension. Such systems are constructed by considering an extended state made of the Kronecker powers of the state up to the maximal order appearing in the output ratios of polynomials. Moreover, a suitable output transformation is defined in order to achieve an extended systems with linear time-varying state dynamics and output map. The construction of the observer presented in this paper exploits the structure of the extended system. This observer can be constructed in all cases in which the system, together with the applied input, satisfies an integral condition based on the observability Gramian of the extended system.
The paper is organized as follows: section II introduces the class of systems considered and some representations for them. Also the formalism of Kronecker products and powers is introduced for the system description. In section III an extended state space and an extended system are defined. In section IV the observation algorithm is presented, whose construction is based on the extended system. Simulations results are reported in section V. Conclusions follow.

## II. SYSTEMS WITH BLLINEAR DRIFT AND RATIONAL OUTPUT

This paper considers the state observation problem for systems described by bilinear input-state dynamics and by output functions that are ratios of polynomials (BDRO Systems: Bilinear Drift-Rational Output). Such systems are described by equations of the form

$$
\begin{align*}
\dot{x}(t) & =A(t) x(t)+B_{0}(t) u(t)+\sum_{i=1}^{p} u_{i}(t) B_{i}(t) x(t),  \tag{1}\\
y_{k}(t) & =\frac{n_{k}(t, x(t))}{d_{k}(t, x(t))}, \quad k=1, \ldots q
\end{align*}
$$

where $x(t) \in \mathbb{R}^{n}$ is the system state, $y(t) \in \mathbb{R}^{q}$ is the measured output, $u(t) \in \mathbb{R}^{p}$ is a known input, and $n_{k}(t, x)$ and $d_{k}(t, x)$ are polynomials of $x$, with possibly time-varying coefficients.

Polynomials of vector variables are conveniently represented by means of linear combinations of Kronecker powers. Recall that the Kronecker product of two matrices $M$ and $N$ of dimensions $r \times s$ and $p \times q$ respectively, is the $(r \cdot p) \times(s \cdot q)$ matrix

$$
M \otimes N=\left[\begin{array}{ccc}
m_{11} N & \ldots & m_{1 s} N  \tag{2}\\
\vdots & \ddots & \vdots \\
m_{r 1} N & \ldots & m_{r s} N
\end{array}\right]
$$

where the $m_{i j}$ are the entries of $M$. The Kronecker power of a matrix $M$ is recursively defined as

$$
\begin{equation*}
M^{[0]}=1, \quad M^{[i]}=M \otimes M^{[i-1]}, \quad i \geq 1 \tag{3}
\end{equation*}
$$

Note that if $M \in \mathbb{R}^{a \times b}$, then $M^{[i]} \in \mathbb{R}^{a^{i} \times b^{i}}$. See the Appendix in [12] for a quick survey on the Kronecker algebra. Some properties of the Kronecker product used throughout the paper are the following:

$$
\begin{align*}
(A+B) \otimes(C+D)= & A \otimes C+A \otimes D+ \\
& B \otimes C+B \otimes D  \tag{4}\\
A \otimes(B \otimes C)= & (A \otimes B) \otimes C  \tag{5}\\
(A \cdot C) \otimes(B \cdot D)= & (A \otimes B) \cdot(C \otimes D) \tag{6}
\end{align*}
$$

In particular, repeated application of properties (5) and (II) provides the identity

$$
\begin{equation*}
(A x)^{[i]}=A^{[i]} x^{[i]} \tag{7}
\end{equation*}
$$

intensively used throughout the paper. See [13] for more properties.

A $q$ components polynomial function of degree $m$ of a vector $x \in \mathbb{R}^{n}$ can be written as

$$
\begin{equation*}
\sum_{i=0}^{m} M_{i} x^{[i]} \tag{8}
\end{equation*}
$$

where $M_{i} \in \mathbb{R}^{q \times n^{i}}$ are the coefficients of the polynomial. Using the Kronecker powers of the state, the output of the system (1) can be written as

$$
y_{k}(t)=\frac{n_{k, 0}(t)+\sum_{j=1}^{r_{k}} n_{k, j}^{T}(t) x^{[j]}(t)}{d_{k, 0}(t)+\sum_{j=1}^{s_{k}} d_{k, j}^{T}(t) x^{[j]}(t)} \quad k=1, \ldots q
$$

where $r_{k}$ and $s_{k}$ are the degrees of the numerator and denominator polynomials of each scalar output, and $n_{k, j}(t) \in$ $\mathbb{R}^{n^{j}}$ and $d_{k, j}(t) \in \mathbb{R}^{n^{j}}$ are the vector coefficients of the powers $x^{[j]}(t) \in \mathbb{R}^{n^{j}}$. Denoting with $m$ the maximal degree of the polynomials, i.e. $m=\max _{k=1, \ldots, q}\left(r_{k}, s_{k}\right)$, and defining a polynomial extended state vector $X_{m}(t)$ as follows

$$
X_{m}(t)=\left(\begin{array}{c}
x(t)  \tag{10}\\
x^{[2]}(t) \\
\vdots \\
x^{[m]}(t)
\end{array}\right) \in \mathbb{R}^{b(n, m)},
$$

where $b(n, m)=\sum_{i=1}^{m} n^{i}$, the components of the system output can be written in the following compact form

$$
\begin{equation*}
y_{k}(t)=\frac{n_{k, 0}(t)+N_{k}^{T}(t) X_{m}(t)}{d_{k, 0}(t)+D_{k}^{T}(t) X_{m}(t)} \tag{11}
\end{equation*}
$$

where $N_{k}(t) \in \mathbb{R}^{b(n, m)}$ and $D_{k}(t) \in \mathbb{R}^{b(n, m)}$ are defined as follows

$$
\begin{align*}
N_{k}^{T}(t) & =\left[\begin{array}{llll}
n_{k, 1}^{T}(t) & \cdots & n_{k, m}^{T}(t)
\end{array}\right] \\
D_{k}^{T}(t) & =\left[\begin{array}{llll}
d_{1, m}^{T}(t) & \cdots & d_{k, m}^{T}(t)
\end{array}\right] \tag{12}
\end{align*}
$$

Moreover, defining the matrix function

$$
\begin{equation*}
B(t, u)=\sum_{i=1}^{p} B_{i}(t) u_{i} \tag{13}
\end{equation*}
$$

the BDRO system (1) can be written in the form

$$
\begin{align*}
\dot{x}(t) & =A(t) x(t)+B_{0}(t) u(t)+B(t, u(t)) x(t), \\
y_{k}(t) & =\frac{n_{k, 0}(t)+N_{k}^{T}(t) X_{m}(t)}{d_{k, 0}(t)+D_{k}^{T}(t) X_{m}(t),} \quad k=1, \ldots q \tag{14}
\end{align*}
$$

Each scalar output in system (14) can put in the form
$y_{k}(t)\left(d_{k, 0}(t)+D_{k}^{T}(t) X_{m}(t)\right)=n_{k, 0}(t)+N_{k}^{T}(t) X_{m}(t)$,
and therefore
$y_{k}(t) d_{k, 0}(t)-n_{k, 0}(t)=N_{k}^{T}(t) X_{m}(t)-y_{k}(t) D_{k}^{T}(t) X_{m}(t)$.
Defining the transformed outputs $\tilde{y}_{k}(t)$

$$
\begin{equation*}
\tilde{y}_{k}(t)=y_{k}(t) d_{k, 0}(t)-n_{k, 0}(t), \quad k=1, \ldots, q \tag{17}
\end{equation*}
$$

the following linear output functions can be written

$$
\begin{equation*}
\tilde{y}_{k}(t)=\left(N_{k}^{T}(t)-y_{k}(t) D_{k}^{T}(t)\right) X_{m}(t), \quad k=1 \cdots, q . \tag{18}
\end{equation*}
$$

These can be put in matrix form as follows

$$
\begin{equation*}
\tilde{y}(t)=\mathcal{C}_{y}(t) X_{m}(t) \tag{19}
\end{equation*}
$$

where

$$
\begin{gather*}
\tilde{y}(t)=\left(\begin{array}{c}
y_{1}(t) d_{1,0}(t)-n_{1,0}(t) \\
\vdots \\
y_{q}(t) d_{q, 0}(t)-n_{q, 0}(t)
\end{array}\right),  \tag{20}\\
\mathcal{C}_{y}(t)=\left(\begin{array}{c}
N_{1}^{T}(t)-y_{1}(t) D_{1}^{T}(t) \\
\vdots \\
N_{q}^{T}(t)-y_{q}(t) D_{q}^{T}(t) .
\end{array}\right) \tag{21}
\end{gather*}
$$

Defining the matrices

$$
\begin{equation*}
A_{u}(t)=A(t)+B(t, u(t)), \quad B_{u}(t)=B_{0}(t) u(t) \tag{22}
\end{equation*}
$$

The BDRO system (14) with the transformed output (20) can written in the following compact form

$$
\begin{align*}
\dot{x}(t) & =A_{u}(t) x(t)+B_{u}(t)  \tag{23}\\
\tilde{y}(t) & =\mathcal{C}_{y}(t) X_{m}(t)
\end{align*}
$$

## III. THE EXTENDED SYSTEM

The previous section has shown that the BDRO system (1) admits the representations (14) and (23), this last after the definition of a transformed output $\tilde{y}(t)$, given by (20). This section shows that a BDRO system can be embedded into a system of larger dimension characterized by a linear time-varying dynamics. The main result consists in showing that the dynamics of the polynomial extended state $X_{m}(t)$ defined in (10) obeys the time varying-linear equation presented by the following lemma:

Lemma III.1. Consider the bilinear input-state equation of system (1) and its representation given by the first of (23), with $A_{u}(t)$ and $B_{u}(t)$ defined in (22). The dynamics of the polynomial extended state $X_{m}(t)$ defined in (10) is governed by the differential equation:

$$
\begin{equation*}
\dot{X}_{m}(t)=\mathcal{A}_{u}(t) X_{m}(t)+\mathcal{B}_{u}(t) \tag{24}
\end{equation*}
$$

where matrix $\mathcal{A}_{u}$ has the following structure

$$
\left[\begin{array}{ccccc}
\mathcal{A}_{1,1} & O & \cdots & 0 & 0  \tag{25}\\
\mathcal{A}_{2,1} & \mathcal{A}_{2,2} & \cdots & 0 & 0 \\
O & \mathcal{A}_{3,2} & \ddots & 0 & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & \mathcal{A}_{m, m-1} & \mathcal{A}_{m, m}
\end{array}\right]
$$

where matrices $\mathcal{A}_{i, i}, i=1, \ldots, m$ and $\mathcal{A}_{i, i-1}, 2 \leq i \leq m$ are recursively defined by the equations

$$
\begin{align*}
\mathcal{A}_{1,1} & =A_{u}(t) \\
\mathcal{A}_{i, i} & =\mathcal{A}_{1, \mathbf{1}} \otimes I_{n^{i-1}}+I_{n} \otimes \mathcal{A}_{i-\mathbf{1}, i-1}, \quad i>1 \\
\mathcal{A}_{2,1} & =B_{u}(t)  \tag{26}\\
\mathcal{A}_{i, i-\mathbf{1}} & =\mathcal{A}_{2, \mathbf{1}} \otimes I_{n^{i-1}}+I_{n} \otimes \mathcal{A}_{i-\mathbf{1}, i-2}, \quad i>2
\end{align*}
$$

( $I_{n^{i}}$ denotes the identity matrix of dimension $n^{i}$ ) and

$$
\mathcal{B}_{u}(t)=\left[\begin{array}{c}
B_{u}(t)  \tag{27}\\
O \\
\vdots \\
O
\end{array}\right]
$$

(Although all matrices $\mathcal{A}_{i, i}$ and $\mathcal{A}_{i, i-1}$ in (25) and (26) are functions of $t$ and $u(t)$, such dependence is omitted for brevity.)

Proof: Taking into account the definitions (25) and (27), the state dynamics (24) is equivalent to the following equations

$$
\begin{align*}
& \dot{x}(t)=\mathcal{A}_{1,1} x(t)+B_{u}(t) \\
& \frac{d}{d t} x^{[i]}(t)= \mathcal{A}_{i, i} x^{[i]}(t)+\mathcal{A}_{i, i-1} x^{[i-1]}(t),  \tag{28}\\
& i=2, \ldots, m
\end{align*}
$$

The first of (28) is readily proved by observing that, by definition, $\mathcal{A}_{1,1}=A_{u}(t)$. The second equation, for $i=2$, is proved with the following passages, by using the properties of the Kronecker product listed in (4)-(II):

$$
\begin{align*}
\frac{d}{d t} x^{[2]}(t)= & x \otimes \dot{x}+\dot{x} \otimes x \\
= & x \otimes\left(A_{u} x+B_{u}\right)+\left(A_{u} x+B_{u}\right) \otimes x  \tag{29}\\
= & \left(A_{u} \otimes I_{n}+I_{n} \otimes A_{u}\right) x^{[2]} \\
& \quad+\left(B_{u} \otimes I_{n}+I_{n} \otimes B_{u}\right) x
\end{align*}
$$

By definitions (26)

$$
\begin{align*}
& \mathcal{A}_{2,2}=\mathcal{A}_{1,1} \otimes I_{n}+I_{n} \otimes \mathcal{A}_{1,1}, \\
& \mathcal{A}_{2,1}=\mathcal{A}_{2,1} \otimes I_{n}+I_{n} \otimes \mathcal{A}_{2,1}, \tag{30}
\end{align*}
$$

where $\mathcal{A}_{1,1}=A_{u}$ and $\mathcal{A}_{2,1}=B_{u}$, so that the second of (28) is proved for $i=2$.

Now, proceed by induction: assume that (28) is true for a given $i \geq 2$ and prove that it is also true for $i+1$. Indeed

$$
\begin{align*}
& \frac{d}{d t} x^{[i+1]}(t)=x \otimes \frac{d}{d t} x^{[i]}+\dot{x} \otimes x^{[i]} \\
& =x \otimes\left(\mathcal{A}_{i, i} x^{[i]}+\mathcal{A}_{i, i-1} x^{[i-1]}\right)+\left(A_{u} x+B_{u}\right) \otimes x^{[i]} \\
& =\left(A_{u} \otimes I_{n^{i}}+I_{n} \otimes \mathcal{A}_{i, i}\right) x^{[i+1]}+ \\
& \left.\quad\left(B_{u} \otimes I_{n^{i}}+I_{n} \otimes \mathcal{A}_{i, i-1}\right)\right) x^{[i]} \tag{31}
\end{align*}
$$

From definitions (26) it follows

$$
\begin{align*}
\mathcal{A}_{i+1, i+\mathbf{1}} & =A_{1, \mathbf{1}} \otimes I_{n^{i}}+I_{n} \otimes \mathcal{A}_{i, i} \\
\mathcal{A}_{i+1, i}(u) & =A_{2, \mathbf{1}} \otimes I_{n^{i}}+I_{n} \otimes \mathcal{A}_{i, i-1}(u) \tag{32}
\end{align*}
$$

so that

$$
\begin{equation*}
\frac{d}{d t} x^{[i+1]}(t)=\mathcal{A}_{i+1, i+1} x^{[i+1]}(t)+\mathcal{A}_{i+1, i}(u(t)) x^{[i]}(t) \tag{33}
\end{equation*}
$$

and the induction is proved.
Remark III.2. The state dynamics of system (1) is said to be embedded into the dynamics

$$
\begin{equation*}
\dot{X}(t)=\mathcal{A}_{u}(t) X(t)+\mathcal{B}_{u}(t) \tag{34}
\end{equation*}
$$

whose state $X(t) \in R^{b(m, n)}$ is of larger dimension than $x(t)$. Such an embedding is to be intended as follows: if $X\left(t_{0}\right)=X_{m}\left(t_{0}\right)$, i.e. if

$$
X\left(t_{0}\right)=\left(\begin{array}{c}
x\left(t_{0}\right)  \tag{35}\\
x^{[2]}\left(t_{0}\right) \\
\vdots \\
x^{[m]}\left(t_{0}\right)
\end{array}\right) \in \mathbb{R}^{b(n, m)}
$$

then the following identity relates the state $x(t)$ of (1) and the state $X(t)$ of (34) for $t \geq t_{0}$

$$
\begin{equation*}
x(t)=S_{m} X(t) \tag{36}
\end{equation*}
$$

with

$$
S_{m}=\left[\begin{array}{ll}
I_{n} & O_{n \times\left(n^{2}+\cdots+n^{m}\right)} \tag{37}
\end{array}\right]
$$

This happens because, thanks to Lemma III.1, with the initialization (35), it follows that $X(t)=X_{m}(t)$ for all $t \geq t_{0}$, so that the product $S_{m} X(t)$ in (36) simply selects the first $n$ components of $X_{m}(t)$, that is the state $x(t)$ of system (1).

From what discussed, the following equations can be used to represent system (23) for $t \geq t_{0}$

$$
\begin{align*}
\dot{X}(t) & =\mathcal{A}_{u}(t) X(t)+\mathcal{B}_{u}(t), \quad X\left(t_{0}\right)=X_{m}\left(t_{0}\right)  \tag{38}\\
\tilde{y}(t) & =\mathcal{C}_{y}(t) X(t) \tag{39}
\end{align*}
$$

It must be stressed that the Kronecker powers of vectors contain redundant terms. It follows that redundant components are present in the extended state vector $X_{m}$, so that the extended state space results to be output-indistinguishable. Such redundancy can be eliminated by considering suitably defined reduction matrices. First of all note that $x^{[i]}$, the $i$-th Kronecker power of $x \in \mathbb{R}^{n}$, has $n^{i}$ components, but only $\binom{n+i-1}{i}$ are distinct terms (the number of ways to choose $i$ elements from a set of $n$, with repetitions allowed). Defining the following functions of pairs of integers

$$
\begin{align*}
& b(n, m)=n \frac{1-n^{m}}{1-n}=\sum_{i=1}^{m} n^{i}  \tag{40}\\
& c(n, m)=\binom{n+m}{m}-1=\sum_{i=1}^{m}\binom{n+i-1}{i} \tag{41}
\end{align*}
$$

it is easy to see that the vector $X_{m}$ has $b(n, m)$ components, but only $c(n, m)$ are distinct (obviously $c(n, m)<b(n, m)$ ).

A block-diagonal reduction matrix $\bar{T}_{n, m} \in$ $\mathbb{R}^{c(n, m) \times b(n, m)}$ can be suitably defined, as described in detail in [14], for the selection of a nonredundant subvector $\bar{X}_{m} \in \mathbb{R}^{c(n, m)}$ from $X_{m} \in \mathbb{R}^{b(n, m)}$. A block-diagonal matrix $T_{n, m} \in \mathbb{R}^{b(n, m) \times c(n, m)}$ allows to reconstruct the redundant vector $X_{m}$ from $\bar{X}_{m}$. In formulas

$$
\begin{equation*}
\bar{X}_{m}(k)=\bar{T}_{n, m} X_{m}, \quad X_{m}=T_{n, m} \bar{X}_{m}(k) \tag{42}
\end{equation*}
$$

Using Lemma III. 1 and the reduction matrices (42), system can be embedded in the following system

$$
\begin{align*}
\dot{\mathcal{X}}(t) & =\overline{\mathcal{A}}_{u}(t) \mathcal{X}(t)+\overline{\mathcal{B}}_{u}(t)  \tag{43}\\
\tilde{y}(t) & =\overline{\mathcal{C}}_{y} \mathcal{X}(t)
\end{align*}
$$

where $\mathcal{X}(t) \in \mathbb{R}^{c(n, m)}$ and

$$
\begin{array}{ll}
\overline{\mathcal{A}}_{u}(t) & =T_{n, m} \mathcal{A}_{u}(t) \bar{T}_{n, m}, \quad \overline{\mathcal{B}}_{u}(t)=T_{n, m} \mathcal{B}_{u}(t) \\
\overline{\mathcal{C}}_{y}(t) & =\mathcal{C}_{y}(t) \bar{T}_{n, m}
\end{array}
$$

Now the embedding of the system (23) into the extended system (43) should be intended as follows: if the initial value of the extended state of (43) is set to

$$
\mathcal{X}\left(t_{0}\right)=T_{n, m}\left(\begin{array}{c}
x\left(t_{0}\right)  \tag{45}\\
x^{[2]}\left(t_{0}\right) \\
\vdots \\
x^{[m]}\left(t_{0}\right)
\end{array}\right)=T_{n, m} X_{m}\left(t_{0}\right)
$$

then the outputs of the two systems is the same for any input, and the state $x(t)$ of system (23) is recovered by selecting the first $n$ components of the extended state $\mathcal{X}(t)$ :

$$
\begin{align*}
& \quad x(t)=\Sigma_{m} \mathcal{X}(t) \\
& \text { where } \Sigma_{m}=\left[I_{n} 0_{n \times(c(n, m)-n)}\right] \tag{46}
\end{align*}
$$

## IV. AN ASYMPTOTIC STATE OBSERVER FOR $B D R O$ SYSTEMS

In this section, following the same approach of [15], an asymptotic observer for nonlinear systems of the type (1) is presented and a sufficient condition for the asymptotic convergence to zero of the state observation error is given. The observer is constructed on the basis of the extended system (43), that has the simpler structure of a time-varying linear system.
Theorem IV.1. Consider the BDRO system (1) and the construction that has led to the extended system (43). Assume that for a given pair $\left(x\left(t_{0}\right), u\right)$ the pair $\left(\overline{\mathcal{A}}_{u}(t), \overline{\mathcal{C}}_{y}(t)\right)$ defined in (44) is such that there exist positive scalars $\alpha, \beta, \delta$, with $\alpha<\beta$, such that for all $t \geq t_{0}$

$$
\begin{equation*}
\alpha I_{c(n, m)} \leq \int_{t}^{t+\delta} e^{\overline{\mathcal{A}}_{u}^{T}(\tau)} \overline{\mathcal{C}}_{y}^{T}(t) \overline{\mathcal{C}}_{y}(t) e^{\overline{\mathcal{A}}_{u}(\tau)} d \tau \leq \beta I_{c(n, m)} \tag{47}
\end{equation*}
$$

Then, for any $\widehat{\mathcal{X}}\left(t_{0}\right) \in \mathbb{R}^{c(n, m)}$, the system

$$
\begin{align*}
\begin{aligned}
\dot{\widehat{\mathcal{X}}}(t)= & \overline{\mathcal{A}}_{u}(t) \widehat{\mathcal{X}}(t)+ \\
& \overline{\mathcal{B}}_{u}(t) \\
& \quad+P(t) \overline{\mathcal{C}}_{y}^{T}\left(\tilde{y}(t)-\overline{\mathcal{C}}_{y}(t) \widehat{\mathcal{X}}(t)\right) \\
\dot{P}(t)= & \left(\overline{\mathcal{A}}_{u}(t)\right. \\
& \left.-P(t) \overline{\mathcal{C}}_{y}^{T} \overline{\mathcal{C}}_{y}\right) P(t) \\
& \quad+P(t)\left(\overline{\mathcal{A}}_{u}(t)-P(t) \overline{\mathcal{C}}_{y}^{T} \overline{\mathcal{C}}_{y}\right)^{T}+Q(t) \\
\hat{x}(t)= & \Sigma_{m} \widehat{\mathcal{X}}(t)
\end{aligned}
\end{align*}
$$

defined for $t \geq t_{0}$, with $Q(t)$ and $P\left(t_{0}\right)$ symmetric positive definite, $Q(t) \geq q_{m} I_{c(n, m)}$ for some positive $q_{m}$, is an asymptotic observer for the system (1), i.e.

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\|x(t)-\hat{x}(t)\|=0 \tag{51}
\end{equation*}
$$

Proof: The proof follows the same passages of Theorem IV. 1 of [15]. It is sufficient to show that equations (48)(50) are an asymptotic observer for the extended system (43), i.e.

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\|\mathcal{X}(t)-\widehat{\mathcal{X}}(t)\|=0 \tag{52}
\end{equation*}
$$

First, note that the assumption (47) coincides with the uniform observability of a linear time-varying system, and implies that $P(t)$ admits upper and lower bounds (see [16], [17]), i.e. there exist positive scalars $p_{m}$ and $p_{M}$ such that

$$
\begin{equation*}
p_{m} I_{c(n, m)} \leq P(t) \leq p_{M} I_{c(n, m)} \tag{53}
\end{equation*}
$$

Let $\varepsilon(t)=\mathcal{X}(t)-\widehat{\mathcal{X}}(t)$ be the observation error of the extended system. Subtracting equation (43) from (48), the error dynamics is obtained

$$
\begin{equation*}
\dot{\varepsilon}(t)=\left(\overline{\mathcal{A}}_{u}(t)-K(t) \overline{\mathcal{C}}_{y}\right) \varepsilon(t), \quad t \geq t_{0} \tag{54}
\end{equation*}
$$

Consider the following function of the observation error

$$
\begin{equation*}
V(\varepsilon, t)=\varepsilon^{T} P^{-1}(t) \varepsilon \tag{55}
\end{equation*}
$$

positive definite for all $t \geq t_{0}$ because (53) implies

$$
\begin{equation*}
\frac{1}{p_{M}} I_{c(n, m)} \leq P^{-1}(t) \leq \frac{1}{p_{m}} I_{c(n, m)} . \tag{56}
\end{equation*}
$$

Let $v(t)=V(\varepsilon(t), t)$. The time derivative of $v(t)$ along the error trajectories is

$$
\begin{align*}
& \dot{v}(t)=\dot{\varepsilon}^{T}(t) P^{-1}(t) \varepsilon(t)+\varepsilon^{T}(t) \dot{P}^{-1}(t) \varepsilon(t) \\
& \quad+\varepsilon^{T}(t) P^{-1}(t) \dot{\varepsilon}(t) \\
&=\varepsilon^{T}(t) {\left[\left(\overline{\mathcal{A}}_{u}(t)-P(t) \overline{\mathcal{C}}_{y}^{T} \overline{\mathcal{C}}_{y}\right)^{T} P^{-1}(t)+\dot{P}^{-1}(t)\right.} \\
&\left.+P^{-1}(t)\left(\overline{\mathcal{A}}_{u}(t)-P(t) \overline{\mathcal{C}}_{y}^{T} \overline{\mathcal{C}}_{y}\right)\right] \varepsilon(t) \tag{57}
\end{align*}
$$

Recalling that $\dot{P}^{-1}(t)=-P^{-1}(t) \dot{P}(t) P^{-1}(t)$, it follows

$$
\begin{align*}
\dot{v}(t)= & \varepsilon^{T}(t) P^{-1}(t)\left[P(t)\left(\overline{\mathcal{A}}_{u}(t)-P(t) \overline{\mathcal{C}}_{y}^{T} \overline{\mathcal{C}}_{y}\right)^{T}-\dot{P}(t)\right. \\
& \left.+\left(\overline{\mathcal{A}}_{u}(t)-P(t) \overline{\mathcal{C}}_{y}^{T} \overline{\mathcal{C}}_{y}\right) P(t)\right] P^{-1}(t) \varepsilon(t) \tag{58}
\end{align*}
$$

From this, recalling (49), for $t \geq t_{0}$

$$
\begin{equation*}
\dot{v}(t)=-\varepsilon^{T}(t) P^{-1}(t) Q(t) P^{-1}(t) \varepsilon(t) \tag{59}
\end{equation*}
$$

Since, by (56), it is

$$
\begin{align*}
& \dot{v}(t) \leq-\frac{1}{p_{M}^{2}} q_{m}\|\varepsilon(t)\|^{2},  \tag{60}\\
& v(t) \geq \frac{1}{p_{M}}\|\varepsilon(t)\|^{2} \tag{61}
\end{align*}
$$

It follows

$$
\begin{equation*}
\dot{v}(t) \leq-\frac{q_{m}}{p_{M}} v(t) \tag{62}
\end{equation*}
$$

from which

$$
\begin{equation*}
v(t) \leq e^{-\frac{q_{m}}{p_{M}}\left(t-t_{0}\right)} v\left(t_{0}\right)=\frac{1}{p_{m}} e^{-\frac{q_{m}}{p_{M}}\left(t-t_{0}\right)}\left\|\varepsilon\left(t_{0}\right)\right\|^{2} \tag{63}
\end{equation*}
$$

and finally

$$
\begin{equation*}
\|\varepsilon(t)\|^{2} \leq \frac{p_{M}}{p_{m}} e^{-\frac{q_{m}}{p_{M}}\left(t-t_{0}\right)}\left\|\varepsilon\left(t_{0}\right)\right\|^{2} \tag{64}
\end{equation*}
$$

This proves the convergence (51), and therefore (52).
Remark IV.2. Note that the condition (47) can only be tested on-line because matrix $\overline{\mathcal{C}}_{y}(t)$ depends on $y(t)$, the output of the original system (1), that is not available
before time $t$. Moreover, also the input $u(t)$ applied to the system in general is available at time $t$ (on-line). In practice, the observer (48)-(50) should be applied without a preliminary check of the condition (47). A positive definite initial value $P\left(t_{0}\right)$ ensures that for $t$ sufficiently close to $t_{0}$ the matrix $P(t)$ remains nonsingular and bounded. However, it is convenient to monitor the minimum and maximum eigenvalues of $P(t)$ during its evolution. The divergence of $\lambda_{\operatorname{Max}}(P(t))$ or the approach to zero of $\lambda_{\min }(P(t))$ are caused by a loss of observability of the extended system (43), possibly due to a bad input, in the current time interval. In these cases it may be necessary to reset $P(t)$ to some well conditioned $P_{0}$, waiting for the system to recover observability thanks to a good input.

## V. SIMULATION RESULTS

Simulations results are here reported in order to show the effectiveness of the proposed observer. Consider the following system:

$$
\begin{align*}
& \dot{x}(t)=A x(t)+B u(t), \quad x \in \mathbb{R}^{3},  \tag{65}\\
& y(t)=\frac{-1+x_{1}+2 x_{2} x_{3}-2 x_{3}^{2}}{1+x_{2}^{2}}, \quad y \in \mathbb{R} . \tag{66}
\end{align*}
$$

where:

$$
A=\left[\begin{array}{ccc}
-0.5 & 1 & 2  \tag{67}\\
0 & -1.5 & 1 \\
0 & 0 & -1
\end{array}\right], \quad B=\left[\begin{array}{c}
1 \\
-1 \\
2
\end{array}\right]
$$

The output in (66) can be put in the form (9) with:

$$
\begin{align*}
n_{0} & =-1, \\
n_{2}^{T} & =\left[\begin{array}{llllll}
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right)  \tag{68}\\
d_{0}^{T} & =1,
\end{align*} \quad d_{1}^{T}=\left[\begin{array}{llllll}
0 & 0 & 0 & 1 & -2
\end{array}\right],
$$

In this example $n=3, m=2$ and therefore the dimension $c(n, m)$ of the extended system is 9 . The simulations reported in this section are performed with the following input

$$
\begin{equation*}
u(t)=0.5(1+\sin (2 \pi t / T)), \quad \text { with } \quad T=4 \tag{69}
\end{equation*}
$$

The matrix $Q(t)$ and the initial value for the matrix $P(t)$ in the Riccati equation (49) have been chosen of the type

$$
\begin{gather*}
P\left(t_{0}\right)=\alpha \bar{S}, \quad Q(t)=\bar{S},  \tag{70}\\
\text { where } \quad \bar{S}=\left[\begin{array}{cc}
\beta I_{3} & O_{3 \times 6} \\
O_{6 \times 3} & \beta^{2} I_{6}
\end{array}\right], \quad \text { with } \beta=20 . \tag{71}
\end{gather*}
$$

The graphics of this section present the simulation results for different values of the parameter $\alpha$ in (70). The values used are

$$
\begin{equation*}
\alpha_{1}=10, \quad \alpha_{2}=100, \quad \alpha_{3}=1.000 \tag{72}
\end{equation*}
$$

Figures 1-3 show the true and the observed state components. It is evident that the convergence speed increases by increasing $\alpha$. Figure 3 reports the output $y(t)$ and the observed output $\hat{y}(t)$, given by the output function in (66) computed at the observed state $\hat{x}(t)$.


Fig. 1. True and estimated state: the first component.


Fig. 2. True and estimated state: the second component.

## VI. CONCLUSIONS

The problem of the state observation for the class of systems with bilinear input-state dynamics and state-output functions that are ratios of polynomial is investigated in this paper, and an asymptotic observer is presented. The observer gain is time varying and is obtained as the solution of a differential Riccati equation. The observer behavior has been numerically tested on some examples and has always given good results.
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