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Abstract— With the rise in multimedia applications in ad 

hoc networks it is necessary to ensure the quality of 

service support from network. The routers which may be 

mobile nodes in ad hoc networks should be able to 

evaluate the resources available in the network, prior to 

offering guarantees on delay, bandwidth or any other 

metric. Estimating the available bandwidth is often 

required before performing admission control, flows 

management, congestion control or routing based on 

bandwidth constraints so that before any new flow is 

admitted the existing flow does not degrade. Lot of work 

in terms of various tools and techniques has been 

proposed to evaluate the available bandwidth in last 

decade; no consensus has yet been arrived. We present a 

comprehensive review on the various state of art work 
proposed carried out in this area 
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I.  INTRODUCTION  

Among different wireless technologies, an 
emerging class of autonomous, self-deployable, self-

organizing class of mobile networks popularly known 

as ad hoc networks has been area of interest for research 

community. Such networks are characterized by non-

specialized routers for routing purpose. .  Initially 

developed for militarily communication and disaster 

recovery, the rising popularity of multimedia 

applications has led to commercial usage of these 

networks. Quality of Service (QoS) in such networks 

has thus become an unavoidable task.   

One of the fundamental resources in wireless 
communication is bandwidth. The network performance 

can be enhanced by estimating available bandwidth. As 

compared to wired network, wireless networks have 

significantly lower capacity. The realized throughput of 

wireless network link is often much less than the 

transmission rate. The difference can be accounted for 

reasons like congestion, hidden terminal problem, effect 

of neighbour interference and noise in the channel. The 

channel is shared among various nodes. It is necessary 

to keep track of the number of potential emitters on the 

sender side and number of potential scramblers on the 

receiver side. The collection of such information helps 
in determining the resource utilization before admitting 

any new flow. The problem for estimating the available 

bandwidth can be defined as maximum throughput that 

is available between two nodes, sender and receiver, so 

that they do not disturb any ongoing flow in network. 

The solution becomes trickier in case nodes are mobile. 

The mobility issue leads to change of links between the 

nodes and hence the utilization of resource changes 

dynamically.  

IEEE 802.11 Distributed Coordination Function 

(DCF) CSMA/CA is most widely used MAC protocol 

used for estimating the available bandwidth in ad hoc 
networks. Since a lot of literature is available on IEEE 

802.11 DCF, we assume that readers are comfortable 

with this protocol. In the current paper we review 

various work addressing the available bandwidth 

estimation problem.  The main contribution of this paper 

is to present the efforts that have been made to improve 

the accuracy of estimation techniques.  

 

We have also address the fundamental difficulties 

with these approaches so that solution to the problem 

can be re-invented all over again keeping in 
consideration the fundamental problem with available 

bandwidth estimation in 802.11 based ad hoc networks. 

The rest of paper is organized as follows: Section II 

presents the related terminology. Section III presents 

classification of bandwidth estimation techniques. 

Section IV, Section V and Section VI deals in detail 

with various estimation approaches. Finally, section VII 

concludes the paper. 

II. RELATED TERMINOLOGY 

  Applications are usually concerned with 

different bandwidth related metrics. Various network 

related metrics, techniques, taxonomy and terms are 
often imprecisely applied for measurement purposes, 

such as capacity, available bandwidth, bulk transfer 

capacity and achievable throughput. Therefore 

differentiating these concepts is important for the 

developing, evaluating and applying bandwidth 

estimation tools. 

Capacity of the medium can be defined as 

maximum possible bandwidth that a link or end-to-end 

path can deliver regardless of other flow present in the 

network [1]. In case of 802.11, link-layer technologies 

do not operate with a constant transmission rate. The 
achievable capacity depends upon the network size, 

traffic patterns and detailed local radio interaction. Ad 

hoc routing requires the spatial reuse of the medium to 

transmit the packets. The nodes need to cooperate in 

order to forward the packets from source to destination. 

This forwarding affects the raw capacity of the nodes. 

The fixed overheads introduced by the protocols at 

different layers, such as control packets and protocol 

header,  



www.ijcait.com                                              International Journal of Computer Applications & Information Technology 

                                                                                                           Vol. I, Issue III, November 2012 (ISSN: 2278-7720) 

 

P a g e | 26                                                      

 

 
 

Figure 1: Achievable Throughput for 2 node scenario having 2Mbps 

and 11Mbps capacity 

 
the maximum achievable throughput are much less than 

the raw medium capacity [2].  Assuming that source is 

L path length away from destination, it has been shown 

that capacity available to each node, λ, is bounded by 

λ < (C / n) / (L / r)       (1) 

where C is capacity of the network, n is number of 

nodes and r is fixed radio transmission range. 

The term bandwidth means the maximum amount of 

information that can be transmitted along a channel. In 

other words, it is the data rate that a network link or a 

network path can transfer. The said definition is true for 

specific period of time interval. The term throughput, on 
other hand, relates to amount of data transferred in one 

direction over a link divided by time taken to transfer it. 

The value of throughput thus measured is never constant 

but varies over time. Achievable throughput is extremely 

application specific, and thereby represents the 

throughput that an application might achieve in specified 

setting. Achievable throughput can be used as a 

guideline for local application configurations to fully 

utilize the available bandwidth without interfering with 

other traffic. The result of simulation on NS2 shows that 

maximum achievable throughput obtained varies to 
1.7Mbps and 6.5Mbps for 2 Mbps and 11 Mbps capacity 

respectively as shown in figure 1.  

Estimating the residual bandwidth is often required 

before performing the admission control, congestion 

control or routing based on bandwidth constraint. The 

available bandwidth between two neighbouring nodes 

can be defined as maximum throughput that can be 

transmitted between two peers without disrupting an 

already ongoing flow in the network. The residual 

bandwidth available in network is dependent not only on 

link capacity but also on traffic load and is time varying 

metric. The most common way to calculate the available 
bandwidth is to find out the utilization fraction of 

capacity, u, of the channel  

Ai = (1 − ui) Ci             (2) 

In the above equation Ai is available bandwidth at hop i 

of end to end link over a certain interval. This 

utilization factor is often taken in terms of busyness of 

the channel. The node can be busy either due to 

transmission, reception or neighbour interference. In 

case of multihop ad hoc networks the value is 

determined as minimum available bandwidth among all 

H hops which can be represented mathematically as 

under: 

A = mini=1,.., H Ai           (3) 

The above equation states that available bandwidth on 

the path is equal to the minimum link available 
bandwidth on the path, i.e. the path from source to 

destination located H hops away. 

III. CLASSIFICATION OF BANDWIDTH ESTIMATION 

TECHNIQUES 

A lot of work has been done in the area of bandwidth 

estimation. However, there is still no consensus on the 

way of precisely measuring the available bandwidth in 

ad hoc networks especially multi-hop ad hoc networks. 

The present work done in this area can be divided into 

three broad categories as shown in figure 2. The details 

of three estimation models are treated separately in 

sections to follow hereafter 

IV. ANALYTICAL MODELS 

Analytical models helps in providing the 

quantitative analysis of the protocols, helping us to 

predict the result set if the network parameters are 

changed. This is not possible with the either active or 

passive estimation approach. There have been few 

analytical models proposed in late which models around 

the operation of DCF in ad hoc networks each with their 

own set of assumptions.  

In our knowledge one of first pioneer work in 

this area was presented by Binanchi [3]. The author 
developed analytical model using two dimensional 

Markov chain which provide the closed form 

expression for calculation of throughput for 802.11 

DCF at MAC layer. Each station is modeled by pair of 

integer (i, k) where i represents backoff stage and k 

represents the contention window size. The value of i is 

initially 0 representing first attempt. This value is 

incremented every time there is unsuccessful 

transmission or packet suffers a collision. The value of 

k is maximum at the mth stage. The model iterates in mth 

stage until the packet is successfully transmitted. The 

value of contention window, k, is uniformly chosen 
between [0, Wi – 1] where W represents the value of 

backoff. Assuming, for every transmission attempt 

regardless of number of retransmission the collision 

probability is constant and independent of contention 

window. The expression for saturation throughput, S is 

represented as: 

S = (Ps . Ptr . L) / (Ps.Ptr.Ts + Ptr.(1-Ps)Tc + (1-  Ptr)Tid)            

(4) 

where Ptr = 1- (1- π)N  is the probability there is at least 

one transmission in considered slot time; L is average 

packet payload size; Ps = ( N.π.( 1-π)N-1) / ( 1- (1 – π)N ) 
is the probability of successful transmission; Tid is the 

duration of idle time; Tc is average time spent in 

collision; Ts is the average time needed to transmit a 

packet of size L; π is channel access probability of 

node; N is number of  nodes in network. 
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Figure 2: Classification of various available bandwidth estimation 

techniques. 

 

The main assumptions of this work were 1. 

Ideal channel was assumed 2. Collision probability was 

assumed to be independent of the number of 

retransmissions. 3. Stations were in saturated condition 

i.e. they always have packets to transmit 4. Network is 

homogeneous with finite number of terminals.  If the 

above assumptions are true, the model gives the 

accurate results. However, the assumptions are not 
necessarily true in real wireless networks. This seminal 

work opens the way for other analytical models to 

follow. 

It has been noted that network does not work 

in saturated condition but in unsaturated condition 

where traffic is always in on-off mode. Internet, voice 

communication can be cited as some of the examples. 

In [4] authors extended the Binanchi model for 

unsaturated traffic conditions. For the stations which 

have transmitted the packet but has none waiting in 

buffer, it enters into post backoff stage. Allowing the 
stations to have different data rate, heterogeneous 

network, the normalized throughput of the system is 

represented in equation (5) 

S = 

n

i

iS
1

   ; where Si = PSi Li / Es 

 (5) 

where Si is throughput of source node i; PSi is 

probability that station i successfully transmits; Li is the 

expected time spent transmitting payload data for 

source i; Es is expected time spent per state. The basic 
assumption of fixed collision probability irrespective of 

its history is retained. 

According to the IEEE 802.11 MAC standard 

after a certain number of retransmission attempts the 

contention window ceases to expand exponentially and 

after more attempts few its value is reset and the packet 

is dropped. In [3] [4], however, packets continue to 

iterative until it is successfully transmitted.  This 

assumption is dropped in [5] [6] along with the 

introduction of ideal state and post backoff stage. 

The assumption of ideal channel was dropped 
in work by [6]. The work presented the throughput 

calculation based on the Markov chain model in non-

saturated condition in presence of the channel induced 

errors and channel capture effect over a Rayleigh fading 

channel. It was observed that that throughput is a linear 

function of packet rate. After certain critical rate 

throughput enters the saturated conditions. 

A pioneering work by Zhao [7] [8] addresses 

intraflow contention and synchronization problems. The 
bandwidth of the node is consumed by its neighbours. 

These neighbours can be in the area where no direct 

communication is possible with each other. Whenever 

these nodes start emitting the packets they contribute to 

the intraflow contention problem. The work in [7] 

provides analytical modeling to the problem while 

considering the effects of channel bit rate, hidden-node 

collisions, and neighbouring interference.  The problem 

of synchronization can be stated as the availability of 

idle medium on both sides for total transmission time in 

order to avoid collision. In case, the idle period of 

sender and receiver do not overlap at all, the available 
bandwidth will be evaluated to null. Some authors 

presume the airtime synchronization to occur naturally. 

However, the idle channel time period can neither be 

naturally synchronized nor they are independent of each 

other. For better estimation, it is necessary to 

differentiate the busy state (transmitting and receiving) 

from sense busy state. Based on the above idea, authors 

proposed IAB [8], which considers the natural 

dependence between medium states that, is sensed by 

two adjacent nodes.   

V. ACTIVE BANDWIDTH ESTIMATION TECHNIQUES 

These estimation techniques were based on the 

probe packets which are injected into network to 

estimate parameters related to bandwidth estimation. 

Such techniques developed initially for wired networks 

were modified to suit the wireless environment. 

However these techniques suffer from lot of drawbacks. 

The details can be referenced from [33] 

 

A)  Variable Packet Size (VPS) Probing 

 

VPS allows measuring the capacity along end-

to-end path for each hop. The concept was first 
introduced by Bellovin [9] and implemented in pathchar 

[10] by Jacobson in 1997. The concept was further 

refined in clink [11], pchar [12], and ACCSIG [13] 

improved VPS and implemented it in several ways. 

This technique is based on measuring round trip time 

(RTT) for each hop in network. The RTT was measured 

approximately by three delay components: serialization 

delay, propagation delay and queuing delay. The key 

assumptions while carrying out the analysis are 

• The one way delay of packet is increased along each 

hop of a path. 
• By injecting multiple packets of the same size to each 

hop of the network, at least one packet will not 

encounter any queuing delay. 

• Propagation delays are independent of the packet size 

and constant for each hop. 

Some of the key advantages VPS model 

offered are: firstly there is no need of any special 
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software to be installed on either side of the network.  

Secondly The capacity for each hop along the entire 

network path can be measured and it helps in reducing 

the effects of cross traffic. However there are several 

limitations of this technique.  VPS tool relies on a 

ICMP it is necessary to ensure its implementation at 
each router along the measured network path. Second, 

this technique measures bandwidth in a single direction, 

from the local host to the remote end host. Whenever 

large numbers of probing packets are injected, network 

suffers from stress and interference along the path. [22]. 

 

B)  Packets Dispersion 

 

A packet dispersion technique injects packet 

pairs or packet train probes to measure the end-to-end 

capacity of a network path. The concept of packet pair 

dispersion techniques were first introduced in [14, 15, 
16]. Several other tools and techniques refined the 

measurement process such as bprobe/cprobe [17], 

nettimer [18, 19], sprobe [20] and pathrate [21, 22]. 

It is based on sending two packets of same size 

back-to-back in the network. Once the packet pair 

passes through the narrow link the time dispersion 

between two packets can related to the narrow link 

capacity. The concept is illustrated in figure 3. Packet 

train dispersion is extension of the above concept, in 

which multiple back-to-back probing packets are sent 

across the network. One of the key assumptions of these 
techniques is absence of cross-traffic during probing 

interval. The most important assumption of packet 

dispersion techniques is that there is no crossing traffic 

during the packet pair probing. 

 
Figure 3: Packets Dispersion 

 

When packets of size L with initial dispersion Din go 

through the link of capacity Ci, the dispersion after the 

link Dout becomes 

Dout = max (Din, L / Ci )                 (6) 

After the packets go through each link along an H hop 

end-to-end path, the final dispersion DR at the receiver 

is: 

DR = L / mini=1,….,H Ci = L / C           (7) 

where C is the end-to-end capacity. Thus the path 

capacity can be estimated from C = L / DR.  
Although this technique is faster as compared 

to other estimation techniques in terms of faster 
measurement time and induce less stress on the network 

path. However, in presence of cross traffic the accuracy 

is significantly degraded [13]. Another disadvantage is 

tools needs to be executed on both sides of network 

path. 

 

C) Self-loading Probe 

 

The two techniques discussed above helps in 
measurement of capacity in the network. Self-loading 

techniques, including Self-loading Periodic Streams 

(SLoPS) [23] and Train of Packet Pairs (TOPP) [24, 

25], are used to measure the available bandwidth of the 

end-to- end network path. Some of the key tools that 

implements a variety of self-Loading techniques, such 

as pathload [23], Packet Transmission Rate (PTR) [26] 

and pathChirp [27]. 

It works on the concept of sending the probe 

packets at multiple rates in the network. If the available 

bandwidth is less than probing packet at tight link, the 

probe packets queued at the tight link of router leading 
to increase in the delay on the receiver side. On the 

other hand, if the probing rate is lower than available 

bandwidth at the tight link, the probing packets will go 

through the tight link without causing an increased 

delay. The available bandwidth is obtained at tight link 

by analyzing the packet delay at receiver side. The 

estimation is made at the turning point probing rate at 

which queuing delay starts increasing. The probing rate 

can be managed in several ways say it can linearly 

increasing probing rate, exponentially probing rate and 

so on.  
The key assumption in case of SLoPS is 

presence FIFO queue at all routers along the path. It 

also assumes that cross traffic changes slowly and is 

constant during measurement duration [26]. The 

disadvantages of this technique are self-induced 

congestion and long time required to convert the 

measurements into available bandwidth estimates.  

 

D) Probe Gap Model (PGM) 

 

The concept similar to packet dispersion 

probing is probe gap model. However, PGM measures 
the available bandwidth instead of the end-to-end 

capacity. The concept is based on estimating the cross 

traffic at the tight link. It assumes the presence of only 

single bottleneck which is both narrow and tight link for 

that path. It is further assumed that queue is not empty 

between two packets in probing packet pair and the 

capacity at the bottleneck link is known and constant.  

VI. PASSIVE BANDWIDTH ESTIMATION TECHNIQUES 

With the problems and drawbacks of the active 

bandwidth estimation techniques in wireless scenarios 

the research shifted towards the passive methods for 
estimating available bandwidth. The sensing based 

approach/ listen method/passive methods are more 

suitable to wireless networks. Here nodes utilize the 

802.11 MAC physical carrier sensing or virtual carrier 

sensing to determine free and busy time. The MAC 

detects the channel as idle when following criteria 

holds: 
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 Network Allocation Vector (NAV) is less than 

current time. 

 Receiver state is idle 

 Send state is idle. 

Although the method is straight forward, the problem 

starts once the route is broken the corresponding sender 

will never know whether any node has changed its 

position until a new data transmission begins. 

The above problem is tackled by researcher in 

form of the HELLO packets, used by most of routing 

protocols. These HELLO packets are emitted 

periodically and can be utilized for exchanging the local 

information. The few advantages we can derive are: 

 They help in maintaining list of one hop 
neighbours. 

 They help in exchanging the bandwidth 

information up to two hops. 

 They avoid sending any other control 

messages for decimating the information. 

It is important to understand the difference 

between transmission range, interference range and 
carrier sensing rage while studying the passive methods 

[28]. Since the medium is wireless it is shared by all 

nodes.  In [29], BRUIT protocol was proposed. The 

authors take into consideration the fact that the carrier 

sense range is twice the transmission range. It was seen 

that even if two nodes are not able to communicate with 

each other they still contend the resources of each other. 

To address this issue information related to bandwidth 

is shared with all its neighbours. Such information can 

be propagated to two hop distance through HELLO 

packet. Each node performs the admission control based 
on information thus collected. The carrier sense range is 

assumed to be two hops which may not be true in real 

scenarios. 

Using the same assumption of two hop 

neighborhood [30] the local available bandwidth at 

node is estimated by the monitoring idle channel time 

of medium. It was realized that nodes lying in the 

carries sense range can also contend for the bandwidth 

thus affecting any on-going flow, leading to Intra flow 

contention problem. It is important to calculate number 

of nodes in the carrier sensing range. The problem is 

popularly termed as contention count (CC). To calculate 
the contention count at any node, it must identify its c-

neighbours. Given the total number of c-neighbours and 

route of flow, CC is determined as number of common 

nodes between the two. Thus we have 

 

        Ncc  =         (8) 

 

where Ncc is contention count at a particular 

node, Sn is set of c-neighbours, and Route and Dest are 

set of all nodes from emitter to receiver and destination 

node respectively. To obtain bandwidth at c-neighbors 
(contending nodes), three approaches were proposed. In 

the first method bandwidth related information is 

exchanged by broadcasting the HELLO packets which 

is limited to two hops only (CACP multihop). Second 

approach makes use of the higher transmission power 

for packets containing the bandwidth information 

(CACP Power). Such an arrangement has high 

probability of interfering with the data transmission of 
other nodes thus disrupting the traffic. In last passive 

approach proposed the sensitivity of node is decreased 

to value lower than CS_Threshold. The above technique 

is likely to be affected by the noise and interference 

present in the channel.  

The idea behind the AAC [31] was to reduce 

the overhead induced by the control message, use of 

routing metrics for calculation of the contention count 

and pausing of any existing flow when there is 

degradation in QoS due to mobility. Each node 

calculates its available bandwidth by monitoring the 

channel using the carrier sensing techniques for 
idle/busy periods. Depending upon the medium 

occupancy for the time period defined, each node can 

calculate the available bandwidth which is termed as 

“serviceable bandwidth”. In order to reduce the control 

message overheads the HELLO message is extended 

such that it aggregates the available bandwidth of all its 

nodes in carrier sense range. The minimum available 

bandwidth from aggregated data becomes the node‟s 

own available bandwidth. In order to solve the intra-

flow contention problem it is necessary to identify the 

contention count of the node. The AAC uniquely solve 
this problem with the help of hop counts provided by 

RREQ (Route Request) and RREP (Route reply) 

messages. 

 

    CC = min (hrreq, hmax) + min (hrrep, hmax) + K             

(9) 

 

In the above equation hrreq is hop count of route request, 

hrrep is hop count of route reply, hmax represents 

maximum distance between sender and carrier sense 

neighbour and K = 0 when destination node is inside the 

interference range otherwise K = 1. The node carrier 
sense range is defined in terms of the number of hops, 

hmax.  The value of hmax varies between 2 and 3 

depending upon the network node density referred to as 

roughness of path. However, this theory holds that all 

nodes have ideal circular propagation range. It is also 

assumed that the sender and receiver are perfectly 

synchronized. This lack of synchronization leads to 

over estimation of real available bandwidth. 

Finally ABE technique proposed in [32]. The 

work is motivated by carrier sense capability, time lost 

due to collisions with its effect on backoff period and 
idle period synchronization.  Assuming the carrier sense 

range is limited to two hops each node monitors its idle 

time, thus, calculating its upper bound of bandwidth 

available. The information is then sent to neighbours 

using the HELLO packets. Among many other 

contributions the authors addresses the problem of 

synchronization between the sender and receiver. 

Synchronization is related to idle time overlap between 
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the sender and receiver. If either of them is busy the 

data packet will not be transmitted successfully. 

Assuming surrounding medium occupancy to be 

uniform randomly distributed a probabilistic 

mechanism was proposed to address this effect. In order 

to evaluate the collision probability authors relied on 
HELLO packets often used by routing algorithms. If 

number of packets is limited, the approach can be 

considered as non-intrusive. Every node can estimate 

the number of HELLO packets it should receive during 

a certain period (usually defined by routing algorithms 

such as AODV). The collision probability of these 

packets can be calculated as the ratio of the number of 

HELLO packets received to the expected number of 

HELLO packet that should have been received in that 

time interval. Since the size of HELLO packets can be 

small or big in comparison with data packets we can 

interpolate the data using Lagrange interpolating 
polynomial. The collisions leads to exponentially 

increase of contention window leading to loss of the 

bandwidth since the backoff time cannot be utilized for 

either transmission or reception. The authors evaluated 

the influence of contention window, which depends 

upon the success or failure of transmission, affecting 

bandwidth consumed in process. The available 

bandwidth between the two neighbouring node (s, r) 

can be estimated by the following equation:
 Efinal (b(s, r)) = (1-K). (1-p). E( b(s, r))                

(10) 
Where the E( b(s, r))  is the available bandwidth on the 

link (s, r) evaluated by monitoring the radio channel and 

combining the emitter and receiver‟s values in a 

probabilistic manner, p is the collision probability 

measured on the received HELLO packets and rescaled 

to the appropriate packet size and K is the proportion of 

the bandwidth lost due to back off scheme computed 

due to p. 

There are certain drawbacks in the above 

approach. We need to run the experiment in advance to 

get our Lagrange coefficients. Lagrange interpolating 

polynomial does not possess the permanence property. 
Also as stated by authors the HELLO packets can be 

affected due to congestion related issues leading to the 

underestimation of available bandwidth.  

 

VII. CONCLUSION 

The estimation of available bandwidth is 

challenging task due to inherent nature of the wireless 

medium. In this paper, we have presented with the 

various aspects in which the problem of the available 

bandwidth has been approached.  Each of the 

techniques discussed has its own set of drawbacks. No 
clear consensus has been reached which provides the 

accurate estimation of the available bandwidth. The 

paper provides the ground for search of strategy which 

helps in reinventing the solution, taking into the 

consideration the fundamentals difficulties.   
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