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ABSTRACT

In this paper, we propose a method of multiclass clas-
sification by utilizing a distance mapping learning net-
work that is a distance-based multilayer perceptron [1].
The network can obtain the non-linear mapping be-
tween the input objects and the outputs by providing a
pair of objects and the desired distance between them.
It thus realizes multiclass classification based on pair-
wise classifications iteratively. We will show the valid-
ity of the model with two classification problems: Iris
classification and facial expression classification.

1. INTRODUCTION

A number of techniques of multiclass classification have
been proposed. In the conventional classification prob-
lems, one tries to distinguish between two (or more)
classes of objects, and most methods try to estimate
the probability density of the target set. On the other
hand, a powerful and effective method of two-class clas-
sification is proposed such as Support Vector Machine
[2]. One approach to classify multiple classes is to com-
bine two-class classifiers. Another approach has been
reported about multiclass classification by combining
one-class classification [3] that tries to distinguish be-
tween a set of objects and all other objects. In these
cases, although we can choose the classifiers so as to
adapt each two-class classification of target set, the
number of class is given or provisionally has to be set.
However, it is often impossible or difficult to know the
number of class in real-world problem.

In this paper, we propose a method of multiclass
classification by utilizing Distance Mapping Learning
network that is a distance-based multilayer perceptron
[1]. The network can obtain the non-linear mapping
between the input objects and the outputs by provid-
ing the desired distance between the objects, not the
desired output. The desired distance represents the
similarity between the input objects. The network thus
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realizes multiclass classification based on pairwise clas-
sifications.

Some learning methods utilizing a similarity-based
distance have been reported, for instance, for image
database organization [4], the classification method [5].
However, the proposed method differs from these ap-
proaches in the training of the network. It should be
noted that the proposed model can deal with classifi-
cation for an unknown number of class. Only by pre-
senting a pair of objects and the desired distance, the
network can map the objects onto the output space
of arbitrary dimensions, which is regarded as data de-
scription space.

In this paper, we first introduce the mechanism of
distance mapping learning. Secondly, we show its ap-
plication to multiclass classification with some experi-
mental results. Conclusions are then finally given.

2. DISTANCE MAPPING LEARNING

2.1. Problem specification

The framework of the acquirement of a non-linear map-
ping function between high-dimensional input feature
space and a lower dimensional output description space
is formulated as follows. In the m-dimensional input
feature space X, a object p is represented as the vec-
tor xp = (xp1, x

p
2, · · · , xpm). The target is to produce

n-dimensional vector outputs yp = (yp1 , y
p
2 , · · · , ypn), yq

∈ Rn that preserve a desired distance spq(≥ 0) with
regard to given inputs xp and xq ∈ Rm.

The similarity spq approximates Euclidean distance
dpq between the non-linearly mapped objects y

p,yq

(=Φ(xp), Φ(xq)) from the objects xp,xq in the fea-
ture space. Here, yp,yq are regarded as the description
vector that describes xp,xq in n dimensional space.

To solve the above problem, the following fitting
valueW is minimized under a provisionally determined
dimension order n.

W ≡
X
p

X
q

(spq − dpq)2 (1)



Figure 1: Structure of the DML network

dpq = kyp − yqk (a)

dpq = kΦ(xp)− Φ(xq)k (b)

where dpq denotes the distance between mapped vec-
tors. The similarity value spq is provisionally given as
the desired distance between the objects p and q. The
geometric arrangement in Euclidean space is chosen be-
cause it is helpful for intuitive understanding of the
data structure. In the conventional multidimensional
scaling method [6], the target is to minimize equation
(1) under the constraint of equation (a), not containing
mapping function Φ with input vector x. Therefore,
the arranged vector y does not have any relationship
with x. On the other hand, the proposed method is to
minimize equation (1) under the constraint of equation
(b) so that the nonlinear mapping function Φ could be
derived from the neural network learning.

2.2. Network structure

The structure of the Distance Mapping Learning (DML)
network is illustrated in Figure 1. Network A and net-
work B are identical three-layered perceptrons. The
inputs are the feature parameters of input object A
and B, respectively, and the outputs are the descrip-
tion parameters of object A and B. The nonlinear
mapping between the input space and output space
is therefore done by networks A and B. The out-
puts of A and B are connected in parallel to unit C
which calculates the distance dAB in the output space.
The network outputs yAk and y

B
k (k = 1, 2, · · · , n) from

each output layer, respectively, while the input vectors
xAi , x

B
i (i = 1, 2, · · · ,m) are given. Each output vectors

of networks A, B can be of arbitrary dimensions. In
the learning process, rather than providing networks A
and B with absolute coordinates as a teacher signal,

the desired distance between the inputs to network A
and network B, sAB , is given.

2.3. Formulation

2.3.1. Error backpropagation algorithm

Multi-layer perceptron (MLP) based on an error back-
propagation algorithm for minimizing the mean square
error is most popular [7]. The least-squares learning
and regression are discussed in [8]. This states that
among all the functions of x, regression is the best pre-
dictor of y given x, in the mean-squared-error sense.

A training set (x1, y1), (x2, y2)...(xp, yp)... is a col-
lection of observed (x,y) pairs. In other words, the pair
(x,y) obeys some unknown joint probability distribu-
tion. To construct a non-linear function Φ(x) based
on the training set is equivalent so that Φ satisfies the
desired output y. Φ is generally determined so as to
minimize a given cost function. The learning process
of a multi-layer perceptron is described as:

ε2(Φ) =

Z
kyp − Φ(xp)k2p(x,y)dydx (2)

where p(x,y) and ε denote the probability density func-
tion and mean-squared error of Φ(x) that represents a
nonlinear functional of the neural network, in which
the goal of learning process is to minimize ε2. Equa-
tion (3) that is a simple quadratic formula regarding ŷ
is delivered by probability distribution y conditioned
by x :

ŷ = Φopt(x) =

Z
yp(y|x)dy (3)

2.3.2. Distance mapping learning algorithm

On the other hand, the proposed neural network differs
from the conventional MLP, because the desired dis-
tance between input objects is given as a teacher signal.
The mean-squared error ε is described as follows with
the probability density function p(xp,xq, spq) where
spq denotes the desired distance between (x

p,xq), which
may not be a deterministic variable even though xp

and xq are determined. It should be noted that the
proposed method is independent of translation and ro-
tation in the output space. Because the network that is
trained by the relative distances, these transforms can
be applied without missing the property.

In this framework, we realize the algorithm of Sam-
mon’s nonlinear mapping [9] by a modified multilayer
perceptron.

ε2(Φ) =

Z °°°spq − dpq°°°2p(xp,xq, spq)dxpdxqdspq (4)



dpq(Φ(x
p),Φ(xq)) = kΦ(xp)− Φ(xq)k

= k(AΦ(xp) +B)
−(AΦ(xq) +B)k

(A : rotation matrix, B : translation matrix)

2.4. Learning rule

The connection weights in network A and B are tuned
to make the distance dAB close to teacher signal sAB .
The sigmoid output function is used for each cell, and
a modified back propagation method is applied for the
learning. Networks A and B start from the same initial
connection weights and are trained in the same manner
to give the same mapping.

The learning rule is described below. In the follow-
ing equations, subscript i, j and k correspond to the
cell number in input, hidden and output layers, respec-
tively. wij represents the connection weight from unit
i in input layer to unit j in hidden layer . The cost
functional of DML Ed is defined as equation (5).

Ed =

nX
(sAB − dAB)2/2 (5)

dAB =

vuut nX
k=1

(yAk − yBk )2

Updating the connection weights in each iteration
is performed as follows:

∆wij(t+ 1) = α
∂Ed
∂wij

+ η∆wij(t) (6)

The partial derivative ∂Ed/∂wij with respect to y
A
k

and yBk can be described as:

∂Ed
∂wij

=

nX
k=1

{∂Ed
∂yAk

∂yAk
∂wij

+
∂Ed
∂yBk

∂yBk
∂wij

} (7)

= (sAB − dAB)
nX
k=1

(yAk − yBk ){
∂yAk
∂wij

− ∂yBk
∂wij

}

The learning parameter α and the momentum η are
empirically chosen for the stable convergence.

The network does not need absolute coordinates as
the desired output, only the desired distance between
the input objects. It should be noted that the struc-
ture and initial condition of network A and network B,
and the definition of distance are identical, while the
number of cells in the output layers of network A and
network B can be set arbitrarily, depending upon the
structure of the required output space. In the present
work, we adopt a two-dimensional output space and
Euclidean distance for the distance metric in Unit C.

3. EXPERIMENTS

3.1. Iris Classification problem

In this experiment, the proposed model is applied to
Iris Classification problem [10]. An Iris flower that has
4 attributes (length and width of the flower’s sepal and
petal) is classified into one of three classes (Iris-Setosa,
Iris-Versicolor, Iris-Virginica). One class is linearly sep-
arable from the other two classes; the latter are not
linearly separable from each other.

In the learning phase, a pair from 75 instances (con-
tains evenly three classes) and the teacher signal sAB
as described below are given for training the network.

sAB =

½
0
ρ (ρ > 0)

(8)

where ρ represents the scaling parameter that is the
scale of the distance between two classes, A and B.
If a training pair is chosen from the same class, the
teacher signal is set to 0.0. While, if they are chosen
from different classes, the value is set to ρ. In this
experiment, ρ is set to 0.6. The number of cells in
the input, hidden and output layers are 4, 6 and 2,
respectively. The learning rate is set to 0.3, and the
momentum is set to 0.2. After training the network,
the model holds a non-linear mapping from 4 attributes
of Iris flower to 2 dimensional output space.

Figure 2. shows the mapped objects in the 2 dimen-
sional output space after the 10,000 iterations. The
objects are clearly classified into three classes, and the
center point of each class (called spot) forms a regular
triangle.

In order to verify the generalization ability, we ex-
perimented with test data that are not used for the
training. 75 test data are mapped onto the output
space as illustrated in Figure 3. We displayed the
Voronoi diagram with regard to the spot of each class
for giving an indication of the class. The Voronoi dia-
gram has the property that for each spot, every point
in the region around that spot is closer to that spot
than to any of the other spots. Although the network
does not give the identification of the class, the aspect
of classification can be displayed with the aid of the
diagram.

3.2. Facial expression classification

The proposed model is applied to facial expression clas-
sification. Figure 4 shows a line drawing model [11]
of the facial expression and five facial images of typi-
cal emotional categories such as happiness, anger, fear,
surprise and sadness. The nine parameters indicated
by Pi are used to generate an image of facial expression.



Figure 2: Performance of Iris Classification

Figure 3: Generalization ability of the model in Iris
Classification

The movement of each parameter which is allocated to
the eyebrows, eyes and mouth changes the intensity of
facial expression. Each face has line symmetry with
respect to the vertical central line on which the nose
is located and fixed. Each feature point is consistently
connected to the others, introducing the spline interpo-
lation. Using this line drawing model, five facial images
of typical emotional categories are then acquired from
images drawn by 36 subjects in the previous work [11].
Subjects moved the nine feature points in order to cre-
ate the desired emotional face. Thus, an object has 9
attributes and is classified into one of five classes.

In the learning phase, a pair from 50 instances (con-
tains evenly five classes) is given for the training. The
scaling parameter ρ is set to 0.6. The number of cells
in the input, hidden and output layers are 9, 12 and 2,

Figure 4: A line drawing model of facial expression and
five facial images of typical emotional categories

Figure 5: Performance of facial expression classification

Figure 6: Generalization ability of the model in facial
expression classification



respectively. The learning rate is set to 0.3, and the mo-
mentum is set to 0.2. Figure 4. shows the mapped ob-
jects in the 2 dimensional output space after the 30,000
iterations. It can be seen that the objects are classi-
fied into five classes, and the spot of each class forms
a deformed pentagon. In case that the number of spot
becomes more than four, every spot that have a con-
stant distance to other spots cannot be arranged on 2
dimensional space. Therefore, the training of the net-
work is terminated when the number of iteration steps
becomes 30,000 in this experiment.

Figure 6. illustrates 50 test data that are mapped
onto the output space. The Voronoi diagram is also
displayed as well as the previous experiment. The re-
sult proves that the trained network holds a non-linear
mapping from 9 attributes of facial expression model
to 2 dimensional output description space.

4. DISCUSSION AND CONCLUSIONS

We described a method of multiclass classification by
utilizing Distance Mapping Learning network. We have
introduced a method to obtain a nonlinear mapping
between input data and the description parameter by
using a neural network model in which the desired dis-
tances between the input pair are given as a teacher
signal set. The novel aspect of the proposed method is
that the number of class is not needed for the classifi-
cation.

With regard to the structure of the proposed neural
network, the distance-based learning has some distin-
guishing properties compared with conventional multi-
layer perceptrons. The convergence is relatively stable,
but the converged arrangement often depends upon the
initial conditions of weights due to the characteristics
of the network.

We have been considering that the proposed method
can be applied to the categorical perception of facial ex-
pressions [12]. The analytical evaluation of the network
is one of the future issues. Although the Euclidean dis-
tance is given as a teacher signal in the present work,
the algorithm allows any other distance metric such as
Hamming distance, city-block distance and Minkowsky
distance. The influence of non-Euclidean distance func-
tions will be also considered.

This approach utilizing non-linear mapping deliv-
ered good results in terms of fitting rate compared with
the conventional statistical analysis. In addition, new
objects which are not used in the training in the net-
work can also be evaluated by the generalization ability
of the network. We consider that the proposed method
can extend the scheme of the multidimensional scaling
method.
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