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#### Abstract

We have applied the recently developed multiple state transition interface sampling approach to alanine dipeptide in explicit water. We extract the rate constant matrix for configurational changes between each pair of metastable states. The results are comparable with values from previous literature and show that the method is applicable to biomolecular systems. © 2011 American Institute of Physics. [doi:10.1063/1.3644344]


## I. INTRODUCTION

Investigating the long time scale dynamics of rare events in complex biomolecular systems provides a challenge for molecular dynamics simulations. Typically, a biomolecular system spends most of the time in (meta)stable states and only occasionally jumps between these states. When using straightforward molecular dynamics simulation to investigate such rare events, a large amount of computer time will be wasted on sampling the metastable states. In the case of protein folding and unfolding, this waiting time can easily becomes microseconds to seconds, a time beyond even the capability of the most powerful modern super computer. Therefore, the investigation of the dynamics of such rare events necessitates the application of novel simulation algorithms. In the past decades, many algorithms have been developed to assess rare protein conformational transitions, for instance by umbrella sampling, ${ }^{1}$ flooding, ${ }^{2}$ local elevation, ${ }^{3}$ adaptive bias force, ${ }^{4}$ metadynamics, ${ }^{5}$ replica exchange, ${ }^{6}$ milestoning, ${ }^{7}$ string method, ${ }^{8}$ and many others. One such approach, transition path sampling (TPS) (Refs. 9-12) resolves the rare event problem by focusing only on the transition paths between stable states. TPS does this by generating an ensemble of unbiased dynamical trajectories connecting an initial with a final stable state. The advantage of TPS is the relative independence from an a priori choice of order parameters or reaction coordinate that describing the transition. Rather, the reaction coordinate can be extracted from the simulation results. The method has been successfully applied to various two-state systems ${ }^{11,13,14}$ previously (see, e.g., Ref. 15 for a review). One drawback of the regular two state version of TPS is that, once there are more than two (meta)stable or intermediate states, trajectories will be attracted to those additional states and become trapped, which severely decreases the efficiency of the method. A remedy for this drawback is the recently developed multiple state transition path sampling (MSTPS), ${ }^{16}$ which extends TPS by including all possible

[^1]transition paths between any two stable or intermediate states in the path ensemble. In Ref. 16, it is shown that the MSTPS method is more efficient than the two state TPS method.

While TPS samples dynamical paths, information about rate constants is only available through a reversible work calculation of slowly constricting pathways leaving the initial stable to end at the final state. ${ }^{9}$ Introduction of the transition interface sampling (TIS) method accelerated this computation considerably by measuring the effective positive flux through a series of interfaces between the initial and final states. ${ }^{17}$ Reference 16 also introduced a multiple state version of TIS (MSTIS) and applied it to a simple 2D system.

The aim of this work is to show that the MSTPS/MSTIS framework can be applied to biomolecular systems and allows the evaluation of the full rate matrix. To that end, we apply the MSTIS method to a small prototypical biomolecule, the alanine dipeptide. Alanine dipeptide in aqueous solution has been widely used to test new simulation and sampling algorithms. ${ }^{18-23}$ Despite its simplicity, it exhibits several multiple metastable states when solvated in explicit water, with transition rates between these states on the order of nanoseconds.

Chodera et al. ${ }^{18}$ computed the transition matrix of alanine dipeptide conformational changes directly using straightforward molecular dynamics. The authors found that the alanine peptide configuration space could best be divided into 6 metastable states. This division in states leads to a Markov state model (MSM) in which the molecular kinetics can be summarized as stochastic transitions between the states. ${ }^{24}$ Using the same division into six states, we compute the rate matrix using MSTIS, and compare it with these previous results. As some transition are much more abundant than others, one can combine states, to reduce the complexity of the rate matrix.

The paper is organized as follows. We first describe the theoretical background in Sec. II. In Sec. III, we present and discuss our MSTPS/MSTIS results. We end with concluding remarks.

## II. METHODS

## A. Multiple state transition path sampling

## 1. Two-state transition path sampling

In this section, we briefly review the TPS methodology. A TPS simulation performs a Monte Carlo random walk in trajectory space. A dynamical trajectory $\mathbf{x}(L)$ $=\left\{x_{0}, x_{1}, \ldots, x_{L}\right\}$ is discretized in time by a time-step $\Delta t$ into $L+1$ slices $x_{\tau}$. Each time slice $x_{\tau}=\left\{\mathbf{r}_{\tau}, \mathbf{p}_{\tau}\right\}$ contains all positions $r$ and momenta $p$ of all $N$ particles in the system at time $t=\tau \Delta t$. The probability $\mathcal{P}_{\mathcal{A B}}[\mathbf{x}(L)]$ for a path of a fixed length $L$ connecting the initial state $A$ and the final state $B$ is given by

$$
\begin{equation*}
\mathcal{P}_{\mathcal{A B}}[\mathbf{x}(L)]=Z_{A B}^{-1} h_{A}\left(x_{0}\right) \mathcal{P}[\mathbf{x}(L)] h_{B}\left(x_{L}\right) \tag{1}
\end{equation*}
$$

$\mathcal{P}[\mathbf{x}(L)]$ is the dynamical probability of the discretized path $\mathbf{x}(L)$, while $h_{\Omega}(x)$ denotes an indicator function that is unity when $x \in \Omega$, i.e., $x$ is inside a stable state $\Omega$ and zero otherwise. The product $h_{A}\left(x_{0}\right) h_{B}\left(x_{L}\right)$ thus guarantees that the probability is non-zero only when a path starts from A and ends in B . The normalization factor $Z_{A B}$ is akin to a partition function. The dynamical path probability $\mathcal{P}[\mathbf{x}(L)]$ is given by

$$
\begin{equation*}
\mathcal{P}[\mathbf{x}(L)]=\rho\left(x_{0}\right) \prod_{\tau=0}^{L-1} p\left(x_{\tau} \rightarrow x_{(\tau+1)}\right) \tag{2}
\end{equation*}
$$

where $p\left(x_{\tau} \rightarrow x_{(\tau+1)}\right)$ represents the Markovian probability for transitions from a phase point at time $\tau$ to one at time $\tau+1$ (e.g., a delta function for molecular dynamics, or a Gaussian for Langevin dynamics ${ }^{9}$ ). All trajectories that connect the two defined stable states form the path ensemble, which plays a key role in TPS as the representation of the system's rare event. A definition of reaction coordinate is not necessary in TPS, but the reactant A and product B should be defined properly by order parameters. These order parameters should be chosen such that the two states can not only be distinguished from each other, but also that each state lies inside the basin of attraction of that stable state..$^{15}$

The shooting algorithm ${ }^{9}$ can efficiently sample the path ensemble by selecting a random slice, changing the momenta slightly and shooting off a new direction forward and backward in time. Each path that still connects A with B can be accepted in the Monte Carlo procedure.

Based on TPS, the TIS algorithm for calculating rate constants between two states requires the definition of a series of hyper-surfaces or "interfaces" $\left\{x: \lambda(x)=\lambda_{s}\right\}$ with $\lambda_{s} \in \mathbb{R} .{ }^{17}$ TIS thus requires an order parameter $\lambda$ that parametrizes the rare event. The definition of this order parameter here is not as strict as a reaction coordinate, but it has to vary monotonically from reactant to product. In TIS, the rate constant $k_{A B}$ for the $A \rightarrow B$ transition is then expressed as

$$
\begin{equation*}
k_{A B}=\left\langle\phi_{1}\right\rangle P_{A}\left(\lambda_{B} \mid \lambda_{1}\right)=\left\langle\phi_{1}\right\rangle \prod_{s=1}^{n-1} P_{A}\left(\lambda_{s+1} \mid \lambda_{s}\right) . \tag{3}
\end{equation*}
$$

Here, $\left\langle\phi_{1}\right\rangle$ is the average flux out of state $A$ through interface $\lambda_{1}$, which, in practice, can be obtained from an MD simulation by establishing the number of times the system crosses $\lambda_{1}$, coming directly from $A$, per unit time. $P_{A}\left(\lambda_{B} \mid \lambda_{1}\right)$
is the conditional "crossing" probability that a path from $A$ has crossed interface $\lambda_{1}$ and reaches state $B$ before returning to $A$. This crossing probability, which is naturally very small as we are considering a rare event, can be replaced with the product of $n$ crossing probabilities in Eq. (3). One can compute $P_{A}\left(\lambda_{s+1} \mid \lambda_{s}\right)$ for a particular TIS interface $\lambda_{s}$ as the fraction of paths coming out of state A and crossing $\lambda_{s}$, that also cross the next interface $\lambda_{s+1}$ before going back to $\lambda_{s}$. Note that the final interface $\lambda_{n}=\lambda_{B}$.

## 2. Multiple state TPS/TIS

The standard TPS scheme assumes the presence of only two stable states. Many complex systems might have additional (meta)stable states that can trap the trial trajectories during the shooting move, thus making it difficult to sample paths between two specific stable states. The multiple state TPS/TIS method ${ }^{16}$ resolves this problem by sampling the ensemble of pathways that connect any two of the stable states in the system instead of focusing on only two of the stables states. The path sampling algorithm simply accepts any path between two valid metastable states $i \neq j$. (For a detailed description see Ref. 16).

Reference 16 also introduces a scheme to compute the rate constants $k_{i j}$ between any pair of stable states in the system. Each of the stable states $i$ is assigned a set of $m \lambda_{s i^{-}}$ interfaces, with $0 \leq s \leq m$. $\lambda_{m i}$ is thus the "outermost" interface for stable state $i$. The multiple state TIS ensemble for paths between state $i$ and any other state $j$ is then

$$
\begin{align*}
& \mathcal{P}_{i j}^{\mathrm{TIS}}[\mathbf{x}(L)] \\
& \quad \equiv Z_{\text {TIS }}^{-1} \prod_{k} \bar{h}_{k}[\mathbf{x}(L)] h_{i}\left(x_{0}\right) \mathcal{P}[\mathbf{x}(L)] h_{j}\left(x_{L}\right) \hat{h}_{i}^{m}[\mathbf{x}(L)] \tag{4}
\end{align*}
$$

where $Z_{\text {TIS }}$ is a normalization factor. The indicator functions $h_{i}\left(x_{0}\right)$ and $h_{j}\left(x_{L}\right)$ ensure again that the paths begin in state $i$ and end in $j$, respectively. The product over $\bar{h}_{k}[\mathbf{x}(L)]$ is unity only when each configuration $x$ along the path is outside each of the stable state definitions and zero otherwise, thus guaranteeing that except for the end points, the paths do not visit any of the stable states. This requirement is necessary, because we use the TIS flexible path length convention, i.e., the path length is determined by the first entering point of any stable state. The function $\hat{h}_{i}^{m}[\mathbf{x}(L)]$ is unity for paths that cross the outermost interface $\lambda_{m i}$ and vanishes otherwise. Note that the initial and final state can also be the same, i.e. $i=j$ as long as $\lambda_{m i}$ is crossed. Analogous to Eq. (3) the rate constant $k_{i j}$ for transitions from a state $i$ to a state $j$ is

$$
\begin{equation*}
k_{i j}=\left\langle\phi_{m i}\right\rangle P_{i}\left(\lambda_{0 j} \mid \lambda_{m i}\right) \tag{5}
\end{equation*}
$$

Here, the flux through the outermost $\lambda_{m i}$-interface $\left\langle\phi_{m i}\right\rangle$ follows from a "regular" TIS simulation using the set of $\lambda$ interfaces for a given state $i$

$$
\begin{equation*}
\left\langle\phi_{m i}\right\rangle=\left\langle\phi_{1 i}\right\rangle P_{i}\left(\lambda_{m i} \mid \lambda_{1 i}\right)=\left\langle\phi_{1 i}\right\rangle \prod_{s=1}^{m-1} P_{i}\left(\lambda_{(s+1) i} \mid \lambda_{s i}\right) . \tag{6}
\end{equation*}
$$

$P_{i}\left(\lambda_{0 j} \mid \lambda_{m i}\right)$ is the crossing probability for a path that crosses $\lambda_{m i}$ coming directly from $i$ to reach state $j$ before returning to $i$, and follows directly from the multiple state transition path sampling ensemble

$$
\begin{equation*}
P_{i}\left(\lambda_{0 j} \mid \lambda_{m i}\right)=\frac{\int \mathcal{D} \mathbf{x}(L) \mathcal{P}_{i j}^{\mathrm{TIS}}[\mathbf{x}(L)]}{\int \mathcal{D} \mathbf{x}(L) \sum_{j} \mathcal{P}_{i j}^{\mathrm{TIS}}[\mathbf{x}(L)]} \approx \frac{n_{i j}}{\sum_{j} n_{i j}} \tag{7}
\end{equation*}
$$

where the integrals are over all paths regardless of length. This probability can be estimated from the number of pathways $n_{i j}$ starting in $i$, crossing $\lambda_{m i}$ and ending in $j$, divided by all pathways starting in $i$ and crossing $\lambda_{m i}$.

From the expression for the rate constants for transitions between all stable states $i$ and $j$ in Eq. (5) it follows that the flux $\left\langle\phi_{m i}\right\rangle$ in Eq. (6) only has to be calculated once for each stable state $i$. All remaining crossing probabilities can be obtained simultaneously within one multiple state TIS simulation.

The rate constant matrix hence consists of 3 factors,

$$
\begin{equation*}
k_{i j}=\left\langle\phi_{1 i}\right\rangle P_{i}\left(\lambda_{m i} \mid \lambda_{1 i}\right) P_{i}\left(\lambda_{0 j} \mid \lambda_{m i}\right), \tag{8}
\end{equation*}
$$

that are determined, respectively, by a straightforward MD simulation, a TIS for each state, and a multiple state TIS simulation.

The shooting move for MSTIS is done in the regular way, by accepting any path that connects two stable states $i$ and $j$, provided it crosses the interface $\lambda_{s i}$.

## 3. Combining stable states

A potential problem with a multiple state approach is that the free energy barriers between pairs $i$ and $j$ might be different in height. This will favor paths between the pairs $i$ and $j$ that have the lowest free energy barrier. When the barriers are roughly of the same height, this is not a problem as then all possible paths are equally represented in the ensemble. However, for widely varying barriers, one transition might dominate the ensemble. This dominance might be avoided by applying the Wang-Landau scheme advocated in Ref. 16 and explored in Ref. 25 (Recently this Wang-Landau scheme was also applied in the TPS framework ${ }^{26}$ ). Another possibility is to exclude the most dominant transition, i.e., those with very low barriers. Ideally, this should be done automatically based on the frequency of sampling. Alternatively, we can view the sets of states separated by low barriers as a single combined state, as interconversion between these states will be fast compared to the higher barriers. For instance, state $\alpha^{\prime}$ and $\alpha^{\prime \prime}$ can be combined into one state $\alpha$ with an indicator function $h_{\alpha}[x]$ which is unity if $x \in \alpha=\alpha^{\prime} \cup \alpha^{\prime \prime}$ and zero otherwise. Special care needs to be taken for defining the TIS interfaces for such combined states. One possible combined interface definition is shown in Fig. 1. The order parameters $\lambda_{s}^{\prime}, \lambda_{s}^{\prime \prime}$ denote the distance to the center of respectively $\alpha^{\prime}$ and $\alpha^{\prime \prime}$ in some metric. These distances define interfaces $\left\{x: \lambda^{\prime}(x)=\lambda_{s}^{\prime}\right\}$ and $\left\{x: \lambda^{\prime \prime}(x)=\lambda_{s}^{\prime \prime}\right\}$ for both states. We can combine these interfaces through the envelope of the hypersurface, i.e., $\left\{x: \lambda(x)=\min \left[\lambda^{\prime}(x), \lambda^{\prime \prime}(x)\right]=\lambda_{s}\right\}$, where the min function returns the smaller of its argument. The com-


FIG. 1. Top: Schematic picture of acceptable (solid lines) and unacceptable (dashed lines) trajectories in the MSTIS path ensemble, using the combined states $\alpha$ and $\beta$. Bottom: Schematic picture for regular TIS with combined states. Again, acceptable paths (solid) cross the combined interface $\lambda_{m \beta}$ (black solid dumbbell), while unacceptable paths (dashed lines) do not.
bined interface is thus defined by the distance $\lambda_{s}$ to the center of the nearest sub-state in the combined state.

The shooting move using the combined state interface and state definitions is straightforward. Each path has to start in $\alpha=\alpha^{\prime} \cup \alpha^{\prime \prime}$, end in any state, and cross the combined interface, i.e., at least one time slice $x$ should obey $\min \left[\lambda^{\prime}(x), \lambda^{\prime \prime}(x)\right]>\lambda_{s}$.

Note the combination rule can be easily generalized to a set of $l$ sub-states and corresponding distance order parameters $\lambda(x)=\left\{\lambda_{1}(x), \lambda_{2}(x), \ldots ., \lambda_{l}(x)\right\}$ leading to the interface definition $\left\{x: \min [\lambda(x)]=\lambda_{s}\right\}$.

## B. Simulation details

## 1. System setup and equilibration

All energy minimization and molecular dynamics simulations were performed with the GROMACS package (version 4.0.5) (Refs. 27-30) using the AMBER96 force field. ${ }^{31} \mathrm{~A}$


FIG. 2. The molecular structure of alanine dipeptide rendered in licorice representation. Carbons in cyan, oxygen in red, nitrogen in blue, and hydrogen white. The two order parameters describing the metastable states are the dihedral angles $\phi$ and $\psi$. Figure made with VMD (Ref. 38).
single alanine dipeptide molecule (Ace-Ale-NME, see Fig. 2) was solvated by 620 TIP3P water molecules ${ }^{32}$ in a truncated octahedral periodic box. The non-bonded van der Waals cutoff radius was 1.1 nm . The LINCS algorithm handled bond constraints, ${ }^{33}$ and fast Particle-Mesh Ewald method treated long-distance electrostatic interactions. ${ }^{34,35}$ The system was energy minimized using steepest descent energy minimization followed by conjugate gradient optimization. A 10 ps position restricted MD simulation was performed, followed by a 1 ns equilibration run at constant temperature and constant pressure of respectively, 300 K and 1 atm . The time step was 2 fs . The temperature was kept constant with the NoseHoover thermostat, ${ }^{36,37}$ and the pressure was maintained by a Parrinello-Rahman barostat. The average box size from this constant pressure simulation provided the proper box size (d $=2.92160 \AA$ ) to run the constant volume simulations.

## 2. Replica exchange molecular dynamics

To initialize MSTPS, we need definitions of the various metastable states of the alanine dipeptide. One way to obtain these beforehand, is by performing a very long MD simulation, or by accelerating methods such as replica exchange MD. Replica exchange molecular dynamics (REMD) (Ref. 39) can enhance the sampling of biomolecules with rough free energy surfaces by simulating $n$ replicas at different temperatures and occasionally exchanging the replicas. In each replica, the velocity rescaling thermostat with a stochastic term is employed for temperature coupling. Every 1 ps, $n(n-1)$ exchanges between any random pair of replicas were attempted. The acceptance rule for exchanging each pair of selected replicas (1 and 2) is given by

$$
P_{a c c}[1 \rightarrow 2]=\min \left[1, e^{\left(E_{1}-E_{2}\right)\left(\frac{1}{k_{B} T_{1}}-\frac{1}{k_{B} T_{2}}\right)}\right]
$$

where $k_{B}$ represents Boltzmann constant, $T_{1}$ and $T_{2}$ are temperatures of the two selected replicas, while $E_{1}$ and $E_{2}$ are their potential energies. The configurations of alanine dipeptide and system potential energy were written to disk every 0.1 ps .

To explore the free energy surface we ran a 20 ns REMD simulation with 24 replicas. The temperatures in these 24 replicas were chosen from a exponential distribution from 300 K to 500 K . The exchange move had an average acceptance ratio of $46 \%$, based on first neighbor exchanges only (the total number of exchange trials is of course much larger). The free energy (in units of $k_{B} T$ ) is the negative logarithm of the probability histogram obtained by projecting the REMD trajectory data to suitable order parameters. We use the virtual move Monte Carlo method for better statistics. ${ }^{40}$

## 3. Path sampling simulation

The path sampling is performed by a perl-script wrapper around the GROMACS package. We employed the two-way shooting algorithm with flexible path length. Shooting points for generating trial paths are picked randomly from the previous accepted path with length $L^{(o)}$ and a new velocity will be assigned randomly for each atom at that point. The trial
trajectories are generated with the Gromacs MD engine by integrating both forward and backward in time. The integration is stopped when a path reaches one of the stable states. When crossing the current interface, the trial path with a length $L^{(n)}$ can be accepted with the Metropolis rule

$$
\begin{equation*}
P_{a c c}[o \rightarrow n]=\min \left[1, \frac{L^{(\mathrm{o})}}{L^{(\mathrm{n})}}\right] \tag{9}
\end{equation*}
$$

in order to obey detailed balance. ${ }^{17}$

## III. RESULTS AND DISCUSSION

## A. Stable states and interfaces from REMD simulation

The free energy was obtained by projecting the REMD trajectory data onto two slow degrees of freedom, the dihedral angles $\phi$ and $\psi$, which have been widely used to investigate the free energy surface of the alanine dipeptide system. ${ }^{19-23}$ The resulting free energy landscape is shown in Fig. 3 and shows six distinct energy minima. The landscape agrees well with a previous investigation employing the same force field and water type. ${ }^{18}$ In Ref. 18, six metastable states were identified by defining boxes in $\phi-\psi$ phase space, where each box contains one of the six minima. These six distinct energy minima will be used to define the metastable states in this work but now are based on the "core" definition. This definition is based on the distance in $\phi, \psi$ space to the free energy minimum. The order parameter for the stable states is thus $\lambda_{i}=\sqrt{\left(\phi-\phi_{i}^{\text {ref }}\right)^{2}+\left(\psi-\psi_{i}^{\text {ref }}\right)^{2}}$, where $\left(\phi_{i}^{\text {ref }}, \psi_{i}^{\text {ref }}\right)$ denotes the location of the minima in the free energy landscape. Based on the REMD free energy landscape, we locate the six minima $\mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{D}, \mathrm{E}$, and F at, respectively, $(-150,150),(-70,135),(-150,-65),(-70,-50)$, $(50,-100)$, and $(40,65)$ (in degrees), see Fig. 3. The stables state $i$ is defined by the set $\left\{x: \lambda_{i}<\lambda_{0 i}\right\}$. For simplicity, we set all stable state boundaries identical $\left(\lambda_{0 A}=\lambda_{0 B}=\lambda_{0 C}=\lambda_{0 D}=\lambda_{0 E}=\lambda_{0 F}=10\right)$, i.e., a circle with a 10-degree radius. At first sight, this might seem unfit for a proper stable state definition. However, the most important criterion for a stable state definition is that trajectories should have a high probability of hitting the stable state definition when in the basin of attraction, not that they always have to stay within this definition. ${ }^{12,15}$ For each state, we


FIG. 3. The free energy surface from the REMD simulation obtained by projecting the logarithm of the probability to find a $(\phi, \psi)$ pair.

TABLE I. Definition of interfaces (in degrees) for the six states A-F. Also included are the combined $\beta$ and $\alpha$ states for the 4 -state computation.

|  | A | B | C | D | E | F | $\beta$ | $\alpha$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\lambda_{0}$ | 10 | 10 | 10 | 10 | 10 | 10 | 10 | 10 |
| $\lambda_{1}$ | 20 | 20 | 20 | 20 | 20 | 20 | 20 | 20 |
| $\lambda_{2}$ | 45 | 45 | 45 | 45 | 45 | 45 | 45 | 40 |
| $\lambda_{3}$ | 65 | 65 | 60 | 60 | 65 | 65 | 55 | 45 |
| $\lambda_{4}$ | 80 | 75 |  |  | 80 | 80 | 65 | 50 |
| $\lambda_{5}$ |  |  |  |  |  |  | 75 | 60 |

can use this order parameter to define a series of interfaces, from the zeroth interface (the stable state boundaries $\lambda_{0 i}$ ) up to the outermost one $\left(\lambda_{m i}\right)$. These interfaces are summarized in Table I. While the order parameter for each state is here defined in the same way, we stress that, in principle, one is free to a use different order parameter set for each state and its interfaces, provided that they separate and distinguish the stable states.

Note that we assume, similar to previous studies, that the minima are sufficiently deep to cause a separation of time scales, and hence a meaningful rate constant for each transition. However, the barriers between states A and B as well as between states $C$ and $D$ are so low that crossings are very frequent, and the assumption of exponential kinetics might be invalidated. We therefore also consider a 4-state description with the combined states $\alpha=C \cup D$ and $\beta=A \cup B$. The interfaces for the combined states are constructed as described in Sec. II, and are located at positions listed in Table I.

## B. Flux factor from MD

Ten blocks of 10 ns MD simulations are carried out to compute the effective positive flux for each of the six stable states at its first interface $\lambda_{1 i}$, a 20 -degree-radius circle centering on the state's central point $\left(\lambda_{1 A}=\lambda_{1 B}\right.$ $=\lambda_{1 C}=\lambda_{1 D}=\lambda_{1 E}=\lambda_{1 F}=20$ ). The calculated fluxes out of the first interfaces of stable states are given in the second column of Table II. In this effective positive flux computation, we only count the first crossing of $\lambda_{1 i}$ after the trajectory has escaped from the stable state $i$. The trajectory then first has to return to the stable state $i$ before a new crossing can be counted. ${ }^{17}$ The effective positive flux through the first interface is thus $\phi_{1 i}=N_{1 i} / t_{i}$ where $N_{1 i}$ is the number of times that the system crosses $\lambda_{1 i}$ when directly coming from state i , and $t_{i}$ is the total residence time of state $i$, i.e., the total time the system stays in the basin of attraction of state $i$ during the simulation. Note that this definition is slightly different from that of Ref. 17, because for the alanine dipeptide system a MD simulation can relatively easily leave a state spontaneously, e.g., from state A to B. Fluxes for state $\mathrm{A}, \mathrm{B}, \mathrm{C}$, and D are extracted from straightforward MD, while fluxes for state E and F are from paths biased to those two states as they are so rarely visited in regular MD.

From the straightforward MD, we also extracted the fluxes for the 4 -state MSM at their respective first interfaces. For the combined states, for example $\beta$, the flux at the first interface is simply the number of transitions out of $\beta=A \cup B$

TABLE II. Flux at the first interface (second column), the crossing probability from the first to the outermost interface (third column) and the flux at the outermost interface (last column). The subscript value is the error in the last two reported digits.

| State | $\phi_{1 i}\left(\mathrm{ps}^{-1}\right)$ | $P_{i}\left(\lambda_{m i} \mid \lambda_{1 i}\right)$ | $\phi_{m i}\left(\mathrm{ps}^{-1}\right)$ |
| :--- | :---: | :---: | :---: |
| A | $2.031_{33}$ | $0.0781_{82}$ | $0.159_{17}$ |
| B | $2.422_{21}$ | $0.075_{15}$ | $0.182_{37}$ |
| C | $1.483_{59}$ | $0.229_{23}$ | $0.339_{38}$ |
| D | $2.290_{81}$ | $0.090_{15}$ | $0.205_{35}$ |
| E | $1.379_{54}$ | $0.0719_{56}$ | $0.0991_{80}$ |
| F | $2.25_{11}$ | $0.0266_{41}$ | $0.0597_{87}$ |
| $\beta$ | $2.214_{21}$ | $0.0259_{36}$ | $0.0573_{79}$ |
| $\alpha$ | $1.968_{58}$ | $0.0725_{63}$ | $0.142_{11}$ |

divided by the total time $t_{\beta}$ the system stays in $\beta$. Because the average residence times are additive $\left\langle t_{\beta}\right\rangle=\left\langle t_{A}\right\rangle+\left\langle t_{B}\right\rangle$, the flux is

$$
\begin{equation*}
\left\langle\phi_{1 \beta}\right\rangle=N_{1 \beta} / t_{\beta}=\left(N_{1 A}+N_{1 B}\right) /\left(t_{A}+t_{B}\right), \tag{10}
\end{equation*}
$$

provided the combined interfaces do not overlap.

## C. Rate constants from MD

From the straightforward MD simulations, rate constants can be extracted directly by keeping track of the transitions between any pair of states. The rate constant $i \rightarrow j$ is then approximated by dividing the number of transitions between $i$ and $j$ by the total time the system spent in state $i$. This latter quantity is the time between first entering a stable state $i$ coming from any other state, and entering any other state coming from $i$. Rate constants for transitions involving $E$ and $F$ are not available in this way, as these states are hardly visited.

In the same way, we also extracted the rate constants for the transitions involving the combined states $\alpha$ or $\beta$ from the MD results.

## D. Crossing probabilities $P_{i}\left(\lambda_{m i} \mid \lambda_{1 i}\right)$ by TIS

We performed ten blocks of TIS simulations consisting of around 12000 shooting moves each, for all the stable state interfaces listed in Table I. The average acceptance ratio is $47 \%$.

For each TIS simulation, we collected the crossing probability histograms $P_{i}\left(\lambda \mid \lambda_{s i}\right)$ for interface $\lambda_{s}$ by averaging over the path ensemble:

$$
\begin{equation*}
P_{i}\left(\lambda \mid \lambda_{s i}\right)=\left\langle\theta\left(\lambda_{i}^{\max }(\mathbf{x}(L))-\lambda_{s i}\right)\right\rangle_{s i}, \tag{11}
\end{equation*}
$$

where $\theta(x)$ is a step function, the $\langle\ldots\rangle_{s i}$ denotes the average over the TIS path ensemble starting in state $i$ and crossing interface $\lambda_{s i}$, and the $\lambda_{i}^{\max }$ function returns the maximum value of the order parameter belonging to state $i$ along the path $\mathbf{x}(L)$. In Fig. 4, we plot these histograms for state A, for each TIS simulation block. The histograms of the other states are shown in Appendix A. Note that the crossing probability histograms for each interface start at unity, as all paths in the ensemble have to cross that interface. Joining these histograms using weighted histogram analysis method (WHAM)


FIG. 4. Top: Crossing probability histograms $P(\lambda)=P_{A}\left(\lambda \mid \lambda_{s A}\right)$ for state A. Note that for each TIS simulation the probability starts at unity. Bottom: The joint histograms $P(\lambda)=P_{A}\left(\lambda \mid \lambda_{1 A}\right)$ for each TIS block obtained using WHAM.
(Ref. 41) results in master histograms for each state. The joint histogram for state A is shown in Fig. 4, whereas for the other states, the histograms are shown in the right column Fig. 5 in Appendix A. These crossing probabilities all start at unity at
the first interface, and quickly monotonically decay for higher values of $\lambda$. From these histograms follows the second factor in Eq. (8), the outer interface crossing probability $P_{i}\left(\lambda_{m i} \mid \lambda_{1 i}\right)$. The crossing probabilities from the first interface to the outermost interface are listed for all states in the third column of Table II.

## E. The crossing probability $P_{i}\left(\lambda_{0 j} \mid \lambda_{m i}\right)$ by MSTIS

The last term in Eq. (8) $P_{i}\left(\lambda_{0 j} \mid \lambda_{m i}\right)$ is the crossing probability from the outermost interface $\lambda_{m i}$ of state $i$ to any other stable state $j$ in the system. To establish these terms, we carry out multiple state TIS. To initialize the MSTIS simulation, we took a valid path crossing the $\lambda_{m i}$ interface. The MSTIS simulation consisted of 10 blocks of around 18000 shooting moves each. Paths that connect any pair of different stable state pair $i \neq j$ are accepted. Paths that leave $i$ and return to $i$ are accepted as long as they cross the outermost interface of the state. As usual, the flexible path length algorithm requires the path not become longer than a maximum length, to obey detailed balance. The average acceptance ratio is $27 \%$.

From the MSTIS path ensemble, we can extract the crossing probability matrix $P_{i}\left(\lambda_{0 j} \mid \lambda_{m i}\right)$ using Eq. (7). The path counts are summarized in Table III, where each line in the matrix lists the number of transition paths from one stable state to others. As the transition to E and F are rare due to the high barriers involved, we performed two MSTIS runs that biased the sampling towards the E and F states. The first run excludes the $\mathrm{A} \rightarrow \mathrm{A}, \mathrm{A} \rightarrow \mathrm{B}, \mathrm{B} \rightarrow \mathrm{A}, \mathrm{B} \rightarrow \mathrm{B}$ and the $\mathrm{C} \rightarrow \mathrm{C}, \mathrm{C} \rightarrow \mathrm{D}$, $\mathrm{D} \rightarrow \mathrm{C}, \mathrm{D} \rightarrow \mathrm{D}$ paths, while the second one only includes paths involving E or F. The path counts are summarized in Table III. The three matrices can be combined using WHAM. The

TABLE III. Left column: averaged MSTIS path counts over 10 blocks for the 6 -state simulation rounded to the nearest integer. Right column: MSTIS path counts for the 4-state simulations. Top row: unbiased MSTIS. Middle and bottom row: biased MSTIS by excluding paths. The rows denote the leaving state, the columns the arriving state.

|  | A | B | C | D | E | F |  | $\beta$ | $\alpha$ | E | F |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | 2335 | 6036 | 161 | 69 | 1 | 1 | $\beta$ | 12448 | 729 | 0 | 28 |
| B | 5917 | 1816 | 38 | 36 | 0 | 16 | $\alpha$ | 764 | 3207 | 3 | 0 |
| C | 172 | 46 | 665 | 599 | 0 | 0 | E | 1 | 6 | 26 | 2 |
| D | 58 | 38 | 616 | 626 | 4 | 0 | F | 25 | 0 | 2 | 1 |
| E | 1 | 0 | 1 | 3 | 141 | 19 |  |  |  |  |  |
| F | 1 | 15 | 0 | 0 | 17 | 16 |  |  |  |  |  |
|  | A | B | C | D | E | F |  | $\beta$ | $\alpha$ | E | F |
| A | 0 | 0 | 4516 | 1621 | 8 | 19 | $\beta$ | 0 | 8182 | 10 | 306 |
| B | 0 | 0 | 1094 | 951 | 2 | 286 | $\alpha$ | 8280 | 0 | 282 | 0 |
| C | 4586 | 1043 | 0 | 0 | 5 | 0 | E | 16 | 230 | 705 | 91 |
| D | 1702 | 948 | 0 | 0 | 277 | 0 | F | 327 | 2 | 80 | 93 |
| E | 14 | 2 | 6 | 223 | 705 | 91 |  |  |  |  |  |
| F | 10 | 318 | 1 | 2 | 80 | 93 |  |  |  |  |  |
|  | A | B | C | D | E | F |  | $\beta$ | $\alpha$ | E | F |
| A | 0 | 0 | 0 | 0 | 69 | 90 | $\beta$ | 0 | 0 | 96 | 2960 |
| B | 0 | 0 | 0 | 0 | 27 | 2870 | $\alpha$ | 0 | 0 | 1447 | 7 |
| C | 0 | 0 | 0 | 0 | 37 | 2 | E | 97 | 1470 | 6079 | 651 |
| D | 0 | 0 | 0 | 0 | 1410 | 5 | F | 2918 | 9 | 642 | 880 |
| E | 73 | 23 | 30 | 1441 | 6079 | 651 |  |  |  |  |  |
| F | 109 | 2809 | 3 | 5 | 642 | 880 |  |  |  |  |  |

TABLE IV. MSTIS Crossing Probability matrices obtained by combining the path counts using WHAM and normalizing. Top: 6-state. Bottom: 4 state. The subscript value indicates the error in the last two digits. Rows denote leaving, columns arriving states.

|  | A | B | C | D | E | F |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | $0.269_{25}$ | $0.698_{27}$ | $0.0236_{48}$ | $0.0086_{19}$ | $0.000050_{12}$ | $0.000072_{33}$ |
| B | $0.754_{14}$ | $0.232_{14}$ | $0.0063_{15}$ | $0.0056_{16}$ | $0.0000213_{78}$ | $0.0021_{66}$ |
| C | $0.144_{43}$ | $0.033_{11}$ | $0.434_{45}$ | $0.388_{50}$ | $0.000167_{78}$ | $0.0000097_{70}$ |
| D | $0.062_{24}$ | $0.034_{14}$ | $0.443_{65}$ | $0.454_{48}$ | $0.0072_{37}$ | $0.000023_{14}$ |
| E | $0.0091_{29}$ | $0.0028_{11}$ | $0.0039_{11}$ | $0.171_{44}$ | $0.733_{43}$ | $0.080_{11}$ |
| F | $0.023_{13}$ | $0.610_{85}$ | $0.0013_{15}$ | $0.0018_{24}$ | $0.158_{46}$ | $0.207_{47}$ |
|  | $\beta$ | $\alpha$ | E | F |  |  |
| $\beta$ | $0.9444_{90}$ | $0.0532_{92}$ | $0.000076_{13}$ | $0.00233_{70}$ |  |  |
| $\alpha$ | $0.181_{25}$ | $0.815_{25}$ | $0.0042_{18}$ | $0.00001_{12}$ |  |  |
| E | $0.0120_{37}$ | $0.178_{50}$ | $0.731_{48}$ | $0.079_{12}$ |  |  |
| F | $0.635_{86}$ | $0.0032_{36}$ | $0.156_{45}$ | $0.205_{48}$ |  |  |

resulting crossing probability matrices are given in Table IV, where each row in the matrix lists the probabilities from the outermost interface of a certain stable state to all other stable states in the system.

The 4 -state crossing probability matrix required an additional MSTIS simulation as the state definitions are different. However, no additional simulation was needed to obtain the two biased matrices. We simply can extract a $4 \times 4$ matrix for states $\beta, \alpha, E$ and $F$ from the 6 -situation calculations by adding the path counts contributed by the different substates, as there are no transitions between A and B or C and D in those runs anyway. The $4 \times 4$ transition matrices are given in Table III, where each row in the matrices lists number of transitions starting from a certain stable state. Using WHAM on the three matrices, a transition probability matrix for the 4-state calculation is obtained, given in Table IV.

## F. Rate constants

The rate constant matrix $\mathbf{k}_{i j}$ was calculated from Eq. (8), where $\phi_{1 i}$ was taken from the straightforward MD runs, while $P_{i}\left(\lambda_{m i} \mid \lambda_{1 i}\right)$ from TIS calculations and $P_{i}\left(\lambda_{0 j} \mid \lambda_{m i}\right)$ from MSTIS calculations. As we have ten blocks of data for each of the three factors in Eq. (8), the rate constant can be evaluated in two different ways. The first is to compute the rate constants for each data set followed by averaging those 10 rate matrices. The resulting rate constants are summarized in Table V. The rate matrices of the 4 -state division can be obtained via two routes: either directly using Eq. (8), or by a reduction of the 6 -state rate matrix using the procedure outlined in Appendix B. These two matrices are also given in Table V.

Alternatively, we can first average each of the three factors separately, and then compute the rate constant $\mathbf{k}_{i j}$ by taking the product. The resulting matrices are given in Appendix C. The differences between the taking the average of the product and the product of the averages is within the reported error bar, indicating that the data sets are uncorrelated.

While the rates for the different computations are within each others error bar, there seems to be a significant difference between the rates in the middle and bottom matrices of Table V for transitions leaving state $\alpha$ or $\beta$. This difference might be due to the fact that that the barrier between $A$ and $B$ is probably not sufficiently high to have exponential kinetics and avoid correlations.

Note that while the MSTIS simulations successfully improved the sampling of $(\mathrm{E}, \mathrm{F}) \rightarrow(\mathrm{E}, \mathrm{F})$ transitions, $(\mathrm{E}, \mathrm{F}) \rightarrow(\beta, \alpha)$ transitions are still relatively rare, which sometimes makes the standard deviation of the rate constant significant (or even of the same order) compared to the rate constant itself.

Still, MSTIS is more efficient in calculating the rate constant at a fixed accuracy compared to straightforward MD.

TABLE V. Rate constant matrix from the average of products in Eq. (8). Top: 6-state computation. Middle: reduction of 6 -states to 4 -states using Eqs. (B2) and (B3). Bottom: direct 4-state calculation from Eq. (8). Rows denote leaving, columns arriving states. All rates in $\mathrm{ps}^{-1}$.

|  | A | B | C | D | E | F |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A |  | $0.111_{14}$ | $0.00377{ }_{97}$ | $0.00136_{29}$ | $0.0000078{ }_{18}$ | $0.0000115_{53}$ |
| B | 0.13727 |  | $0.00114_{33}$ | $0.00104_{40}$ | $0.0000039_{16}$ | $0.00040_{14}$ |
| C | $0.049_{14}$ | $0.0111_{36}$ |  | 0.13225 | 0.00005830 | $0.0000033_{25}$ |
| D | $0.0124_{47}$ | $0.0069_{25}$ | $0.092_{25}$ |  | 0.0014573 | 0.000004830 |
| E | $0.00088{ }_{24}$ | $0.00027_{10}$ | $0.00038{ }_{11}$ | $0.0170_{50}$ |  | $0.0080_{16}$ |
| F | $0.00136_{86}$ | 0.036693 | $0.000074_{78}$ | $0.00011_{15}$ | 0.009327 |  |
|  | $\beta$ | $\alpha$ | E | F |  |  |
| $\beta$ |  | $0.00376_{75}$ | 0.0000060094 | $0.000192_{64}$ |  |  |
| $\alpha$ | $0.035_{10}$ |  | $0.00092_{45}$ | $0.0000042_{19}$ |  |  |
| E | $0.00115_{29}$ | $0.0174_{50}$ |  | $0.0080_{16}$ |  |  |
| F | 0.038094 | $0.00019_{21}$ | 0.009327 |  |  |  |
|  | $\beta$ | $\alpha$ | E | F |  |  |
| $\beta$ |  | $0.00305_{73}$ | 0.0000043799 | $0.000133_{47}$ |  |  |
| $\alpha$ | 0.025637 |  | 0.0006027 | $0.0000030_{19}$ |  |  |
| E | $0.00117_{31}$ | $0.0177_{55}$ |  | $0.0079_{16}$ |  |  |
| F | 0.038193 | $0.00019_{21}$ | $0.0092{ }_{27}$ |  |  |  |

TABLE VI. Comparison of our results with Ref. 18.

| RESOURCE | $k_{\beta \rightarrow \alpha}$ | $k_{\alpha \rightarrow \beta}$ | $k_{\alpha \rightarrow E}$ | $k_{E \rightarrow \alpha}$ |
| :--- | :---: | :---: | :---: | :---: |
| Ref. 18 | 0.0046 | 0.0335 | 0.0001 | 0.0185 |
| MD runs | $0.00318_{50}$ | $0.0265_{67}$ |  |  |
| MSTIS 6-state | $0.00376_{75}$ | $0.035_{10}$ | $0.00092_{45}$ | $0.0174_{50}$ |
| MSTIS 4-state | $0.00305_{73}$ | $0.0256_{37}$ | $0.00060_{27}$ | $0.0177_{55}$ |

For each set of our 10-set calculation, MSTIS required a total of 402 ns (this includes 10 ns MD, 260 ns TIS and 131 ns MSTIS). A conventional MD simulation aiming for the same accuracy of the rare C-F transition, e.g., would need to sample at least a few tens of microseconds. Moreover, we did not attempt to optimize the computation, for instance, by changing the location of the interfaces. ${ }^{42,43}$

For alanine dipeptide, MSTIS is also more efficient than two state TIS because the switching of transitions induces faster decorrelation between paths. ${ }^{16,25}$ Moreover, MSTIS avoids the trapping of paths. Also, for two state TIS, the second and third terms of Eq. (8) need to be computed independently for each pair of states.

## G. Comparison with previous work

As most studies within the existing literature on the rate constants for alanine dipeptide conformational change, e.g., Refs. 18-23, employ different force fields, set-up, state definitions or thermodynamic conditions, a direct comparison with our results is not very useful. The exception is the work of Chodera et al., ${ }^{18}$ which we took as a basis for this work. Because we use the same force field, conditions, and moreover (more or less) the same stable state definitions, our rate constant estimates and free energy differences should be identical to those of Ref. 18, as illustrated for several transi-

TABLE VII. Comparison of the transition matrix based on our rate matrix(top) with that from Ref. 18 (bottom) for $\tau=10 \mathrm{ps}$.

|  | A | B | C | D | E | F |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | 0.5677 | 0.4903 | 0.2194 | 0.1514 | 0.0221 | 0.1128 |
| B | 0.3972 | 0.4813 | 0.1336 | 0.0925 | 0.0190 | 0.1863 |
| C | 0.0170 | 0.0130 | 0.2813 | 0.2518 | 0.0318 | 0.0038 |
| D | 0.0169 | 0.0131 | 0.3613 | 0.4951 | 0.1011 | 0.0075 |
| E | 0.0002 | 0.0002 | 0.0039 | 0.0086 | 0.7704 | 0.0646 |
| F | 0.0010 | 0.0020 | 0.0004 | 0.0005 | 0.0555 | 0.6251 |
|  | A | B | C | D | E | F |
| A | 0.5730 | 0.4590 | 0.2320 | 0.1570 | 0.0220 | 0.1380 |
| B | 0.3850 | 0.5200 | 0.1100 | 0.0720 | 0.0330 | 0.3330 |
| C | 0.0180 | 0.0130 | 0.2860 | 0.2350 | 0.0300 | 0.0050 |
| D | 0.0220 | 0.0080 | 0.3710 | 0.5350 | 0.1110 | 0.0090 |
| E | 0.0000 | 0.0000 | 0.0010 | 0.0010 | 0.7450 | 0.1270 |
| F | 0.0020 | 0.0000 | 0.0000 | 0.0000 | 0.0590 | 0.3880 |

tions in Table VI. However, the authors actually report not the rate but the transition matrix after a certain lag time. To compare, we can translate our rate matrix $K$ into a transition matrix $T$ by using the expression $T=\exp (K \tau)$, where $\tau$ is a lag time. For $\tau=10 \mathrm{ps}$, the resulting transition matrix together with results from Ref. 18, are given in Table VII. The two matrices agree quite well, except for the transitions to state F. This difference also shows up in the equilibrium population which is the first eigenvector of the transition matrix. Our rate matrix yields a population vector $p_{e q}$ $=\{0.4953,0.4009,0.0388,0.0558,0.0048,0.0043\}$, for state A-F, whereas the population vector from Ref. 18 is $\quad p_{e q}=\{0.4852,0.4090,0.0403,0.0625,0.0013,0.0017\}$. Again, these results are quite reasonable for the populated states, but do not agree for the states E and F.

TABLE VIII. Rate constant matrices as product of averages in Eq. (8). Top: 6-state computation. Middle: reduction of 6 -states to 4 -states using Eqs. (B2) and (B3). Bottom: direct 4-state calculation from Eq. (8). All rates in $\mathrm{ps}^{-1}$.

|  | A | B | C | D | E | F |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A |  | $0.111_{13}$ | $0.00374_{86}$ | 0.0013734 | $0.0000079_{21}$ | $0.0000115_{53}$ |
| B | $0.137_{28}$ |  | $0.00115_{36}$ | $0.00101_{36}$ | $0.0000039_{16}$ | $0.00040_{14}$ |
| C | $0.049_{16}$ | $0.0112_{40}$ |  | 0.13222 | 0.00005727 | $0.0000033_{24}$ |
| D | $0.0126_{54}$ | $0.0070_{31}$ | $0.091_{21}$ |  | 0.0014879 | $0.0000047_{29}$ |
| E | $0.00090_{30}$ | $0.00027_{11}$ | $0.00038{ }_{12}$ | $0.0169_{46}$ |  | $0.0080_{13}$ |
| F | 0.0013681 | $0.0365_{78}$ | 0.00007890 | $0.00011_{14}$ | 0.009431 |  |
|  | $\beta$ | $\alpha$ | E | F |  |  |
| $\beta$ |  | 0.0037598 | $0.0000060_{19}$ | 0.00019269 |  |  |
| $\alpha$ | $0.035_{13}$ |  | $0.00094_{50}$ | $0.0000042_{27}$ |  |  |
| E | $0.00117_{41}$ | $0.0173_{47}$ |  | $0.0080_{13}$ |  |  |
| F | $0.0378_{86}$ | $0.00019_{23}$ | 0.009431 |  |  |  |
|  | $\beta$ | $\alpha$ | E | F |  |  |
| $\beta$ |  | $0.00305_{68}$ | 0.0000043797 | $0.000133_{44}$ |  |  |
| $\alpha$ | 0.025843 |  | 0.0006027 | $0.0000029_{17}$ |  |  |
| E | $0.00119_{38}$ | $0.0176_{52}$ |  | $0.0079_{13}$ |  |  |
| F | $0.0380_{80}$ | $0.00019_{22}$ | 0.009331 |  |  |  |

## IV. CONCLUSION

In this paper, we computed the rate matrix for the solvated alanine dipeptide system by MSTIS simulations. To our knowledge, this is the first report of a complete kinetic rate constant matrix of the solvated alanine dipeptide.

A current limitation of MSTIS is that all states should be defined prior to starting the simulation. In systems more complex than alanine dipeptide with possibly many (meta)stable states this might be a challenge. A way to improve the algorithm such that previously undefined states can be defined "on the fly". Another possible improvement of the method might be the combination with replica exchange TIS. ${ }^{44,45}$

While the aim of this paper was to provide a reasonably realistic application of a biomolecular system, we realize that the solvated alanine dipeptide is extremely simple. Nevertheless, we hope that MSTIS can enhance the sampling of kinetics in larger biomolecular systems, and open up sampling of processes such as the folding of small polypeptides.
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## APPENDIX A: CROSSING PROBABILITY HISTOGRAMS FOR ALL STATE DEFINITIONS

Figure 5 shows the crossing probability histograms obtained from the TIS simulations as explained in Sec. III D, as well as the joint histograms resulting from the WHAM analysis.

## APPENDIX B: REDUCTION OF THE RATE MATRIX

We can extract the 4 -state ( $\beta, \alpha, \mathrm{E}, \mathrm{F}$ ) rate constant matrix from a 6 -state $(\mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{D}, \mathrm{E}, \mathrm{F})$ rate constant matrix as follows. First, we focus on the rates between the combined states $\beta$ and $\alpha$. Because $\alpha=C \cup D, \beta=A \cup B$ according to our definition, the calculation of $k_{\beta \rightarrow \alpha}$ can be divided into four parts: transitions $A \rightarrow C$ and $A \rightarrow D$ for paths that start in $A$, transitions $B \rightarrow C$ and $B \rightarrow D$ for paths that start in $B$. The individual rates for these transition follow from application of Eq. (8).

Combining two rates from the same initial state towards different final states, e.g., $k_{A C}$ and $k_{A D}$ can be done by simply adding them

$$
\begin{align*}
k_{A \alpha} & =\left\langle\phi_{1 A}\right\rangle P_{A}\left(\lambda_{m A} \mid \lambda_{1 A}\right)\left(P_{A}\left(\lambda_{0 C} \mid \lambda_{m A}\right)+P_{A}\left(\lambda_{0 D} \mid \lambda_{m A}\right)\right) \\
& =k_{A C}+k_{A D} . \tag{B1}
\end{align*}
$$

The combination of two rates from two different initial states toward the same final states, e.g., $k_{A C}$ and $k_{B C}$, is slightly more involved. The combined rate is equal to the number of paths that leave the combined state and go on to reach the final state $C$ in a total time $t_{\beta}=t_{A}+t_{B}$. The combined rate is


FIG. 5. Left column: Crossing probability histograms for all states, for all TIS blocks. Each line denotes a single TIS simulation. Right column: Combined histograms for each block obtained using WHAM.
thus obtained similar to the combined flux, Eq (10):

$$
\begin{align*}
k_{\beta C}= & \frac{N_{A}}{t_{A}+t_{B}} P_{A}\left(\lambda_{m A} \mid \lambda_{1 A}\right) P_{A}\left(\lambda_{0 C} \mid \lambda_{m A}\right) \\
& +\frac{N_{B}}{t_{A}+t_{B}} P_{B}\left(\lambda_{m B} \mid \lambda_{1 B}\right) P_{B}\left(\lambda_{0 C} \mid \lambda_{m B}\right) \\
= & \frac{t_{A}}{t_{A}+t_{B}} k_{A C}+\frac{t_{B}}{t_{A}+t_{B}} k_{B C} . \tag{B2}
\end{align*}
$$

The rate constant can be considered as a weighted sum of the two rates, with the weight being the relative residence times. States A and B are close enough to each other to be treated as one combined state, thus the ratio between the total time spent in those two states, $t_{A}$ and $t_{B}$, could be easily obtained from short MD simulations. $k_{\beta \rightarrow \alpha}$ can now be obtained by combining (B1) and (B2)

$$
\begin{equation*}
k_{\beta \alpha}=\frac{t_{A}}{t_{A}+t_{B}}\left(k_{A C}+k_{A D}\right)+\frac{t_{B}}{t_{A}+t_{B}}\left(k_{B C}+k_{B D}\right) . \tag{B3}
\end{equation*}
$$

$k_{\alpha \beta}$ was generated in the same way. Rate constants for transitions between $\alpha, \beta$ and E or F can be calculated as in Eq (B2).

Using the algorithm described above, we can, based on the $6 \times 6$ matrices obtained from the 6 -state simulation, compute two $4 \times 4$ matrices corresponding to the average of products and product of averages for states $\beta, \alpha, \mathrm{E}$, and F (see Tables V and VIII).

## APPENDIX C: RATE CONSTANT MATRICES USING THE PRODUCT OF AVERAGES

In addition to applying Eq. (8) for the individual data sets, we can take the average of each of the three factors separately, and then compute the rate constant $\mathbf{k}_{i j}$ by taking the product. An average $\phi_{1 i}$ can be obtained from ten blocks of MD data. Similarly, we get the average $P\left(\lambda_{m i} \mid \lambda_{1 i}\right)$ and $P\left(\lambda_{0 j} \mid \lambda_{m i}\right)$ for all $i \rightarrow j$ transitions. Subsequent application of Eq. (8), results in the rate matrices shown in Table VIII. The difference between these results and the ones in Table V are minimal, indicating that the different data sets are uncorrelated.
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