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The Amplify-and-Forward Half-Duplex Cooperative
System: Pairwise Error Probability
and Precoder Design
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Abstract—In this paper, an exact asymptotic pairwise error Applications of the idea to wireless communication systems
probability (PEP) is derived for a half-duplex cooperative sys- are, however, more recent (e.g. [3]-[10]). New cooperative
tem employing an amplify-and-forward (AF) protocol. When  4t6¢0ls such as protocols with low-complexity and protocols

compared with the PEP of a traditional multiple-input multiple- o . - . . ;
output (MIMO) system, the “diversity gain” for the cooperative achieving optimal diversity-multiplexing tradeoff [11] have

system is no longer just a simple exponential function of the Peen proposed [6]-[8]. These protocols can be generally clas-
signal-to-noise ratio (SNR), rather, it involves the logarithm of sified into two types, Amplify-and-Forward (AF) and Decode-

the SNR. The termdiversity gain functionis used to designate this and-Forward (DF) protocol. In an AF protocol, the relay nodes
characteristic of the PEP. The coding gain, on the other hand, is retransmit a scaled version of the signal received from the

found similar to that for the MIMO system and is proportional L
to the determinant of the autocorrelation of the error matrix. SOUrce node to the destination node. In a DF protocol the

Based on our analysis and observations, we propose a design of€lay nodes decode the message first, re-encode it and then
unitary precoder for the cooperative system to achieve the full transmit it to the destination.
diversity gain function. For the case of a 4-QAM signal being  |n this paper, we focus our consideration on an AF protocol
transmitted, we further optimize the coding gain, and arrive at 4 ar 3 half-duplex cooperative system, where the source and
a closed-form optimum precoder. Simulations indicate that our . . . .

¢ relay nodes either transmit or receive the signal, but do not do

proposed precoder designs greatly improve the performance o . .
the cooperative system. both at the same time. Such a system has a lower complexity

Index Terms— Cooperative system, half-duplex, amplify-and- and is easier to implement than a full-duplex system. The AF

forward (AF), pairwise error probability, diversity gain function, protocol we stu.dy. was first proposed in [6]. In this paper, we
precoder. analyze the pairwise error performance of the AF half-duplex

relay system in which maximum likelihood (ML) detector is
used. For the Alamouti coded AF protocol, an upper bound of
the pairwise error probability (PEP) has already been presented
Diversity techniques have been employed in practical wiré [5]. Here, we derive amxactexpression for the asymptotic
less communication systems to overcome the effects of ch&=P. We observe that, unlike in the case of a traditional MIMO
nel fading. Among the various forms of the diversities, spatiaystem, the “diversity gain” of the AF half-duplex cooperative
diversity which is often implemented by transmitting signalsystem is not simply an exponential function of signal to noise
between geographically separated transmitting and receivitagio (SNR) as it is in conventional MIMO systems. Rather, it
antennas is most commonly used since it can be readihyolves the logarithm function of the SNR. We designate this
combined with the other forms (such as time, frequency) oharacteristic theiversity gain functiorof the AF half-duplex
diversity. The gain in employing spatial diversity is usuallgooperative system. On the other hand, for this AF system, the
measured by the product of the number of transmitter asdding gain is found to be proportional to the determinant
receiver antennas. However, while having multiple transmittef the autocorrelation of the coding error matrices, which
and receiver antennas is often desirable to obtain higher divisrsimilar to the case of conventional MIMO system. From
sity gain, this is often impractical in some applications such &% expression of the PEP, we desigrumitary precoder to
mobile communications for which installing multiple antennagchieve the maximum diversity gain function. We then further
would increase the size and complexity of the wireless uni@ptimize the precoder to maximize the minimum of the coding
To overcome this limitation, another form of spatial diversitgain. Simulations indicate that our proposed precoders not
called cooperative diversityhas recently been proposed foonly significantly improve the performance over the system
mobile wireless communications. Here, a strategy is used sdohwhich no precoder is used, but also outperform the system
that the in-cell mobile users share the use of their antennagao which Alamouti’s code is employed.
create a virtual array through distributed transmission and sig-By considering an orthogonal space-time modulated relay
nal processing. The fundamental idea of a cooperative systeystem equipped with 2 relays [12] and examining a system
can be traced back to the literature of relay systems [1], [2}ith multiple relays [13], [14], thelogSNR factor in the
diversity gain function has also been observed. However, for
The authors are with the Department of Electrical and Computghe two systems considered in [12]-[14], transmission between
Engineering, McMaster  University, Hamilton, Ontario, Canada, . . . . .
Email.  dingy@grads.ece.mcmaster.ca, jkzhang@mail.ece.mcmaste the source and destination is not permitted, whereas such direct
wong@mail.ece.mcmaster.ca. transmission is scheduled to occur in the substantially different
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TABLE |
SCHEME 1: AN AF PROTOCOL FITTED WITH ASINGLE RELAY

S hsd D]
Time slots Operation

hsr hrd 1st P-time-slots S—R,D
2nd P-time-slots| S— D, R — D

Fig. 1. A single relay system ) . . . o
The covariance 0§ is assumed to be an identity matrix, i.e.

E[ssf] = I,p. The precoded data block = [x{ x{]7,
configuration considered in this paper. It should be pointed ot = [#(1),--- ,z(P)]", andxy = [z(P + 1),--- ,z(2P)]",
that the AF protocol [6] considered here has been shown@an be expressed as
achieve the optimal diversity-multiplexing tradeoff [11] for a x| s
single antenna relay system if Gaussian codes of sufficient X = ( ) = ( )
length is used. It should also be pointed out that this protocol
has been extended to a multiple antenna relay system [Y#]ereF is a2P x2P unitary matrix representing the precoder.
for which space-time block codes are constructed to achieve O an AF half-duplex system with a single relay, several
the diversity-multiplexing tradeoff by the principle of non{ransmission schemes have been proposed [5]-{7]. However,
vanishing determinant. they can be considered under the general description of the

Notations: Bold upper- and lower-case letters denotBon-orthogonal AF protocol the operation of which is shownin
respectively matrices and column vectors, with? and Table 1. The source transmits to both destination and relay

()H denoting their transpose and conjugate-transpose R@de during the firsP>-time-slots (the shortest relay length is
spectively. A length P vector s is expressed as = £ = 1), and in the second-time-slots, the source transmits

[s(1), s(2), --- ,s(P)]T, with ||s|| standing for its 2-norm. Xu to the destination and the relay node simply amplifies and

zero matrix of appropriate dimensioris]-] is the expectation destination. This single relay transmission method is referred
operator. Notationf(z) 2 O(g(z)), g(z) > 0 denotes that to as Scheme 1 in this paper. The input-output relation can be

there exists a positive constaatsuch that|f(z)| < cg(x) expressed as
whenz is large. r(p) :mhsd z(p) + v(p) @)
Il. SYSTEM MODEL r(P + p) =/Ephsa x(P + p)

In this paper, we focus on the AF protocol proposed in [6], + heab (V Epher 2(p) +w(p)) +0(P +p) (3)
which is also referred as aon-orthogonal AF protocolWe received at relay
first introduce the system model in this section.

1)

X S|

where forp = 1,2,--- , P, z(-) andr(-) denote respectively
the transmitted signal at the source and the received data
A. Single relay at the destinationy(-) and w(-) denote respectively the 1D

In a single relay system as represented in Fig 1, the refg§0-mean pircglarly Gaussian noise with vgriaa&eeceived
node R assists the transmission from the source node SAtcthe destination and at the relay nods, is the average
the destination node D. We assume that all the nodes RfVer for transmitting a symbol at each node, ants the
equipped with one transmitter antenna. The channel gain fr@rwphflcatlon coefficient at the relay nod.e. If the channel gain
the source to destination is denoted/ay whereas those from st 1S known at tge relay node, thehis chosen [6], [7]
the source to the relay and from the relay to the destinatith be b = \/% On the other hand, if instead of
are denoted by, and hg respectively. We consider a sym-true knowledge ofhg, only the second order statistics of

metric relay network, where all channel gains are assumkg is known at the relay nodej can be chosen as =

to be independent and identically distributed (IID) zero me?mlh ‘f;rb —z = Efip ,, With he being Gaussian having
. . . . . . Sr o o
circularly Gaussian with unit variance, and remain unchanggléro-mean and unit-variance. We assume the latter constraint

during the period of observation. We assume that the originglhe paper. Writing (2) and (3) in a matrix form, we have
information signals are equally probable from a constellation

setS composed of quadrature amplitude modulation (QAM) r = \/E7p< hsdlp 0 ) ( X| >

signals which are processed byitary precoder before being bhsihialp  hsdlp X

transmitted from the source node. The transmission of the 0 0 W) v

signal is carried out block by block, each block being of ( bhiglp O ) < w)| > + ( 1 )

Iength 2P, P > 1. Therefore, there_is also a data recei\{ing = VEHx +m (4)
period for the relay node before it forwards the received

data block to the destination. We denote the original dathere ry = [r(1), 7(2), ---, r(2P)]', x = Fs =
block by s = [s] s{]?, wheres;, = [s(1),---,s(P)]", [x x{ ]T, the noise vectorss, ,v; and w; ,w; are

si = [s(P+1),---,s(2P)]T, with s(i) being the original respectively the IID zero-mean Gaussian noise in the direct

information symbol at theth time instant,i = 1,--- ,2P. and relay paths at the 1st and 2¢ttime-slots, and the
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fact valid for any block length, however, for simplicity of

consideration, we assume that the block length between the
_{D] source and each active relay isdfeach frame length is one
symbol, i.e.,P = 1). For all the N relays, the total signal
block length is therefore N. We denote the original data
vector bys = [s(1), --- ,s(2N)]T, with covariance being
E[ssf] = Ion, ands(i), i = 1,--- ,2N, being the original
data symbol to be transmitted at tita instant. The precoded
signal vector isx, = Fys, whereF is a2N x 2N unitary
matrix, andx, = [z(1), --- ,z(2N)]?. The received signals
at the destination are:

(1) = V/Ephsar(1) + v(1)
(2)=v/Ephsgr(2) +bhr1 (VEphsr x(1) +w(1)) +0(2)
(3) = v/Ephsgr(3) + v(3)
(4)= \/7hsdx +bhr2d(ﬁhsrz ))+U(4)

<

Fig. 2. Scheme M: A multiple relay system

<

<

subscript; indicates that the quantities are associated with
Scheme 1. This renders the equivalent noise at the destination
n; being the sum of the two components such that =
vl (bhgwi + vy )T]T andn; ~ N(0,023,) with

<

r(2N — 1) = /Ephsgr(2N — 1) + v(2N — 1)

== (W o (6)  r(2N) =y/Bphsqr(2N)
0 (1 +b |hrd‘ )IP
+ bhryd(y/Ephsiy (2N — 1)+w(2N — 1)) +v(2N)
and (9)
. hsg Ip 0
Hi = ( bhsthrglp  hsdlp ) ©) wherez(-) and r(-) denote respectively the transmitted pre-

being the channel matrix. For convenience in the analysis Eﬁdetd §|gnal at tge sotarce and the reclelvid data at the
PEP, we rewritetl; x as estination,v(-) and w(-) denote respectively the IID zero-

mean circularly Gaussian noise with varianee received at

H;x =X h; (7) the destination and at the relay nodes. The relay nodes are

whereX; is the signal matrix anti; is the equivalent channel assumed to have knowledge of the second order st.ati_stics of
the channel from source to relays, therefore the amplifying co-

vector such that . . E
0 h efficientsb for all relay nodes are the same, ik @
X, = ( X ) and h; = < b S]‘i ) . (8) Using similar arguments as in the previous subsection, the
XX sritrd transmission model in (9) can be written in a compact matrix
) form,
B. Multiple Relays
A half-duplex transmission system fitted with multiple ry = /EpXyhy + ny (20)
relays is shown in Fig 2. There a® relay nodes which
assist the transmission from the source node to the destinatighere subscript, denotes entities associated with the-
Again, we assume that all nodes equipped with a single aetay system,r, is the received vector given by, =
tenna. We denote the channel from the source to the destinatign ), --., »(2N)]”, X, is the 2N x (N + 1) transmitted
by hsq @s in the case of single relay, the channel from thgignal matrix, anch, is the (N + 1) x 1 equivalent channel
source to thenth relay node byhs,, and the channel from vector respectively given by
the nth relay to the destination b¥, 4, n =1,--- ,N. We

also consider a symmetric system here, all channel gains are z(1) 0 0
also assumed to be IID zero mean circularly Gaussian with z(2) z(1) 0 .- 0
unit variance, and remain unchanged during the period of x(3) 0 0 0

observation. We focus on the multiple relay scheme that is y _ z(4) 0 =z3) O

also proposed in [6]. In this scheme, referred to as Scheme N . . )
in this paper, the relays take turns to assist the transmission ’ ' '
from the source to the destination. At any instant, only one z2N-1) 0 0 0

z(2N) 0 0 z(2N —1)

relay is active. The signal transmission between the source and

the activerelay at any instant assumes the mode of Scheme 1 11)

as described in the Section II-A. and hy = [hsg, bhgr, Ar,d, bhsr, Pryd, <<+ 5 bhery hrNd]T (12)
The original data symbols are assumed to be equally

probable from the constellation sét and processed by aandn, is the2N x 1 noise vector such that, ~ N (0, 02%,)

unitary precoder before being transmitted. Our analysis is with X given by
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with wj = x; — x{,¢ = I, ll, and X; and X} as defined
1 0 0 in (8). Using (14), (15), and (17), theveragepairwise error
0 1+82hna? - 0 probability is given by
- - di(s,s’

mo=| - @3 Pals ) =B, [Q(E))
1 [% h?UEsT'Uh
0 1 20 ) :7/ Ehl[exp<—p L 1.12 ! 1)}(19.
0 0 14 0b%|hrydl T Jo 8sin” @
(19)
ll. PAIR-WISE ERRORPERFORMANCEANALYSIS We now present an asymptotic pairwise error expression of a

We now present the results of the performance analysiggle relay in the following theorem, the proof of which is
for the half-duplex systems with a single relay as well agiven in Appendix I
with multiple relays described in the previous section. The Theorem 1:Supposedet(UU;) # 0 whereU; is given
criterion on which the performance of the systems is analyzbygl (18). Then at high SNR, the average PEP for the single
is the pairwise error probability (PEP) which is explainedelay system is given by
as follows: Consider that a ML detector is employed at the 6
receiver after the noise is pre-whitened. Then, in either caBe(s — S/)ziH(p_2 Inp)+0O
of single or multiple relay, for a given channel realization det(Uy Uy 20
h,,,m =1, N (m = 1 corresponds to the single relay system (20)
andm = N to multiple relay systems), and an original symboThe terms ¢ (det(U{'U;)) and (p~21Inp) are respectively
block s € S?F or s € S?V, the PEP is defined as thedesignated theoding gainand thediversity gain functiorof

(| In det([;{IUl)| )
P

probability of deciding in favor ok’ # s, s',s € S or the system. ]
S2?N | and is given by Comparing the result in Theorem 1 with the asymptotic
(s, 8') PEP for a conventional MIMO system [17], the following
Per(s — s'|hy,) = Q(mT’), m=1,N  (14) observations are noted:

o An upper bound of the PEP for a conventional MIMO
system is often characterized by thieersity gainwhich
1 [ 22 1 /2 x? is defined as the slope at which the PEP decreases with
Q) :1@#/‘% e 7 dz= }/0 exp ( )d6 (15) the logarithm of SNR. However, as we observe from

 2sin20
andd,,(s,s’) is the Euclidean distance betweerands’ at Theorem 1, the d"’efs'ty gain” for an AR single relay
system is no longer simply a power function of SNR. It

o o .
the ML detectar This distancet,, (s, s') is a function of the also involves a function of the logarithm of SNR. This is

error vectore representing the difference betweeands’ at . .
: because the channel matrix contains a term of the product
the transmitter where . . S
of two independent channel gains which is not IID Gaus-

where as shown in [16] th€(x) function is

/
e=s—s. (16) sian as in the case for a conventional MIMO system. We
We begin by examining the system with a single relay=¢ 1) therefore have changed the designation herditersity
and then move on to the case with multiple relays=£ N). gain functionto fully characterize the diversity behavior
of the relay system. Thi&g SNR factor in the diversity
A. Single relay gain function had also be noted in [12]-[14] as mentioned

In the case of a single relay, at the receiver, after the in Section I.
received signal has been processed by the noise whitener, the Theorem 1 indicates that the coding gain of the AF single
distance measuré (s,s’) between the two signal vectors can relay system has a form similar to that of a conventional

be expressed as MIMO system. The condition to fully reach the diversity
E gain function is to have non-zero coding gain, i.e.,
d2 A -p < HFHHHz—lH F —
ot 2 REE ) ae(Uf ) = ful + 540 (@)
=pe ' F'H'Y 'HiFe where
wheree is given by (16), ang = E,/o? represents the signal- B = [Jw|?*uy|* = v wuf uy. (22)

to-noise ratio (SNR). (Note that is not the SNR defined

by the equivalent noise at destination receiver). Denote W.e note thats > 0 by the Sghvyartz Inequality and =
m? ul]? = x — ¥, thenu = Fe — F(s — '). We can 0 iff wy = auy for somea. Similar to a MIMO system,

up uj . o .
re-write the above measure for single relay as _th's condition can be_ regardgd agank criterion [17],
i.e., the auto-correlation matrix of the error must be full
d3(s,s') = p WU U, hy (7) rank to achieve the full diversity function. However the
auto-correlation matrix of the error in the single relay
system, unlike that in a conventional MIMO system,
U, = (W 0\ _ X, - X! (18) is IO\'Ne.r trlangular in its structure because the channel
u; w matrix in (6) is lower triangular in structure with equal
diagonal elements.

whereUy; is the error matrix after precoding such that
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B. Multiple relays the rank criterion is satisfied. (The principles of satisfying

From the description in Section 1I-B, the input-output relatiof'®S€ two criteria can be viewed as a parallel to those in
of the multiple relay system is given hy, = \/EpX,hy, + ny the design of space-time codes for a conventional MIMO
whereX,, is given by (11). Thus, for this multi-relay systemchannel [17]). In the following, we discuss the designs of the

the error matrix is given by, precoders under consideration of these two criteria.
_ _ I
Uy = Xy — X, A. Precoder design for full diversity
ug; (01) 0 0 Single Relay Systentrom the discussion on Theorem 1, the
3(3) UO 0 0 condition to achieve the full diversity gain function (the rank
criterion of (21)) is re-written here as
_ u(4) 0 w3 0 . (23) \
: " " [wl[*+ B #0 (25)
w2N-1) 0 - 0 0 wheres = [[w|)?|uy||* — uffwuf’u,. As noted befores is
u(2N) 0 o 0 wu(2N-1) non-negative but can be equal to zero (whgnx uy). Thus,

a necessary and sufficient condition for the rank criterion for

with u(¢) = z(¢) — 2'(3), i =1,2,--- ,2N. The analysis for .
u() = 2(i) - (1), i T, y Scheme 1 can be written as

such a system withiV relays is similar to the system with a

single relay, and its PEP is given by the following theorem, lw|* # 0. (26)
the proof of which is shown in Appendix II. " . o
Theorem 2:Suppose that  det(UXU,) _ Asufficient condition to guarantee (26) is given byi(k)|? =
: N

51‘[2’21 ‘u(2n_1)|2 # 0, where U, is given in (23) 0, Vk € [1,2P] if and on]y if s = s, s, s € S.2P. A .
and¢ — vazl lu(2n — 1)[2. Then, at high SNR, the averageDreCOder_ which ensures this conc_iltlon can be readily ob_talned
: by applying the design scheme in [18]-[23] as stated in the

PEP of the multiple relay system is
P y oY following Lemma:

Po(s — /)= (2N + 2N 1N Lemma 1:Define the Cyclotomic ring [24] a&[¢,] =
o (N + 1)!det(UﬁUN)p P {3 el ¢ €Z,i=1,---,r—1}, whereZ denotes the
. . ) 27
|Indet(UHU)|, y_1 integer ring{---, 0, &1, £2, ---} and(, = exp(£F). Let
+O< p(NFD) In p) (24 [ — 1%, ¢, wheret, is prime,ny, is a positive integer for

k=1,---,K. Form the integetL; = Ly [],—_, £, where
my > 1 with Ly being prime toL and letQ = LL;. Define
theL x L precoder matrix

where(2N + 1)1 =1-3--- (2N +1).

In this case, the diversity gain function is given b
p~ NN 5 while the coding gain is given by
%det(UﬁUN). Parallel to Theorem 1, we Foa= W7 diagl, (o, -+, ¢G5 (27)
can look upon the conditiodet(UZU,) # 0 in Theorem 2
as arank criterion under whichfull diversity gain function
can be achieved.

whereW, is a normalized discrete Fourier transform matrix
of size L. If q = Fogp, p € Z"[¢r,] andp # 0, then all the
entries in vectoky are nonzero. a
The proof of Lemma 1 can be found in [23]. It tells us
that matrixFoq precodes vectop in such a way that all the
The previous section addresses the performance of bedmponents of the precoded vectprare non-zero unlesp
the single relay and the multi-relay systems. In this sectiois, a zero vector. Obviously if our precod®r for Scheme 1
we develop the design of the precoders at the transmitteri9fchosen asyq in (27) with L = 2P, then the condition
these relay communication systems so that their PEP canihg26) is guaranteed by carefully choosifg, L, and@Q in
improved. The results of our analysis in the previous sectioemma 1. Let us look at a simple example:
suggest that as long as the rank criterion is satisfied, theExample 1:ConsiderP = 1. It is obvious that for this
PEP of both the single-relay and the multi-relay systems wilhlue of P, we havelL = 2, K =1 andn; = 1. Then, any
depend on the diversity gain function (which is a function addd number will be prime ta and thus,L, = 1,3,5,---.
the SNRp) and the coding gain (which is a function of thef we chooseL, = 1, m; = 2, then we can formL; =
error matrix). Therefore, our design of the precoder can g2™ = 4 and hence) = LL; = 8. Now, for L = 2,

IV. PRECODER DESIGN AND PERFORMANCE

carried out by ensuring that: (i) the rank criterion is satisfi ! 1 1 _ T
to achieve full diversity which implies that the determinant' “ ~ V2 ( 1 -1 ) Then, for anye = [e(1) e(2)]" =
of the corresponding autocorrelation of the error matrix muét — s’)7,

be non-zero, and then (ii) the minimum of coding gain is 1 1 it

maximized. Now, the PEP of a signal constellation depends u=Fye = ﬁ ( 1 _ei% )e. (28)
on which pair of points is being addressed. For any signal

constellation, the worse-case PEP dominates the performaideus, u(1) = e(1) + e?e(2) and u(2) = e(2) — e/ Te(2).
Thus, our design should minimize the worse case PEP of ther any square QAM constellatior(1), e(2) are rational
relay communication system by maximizing the minimum afomplex numbers. Sina€ 7 is irrational, hencey(1) = 0 <
the determinant of the error correlation matrix, provided thafl) = e(2) = 0. |
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T T
* Schemel - no precoder 10 T T T T T T T T
O Schemel - precodgd : : * Multilpe relay without precoder
> Scheme - Alamouti O Multiple relay-with precoder

BER
BER

3 6 9 12 15 18 21 24 27 30 10° L L L L L L L L L L L L
. 4 6 8 10 12 14 16 18 20 22 24 26 28 30
SNR in dB

SNR in dB

Fig. 3. BER performance for single relay Scheme 1 (with and without ) )
precoder) and Scheme with Alamouti code Fig. 4. BER performance for Scheme N(2-relays) with and without precoder

Let us examine the effect of such a precoder on thelay system can take on the form,
performance of the single relay communication system.

Example 2:For the single relay system operating in the Fog = Wil diag(1, ¢, -+, ¢571) (30)
mode of Scheme 1, we compare the bit error rate (BER) ] .
of the system without a precoder to that equipped with tf¢here Woy, L, and Q are defined in Lemma 1. It can
proposed precoder in (27). We employ a data block |eng}ﬂ$ seen that the precoder proposed above for th_e multiple
of 2, and BPSK is used for transmitting the signal. We alg§lay system has the same form as that for the single-relay
evaluate the BER performance of the scheme proposed in $¥ptem- Both satlsfy. the respective rank criteria so that full
where the Alamouti code [25] is used. This scheme requirgé’ers'ty can be achieved. To illustrate how the precoder for
4 time slots to transmi2 symbols. In the 1st and 3rd timeth® multiple-relay system performs, we now present some
slots, the source transmits two symbols to the relay no§@Mmputer simulation results.
and there is no transmission to the destination. In the 2ndExample 3:Fig. 4 shows the BER performance comparison
and 4th time slots, both the source and the relay transriff the systems with multiple relays. We compare the perfor-
their symbols to the destination (this scheme can actually B&nce of the 2-relay systems with and without the precoder.
considered as a special case of Scheme 1). In this case, T#§&e, the precoder for the system is given by (30) viith= 2
transmission procedure is similar to that of a MIMO syste@nd@ = 16. The signals are transmitted using QPSK. It can be
with 2 transmitter antennas and one receiver antenna tifserved that the precoded scheme again provides substantial
Alamouti’s code can be applied. For this Alamouti codef@in over the unprecoded scheme. u
relay scheme, we employ 4-QAM signalling so that the
transmission is carried out at the same bit rate as Scheme 1. ) o ) S
The BER performance of these different single-relay schem@s Precoder design for maximizing coding gain in single relay

are shown in Fig. 3. It can be seen that in comparison to the the2 x 2 case

system without percoding, the designed precoder providesy the previous section, we have outlined how the precoder
approximately a 6dB gain at moderate-to-high SNR. B 5 relay system can be designed to reach full diversity gain
can also be observed that the proposed scheme outperfofiiztion. Here, we examine how the precoder can further
the Alamouti coded relay scheme at moderate-to-high SMRspe designed to obtain a high coding gain. To maximize the
coding gain one has to take into account all the possible
Multiple Relay System From Theorem 2, the rank criterionpajrs of symbol in a signal constellation. In general, it is

for Scheme N is given by very complicated [17] to consider this criterion for arbitrary
N block length and size of constellation. Hence, we consider a
det(UHU,) =¢ H |u(2n — 1)|* # 0. (29) simple case of the single relay system in which the data block

n—=1 length is of2, i.e., P = 1 and the transmitting signals are

Similar to Scheme 1, a sufficient condition for (29) isffom 4-QAM constellation. In tgis case, the Zoding gain is
lu(k)]2 =0, Vk € [1,2N] ifand only if s = &/, s, ' € S?V. proportional to the factoﬁgt(U1 Ui) = |u(l)]% We now
Therefore, a precoder of the form given by (27) with= 2y S€€k an optimal by 2 unitary precoder to maximize the
will also satisfy the rank criterion for Scheme N, i.e., &ninimum of the coding gain.

precoder of siz&N achieving full diversity for the multiple A general2 by 2 unitary matrix group can be expressed as
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[26] ’ go—precoder

el 0 cos 0 e?®sin 6
Fe = ( 0 eI ) < —e7%gind cos 6 ) (31)

wherea;, as, 6 € [0,27], and¢ € [0, w]. Now, the value of
|u(1)|* = |e(1) cos § + e(2)e?? sin §|* does not depend on the |
choice ofa; andas. Thereforef and¢ are the variables for &
the optimization problem. The optimal valueséfand¢ are
given by the following theorem, the proof of which is provided
in Appendix III. 107k
Theorem 3:For the single relay transmission system haviny
a data block length o2 and transmitting 4-QAM signals,
the optimal precodeF. as given in (31) that maximizes the

minimum coding gain has values éfand¢ given respectively sl ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
by 16 18 20 22 24 26 28 30 32 34 36
SNRin dB
. —1 3 - \/g
6o = sin 6 Fig. 5. BER performance of Scheme 1 with precoders of different coding
gains

po = m/12 (32)
and the corresponding maximum value of the minimum codiye now illustrate the effect of the optimized coding gain
gain is given byCy = 2(1 — %)2_ 0 precoder on the performance of the single-relay system which
Remarks on the x 2 optimal precoder: employs a data block lengthand compare it with that of the

'glrious precoders.

Example 4:In this example, we test by simulations the
Rerformance of the following single-relay systems operating
in the mode of Scheme 1: i) without precoder (the precoder
is actually an identity matrix), ii) with optimum coding gain
precoderF ., the values of, and ¢, as given in Theorem 3
are used. iii) with precodelFs; which provides optimum

. In a MIMO transmission system witf transmission coding gain for the MIMO system and full diversity for the

antennas and one receiver antenna, a standard diagéﬁ@y system, the value of = 7/4 is used, and iv) with

space-time code [18], [22], [27], [28] uses unitary matriQreCOderF".s" the value 0f¢. ~ 7/6 is used. In all the
1 o tests, the signals are transmitted in 4-QAM through the relay

Fa=J5( | .o ) 9enerating the code words. Tosystem with added white Gaussian noise. Fig. 5 shows the
maximize the minimum of coding gain for this MIMO BER performance. Among the precoded relay systems, the one
system, the value op = 7/4 has been suggested [18]€MPployingFos is slightly better than that usings, while the

[22], [27], [28]. This happens to be the design in (28) t§ystem employing¥oc provides the best performance, being
achieve full diversity for a single relay system with datguperior to both the other precoded systems by a margin
block length of2. Apparently the design is not optimizedof nearly 2dB in the high SNR region. On the other hand,
for coding gain for the relay system. A simple evaluatiof€ unprecoded transmission suffers badly in performance,
shows that the corresponding coding gain is equal@, Nheeding more than 8dB SNR compensation for a BER of

« While Theorem 3 clearly indicates that the chosen valud
of 6y and ¢g in (32) maximize the minimum coding
gain, these values also enable the AF system to achi
full diversity gain function even though the matrR,.
does not conform to the structure %4 in (27). This
is because the structure 6% is only sufficient (but not
necessary) to achieve full diversity gain function.

a value far inferior to that o’y = (1 — —2=)* = 0.357 1074, _ u
given by Theorem 3 using the optimum precod&y Example 5:In this example, we compare the performance
for maximizing the coding gain. In fact, the form ofof Scheme 1 equipped with the optimal coding gain precoder

T and o = Foc with two other schemes: the scheme described in Exam-
0,00 = ¢+ in Fe of (31). In such a case, maximizingPle 2 which uses the Alamouti's code, and the scheme pro-
the minimum Coding gain, we arrive at a preco@;st posed in [7] callechn Ol’thogonal AF prOtOCOIThe Ol’thogonal
having the optimum value of = ¢, = 7/6 and the Scheme can also be considered as a special case of Scheme 1,
corresponding coding gain equal to 0.048 (calculatiofsdiffers from Scheme 1 in that there is no transmission from

of these Coding gains are given in Appendix |||) Th|§he source node at all in the 2n§-time—s|0'[s. It has the

in Fg, but is still much inferior to the value given into compare their performance under the same bit rate, we
Theorem 3. The above discussion illustrates ttat transmit 4-QAM signals for Scheme 1 and 16-QAM signals
optimum designs for space-time block coding in a Mimder the other two schemes. Fig. 6 shows the comparison of

system may, in general, not be directly applicable to tH8€ performance. The performance of Schemeithout a
optimum design in a relay transmission system precoderis also plotted for completeness of comparison. It

Fg corresponds to the choice &f = Z
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1 [  Schemei o preceder size (greater thar2 x 2) that satisfies the second criterion
it proves to be a hard problem. In this paper, we have focused
>Scheme-Alamo on the case of a single relay, data block lengti2aind the
transmitted signal being in 4-QAM. For this case, we derived
a closed form optimum precoder over the 2 unitary matrix
class. Simulations show that the proposed designs significantly
improve the BER performance of the relay systems.

APPENDIX |
PROOF OF THEOREM1

From (19), the average PEP for the single relay system can

be written as,
: \ 1/[% hZUfE U h
; ‘ ‘ ‘ ‘ Pel(S*S')Z*/ Ep,jexp| — p————5—— 0
5 10 15 20 25 30 TJo 8sin“ 0

SNRin dB (33)

h . .
Fig. 6. BER performance of Scheme 1 (with and without optimal precodefyhereh; = T ( hSd >, andT = diag(1, bhyq). Taking the
Sr

Alamouti’'s coded scheme, and the orthogonal scheme . . .
E expected value in (33) with respect tQq and hg first, we

BER

obtain
can be seen that Scheme 1 equipped with the optimal coding 1 /3 1
. : N = de
gain precoder yields the best performance among all schemfes.(s — ) T 0 hra det(Iyt—L,- THUES U, T)
It should be noted that all the schemes in this example achieve 8sin®0 et (34)

full diversity as defined in Section IV-A. The advantage of ) )
Scheme 1 with the optimat x 2 precoder over the other Where we have used the fact that given a complex circularly
schemes comes from achieving the optimum coding gain. distributed Gaussian random column vector A/(0, X)), and
a Hermitian matrixA, then Elexp(—2"Az)] = grisay-
V. CONCLUSION Lety = |hra|?. The probability distribution function of is

In this paper, we have analyzed the performance of an Af— Sincehr is zero-mean Gaussian. Then (34) becomes
half-duplex relay transmission system equipped with a single, (
el
antenna. We have focused on a non-orthogonal AF protocol P .y
in which the source transmits the first half data block to both _ 1 /2/ €z .
the destination and the relay in the firét time-slot, and 2m Jo Jo det(Iy +525 U] U, TTH)

during the second” time-slots, sends the second half datghere we have used the fact izt (I-+CD) = det(I+DC).
block to the destination while the relay simply amplifies ang,e geterminant in (35) can be evaluated such that,
forwards what it receives in the firgp time-slots. This is 0 .

referred to as Scheme 1 in the paper. We have also analyzed the (det(I, + — U 'U; TTH))

multiple relay system, Scheme N, which is the multiple relay ] 8sin 9A1 A,

version of Scheme 1. The exact asymptotic expressions of the =—(1+ \ 7)\) (36)
pairwise error probabilities of both schemes have been derived. H Yyt Yt

The diversity gains and the coding gains of the systems ha¥gere

s —s)
Y

dyd® (35)

been identified. While the diversity gains have been shown ol lw?

to be the product of a power function and log function of = 8gin20’

SNR, the coding gains have been shown to be proportional 1 2

to the determinant of the autocorrelation of the coding error M=o (al Tya - 4a2)’
matrices. These results are obtained over a symmetric relay N — i( B \/ﬁ )
system where all the channel gains are IID Gaussian with 2T g\ Ve TR

zero mean and unit variance. However our analysis can be ar(l—az) — (2 —a)A

extended to cases in which channel gains are independent yet A = Ay — A\ ’
have difference variances. L —ay) + A2 —a)h

Our derived PEP analysis results suggest that two criteria Ay = 2L 3 Jj\ )
can be used for the precoder design: One being the rank cri- 1 2 |\11|1|2 23
terion to achieve the maximum diversity gain, and the second ap=1+—(1+ p — p_ )
being the coding gain criterion to obtain an optimum gain. We K 82““ 0 64sin”0
have shown that a precoder to satisfy the first criterion can be ay = i( p|lul| )
obtained by employing a currently available design scheme in u? 8sin? 6’

MIMO systems. To obtain a general precoder with arbitary — with |[u]|* = |[w||* + || |]?,
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6= [|wl)?||uy]|* = uffwyufuy. where U, is given in (2T3), andh, is given by h, =
_ . . Ty [hsds hsr, -+, hery] With Ty beingan(N+1)x(N+
I h R N S i SI ’ S N
The pairwise error probability can thus be re-written as, 1) matrix such thafl = diag(1, bh.a, bhrg -« » bha).
Pe1(S - S') Taking expectation with respect t@gq, hsy,, - - - , hsry IN (45),
As Y we have
_ / / + Yo~ dydd
Z/‘f')\l Y+ A2 P(s—¢)
3 1 x
— = (24+ AT (M) + Az T (Ao))db (37) :3/21@ ! dg.
2 Jo p? P ”“Nd{det(IN+1+mT,{{U,§IE,IlUNTN)}
where.J (v f0°° e % Ju. Given the assumptiofiuy [|* + 3 # (46)
0, then at hlgh SNRAl,)\g,Al, andA; can be asymptotically similar to the proof of Theorem 1, we lgt, = |hea,, [2,m =
expressed as, 1,2,---,N. Then, the PEP in (46) can be accordingly ex-
P pressed as,
1
A =1+ +0 -1 38 /
1 ( HUIH4) (||U|||4p ) ( ) PEN(SHS)‘” N
8llu?sin0 _, 1 5 1 /7 /Oo /0O _u v
=" p 4+ O(—— 39) = —+— o fiem2dyr | | gre” 2 dy2 - - dyndd
S s ey oy A B L A S 11
—p? 1 1 (47)
[P [*([ [ [* + ) (IIU|\I4+ﬂ ) where
] 4 1+ b2
Ay = +0O( p ) (41) _ Y1
(I ll* + 5) lwl[*+ 05 fr= b2y (1 + gy (E+€)) +1+ gorg (E+e+[u(2)[2)
where we have used the faét? = 1+ O(p~!). From 1+ b2y,
Section IV-A, we know|u[[* = 0 if and only if [w |[*+5 = 0. 9% = 7772, " k=2, N
Therefore all the quantities in (38) - (41) exist. The asymptotic N
behavior ofJ(v) whenp — oo depends ow. From [29],J(v) €= Z lu(2n — 1)|2,
can be expressed as ot
e y [T vV [u(2n —1)|p
= = Z du=e*E(= L=14 2 AL =1,---,N 48
) /o u+1//2du 62/; w e '<2) K T R0 ! 9

fe's) u (2
where E(Z‘) :fa: : _(’Y+1nm+zn 1 71171 ) g = M
and~ is the Euler constant. I = c;p™! + O(c2p™2), 0 < = 1+ 0%yip
c1, ¢ < 00, then whenp is large,

(49)

M=

1+ M), wherev; = 1+

Rewriting f1 as f1 =

_ -1 c1+O(cap™!) e y1+Z—12
J(v) = ,(1 +O(c1p )) (7 (=) ssrg(E+e) andgy = L (v + 2L 2), then, the integral
X (=) (e1p 4+ O(eap™2))" with respect toy; in (47 ) becomes
—lnp+ Z =y ( 1p2nn!n = )) ) o 1 1 @
11:/ frem 2 dys = <2+(b727b72)(](b2)) (50)
=lnp+ O(|Ine¢]). (42) 0 H1v1

- . . Sincey,, > 0 andu, >0, n=1,2,--- N, then from (49),
Combining (38)-(41), and (42) with (37) results in we have0 < ¢ < Zﬁiz lu(20)[2. Given the assumption

P.a(s—s) ]‘[i\’:1 lu(2n — 1)|> # 0 (this implies¢ # 0), then at high

2 3 1 4 SNR, we have
g [ sintaap o UMy “
(| lw|]* + B) 0 1 8sin Hp_l O( 1 p‘2)
_ 6 2 | In(|[w]|* + B)] pr u(D)? Ju(1)[?
= TP lnp+0(—2) (43) L
(I [* +3) P 1_8sn’d —|—O(1p_2>
_ 6 o 2lnp+ O<|lndet(U{IU1)|) (44) vy 3 3
det(UHU,) p? o = 8(€ + [u(2)[?) sin® 9p71 N O( 1 p72>
O lu(1)[%¢ §lu(1)?
APPENDIXII Putting these (;uantmes into (50), then, at high SNR, we have
PROOF OFTHEOREM 2 8sin® 9)2p~2
» " | o= B (i o)) 61
The pairwise error probability for the multiple relays can lu(1)[2€
be expressed as Next we calculate the integral af,, k =2,3,--- ,N — 1:

hUls 1U,h,
8sin 0

1 Bl [e'S) e
PeN(S_’S/):;/ Eny {GXP(_P }d@ (45) Iy = / gke el dy,
0 0
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oo 1 _ 1
2 2 Yk
:/ L e % dyy
0 1225 yk+b2uk

1 1 1 1
= (24 (= —— .
uk( (p b2,uk)J(b2,Uk))

Under the assumptioﬁ[flv:1 |u(2n — 1)|? # 0, then at high
SNR we have

8sin?0 )
From (51) and (52), the PEP in (47) can be written as,
(8sin? )N+

N
! _QNW/O ¢ ey lu(2n = 1)P2
N 2
+ O( ’ In (5Hn:1 |u(2n - 1)‘ )’ lnN_lp).

pN+1

(52)

P.(s — o~ NHD 1N pdo

Since

M)

(2N +1)

1-3-5-- 7
in?VF g = =
S 2.4.6---2(N+1)2

J

then, we can write
S/) B 1.3.5...(2N+1)2(N+1)
(N + DTN, Ju(2n — 1)2
N
" o( [ In (€ Ty u(2n = D)%) 1nN*1p)

pN+1
(2N 4 1)112(N+1)

(54)

Pey(s — ~(V Iy

_ ~(N41) 1, N
(N + 1)ldet(UHU,) e
|Indet(UXUL)| . y_1

O

APPENDIX I
PROOF FOR THE OPTIMAL PRECODERo¢

Let the set of 4-QAM signals b8 = {c+dj : ¢,d = +1},
and letS; = {a + bj :

by F. in (31) is
() =m() ) -

Then, the coding gain is given by’ = flu(l)* =
+le(1)cosd + e(2)e??sin|*, 6 € [0,2n], ¢ € [0,7]. Now,

F.e. (55)

let G(e, 0, ¢) = |e(1) cos @ +e(2)e?? sin 0|2, Then, the coding
gain criterion can be fulfilled by seeking the optimal values

of # and ¢ to maximize the minimum of3 (e, 6, ¢) over all

non-zero error vectors. First we show that it is sufficient to

considerg, 6 € [0, 7]. Let
G, = in G(e, 0, o).
ol 28 €100 0)
¢€[0,7] e#£0

Then, we have

Go = maX{eren[gf;ﬂ féfsnl Gle.0,9), max felgi G(e,0,9)}

¢€[0,7] e#£0 ¢€[0,71] e#£0

(56)

10

Fore € 82, ande # 0, we have

- i6 o 12
le(1) cos O + e(2)e’?sin b5,
¢€l0,7]
= le(1) cos(2m — ) + e(2)e’? sin(2m — )2 .,
pel0;x]
= le(1) cosf — e(2)e?? sin |3, ;.-
pelo;x]
We note that wherie(1) e(2)]” covers all possible values in
82, le(1) —e(2)]T also covers the same values. Therefore

we have,

in G(e, 0, ¢) = in G(e, 0, ).
J53%, min (e,0,9) oS, min (e,0,9)

¢€[0,7] e£0 #€l0,7] ez£0

From (56), the feasible sét< [0, 27] can be reduced t6 €
[0,7]; i.e;

(67)

G, = in G ,9, .
o2 a2y OO0

#€[0,7] e#£0

Similarly, the feasible sef, ¢ € [0, 7] can be further reduced
to 6, € [0, 7]. The reason is as follows:

G, = max{ max min G(e,0,¢)}

0€(0,5] ecS?
$€[0,7] e#£0

= max{ max min G(e,?¥,
(e min Ge.0.0))
#€[0,5] e#0

= max{ max min G(e,?¥, .
{66[0,%] e€s? ( 2
#€[0,5] e#0

Eqg. (58) holds because fere S%, e # 0,

(58)
(59)

(60)

le(1) cos 6 + e(2)e’? sin §|§€[%J]
$€[0,7]

= | —e(1) cos @ + e(2)e?? sin 9|§€[0%1
$€[0,m]

(61)

a,b = 0,£2} be the possible set of and (59) holds because
difference of elements 5. The error vector after precoded

le(1) cos 6 + 6(2)€jq; Sino‘%e[o,%]
P[5 ]
= |e(1) cos 0 + je(2)el? Sineﬁe[o,g]

¢€[0, 5]

(62)

Eq. (60) holds because of the following equalities,

le(1) cos 6 + e(2)ej(£ sin 9|26€[U%]
delf. 5

= |e(1) cos O + e(2)e?7/2=%) sin 9|29E[0%]

¢€0, 7]

= le*(1) cos b — je* (2)e’? sin b3, 5 (63)
#€0, 71

le(1) cos 6 + e(2)e’? sin9~|§6[£ 1]
472
$€(0, 71

= le(1) cos(m/2 — 0) + e(2)e? 2 sin(m/2 — 0”3,(]&6[0,%]
= |e*(2) cos § + e*(1)e?? sin 3 4e (0.5 (64)

where* denotes the conjugate of a complex quantity. There-
fore, with the regions of search férand ¢ both reduced to
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[0, %], the optimization problem becomes We observe thag, is an increasing function af < [0, 7] and
thatg, is decreasing it € [0, 60,] and increasing it € (61, Z],
G, = max min G(e, 6, d). 65) o o 0,61] 9ib € (01, 7]
0€[0,5] ecS3 where §; = sin™ \/% Therefore forg € [0,6,] the value
$€[0,5] e#0

of maxge(o,9,) min{g2, g1} is obtained whery, = §;. The
Let us first examineninge sz c.0 G(e, 0, ¢) for 6,¢ € [0,7].  solution to makey, = g1, 0 € [0,6:] hold is

We note that fore(1) and e(2) being from the setS; of
difference of 4-QAM signals, we have the following three 0 — sin—L 3-v3 (74)
cases: ¢ V "6

Case 1|e(1)| = |e(2)| = r, where, depending the magnituderpe corresponding value gf at 0 = 6, is
of ¢(1) ande(2), r is either equal to 2 02+/2. The function 1
G(e, 8, ¢), in this case, can be written as galo=6, = G1lo=p, = 2(1 — 7). (75)
o o 3
2(1 £ sin 26 cos if 1) = te(2 L - .
Gi(e,0,4) = { 77:2((1 qczlllrll 29(3;?;;5)) y :((1)): . ?6((2)) Furthermore, sSincgi|9—o, lo—s, > §1lo—= , then the optimal
J value of G, in (73) for 6 € [0, 7] is G, = G1]o=s, = 2(1 —

)4
(66) %). Inserting (74) into (70), we have the optimal valuegof
Case 2¢e(1)e(2) =0, thenG(e, 6, ¢) can be written as given by
[ r?cos? if e(1)=0 .. 2—/3 _om
Gg(e,9,¢) - { 7“2 sin2 6 if 6(2) =0 (67) S ¢o - T7 or (!I)o - Ev (76)

Case 3e(1)] # |e(2)], e(1)e(2) # 0, thenG(e, d, ¢) can be and the maximum of minimum coding gain &, = +G2 =

written as 3(1— ) =0.3573.
N I look h h k he f
4(1 + sin® 0 = sin 20(cos ¢ + sin ) ext 1et gjs¢ ook at the case thaF. takes the form
it le(1)] =2, le(2)] =2v2 VA .o | = Fs as described in the remark after
Gs(e,6,9) = 4(1 £ cos? 6 + sin 26(cos ¢ + sin ¢)) Theorem 3. Thén
if Je(1)] =2v2, le(2)| =2 ,
(68) Gost = e, mig G(e,0,9)|p=x. (77)

From (66), (67) and (68), the corresponding minimum coding . 70 o .
gains over non-zero error vectors in Cases 1, 2 and 3, i.Bhis is a special case @. when¢ is fixed at%. The optimal

MiNees? o0 Gi(e,0,9), i =1,2,3 are respectively ¢ in this case is given by the condition in (70) with= 7, i.e.,
sin@ = 2sin ¢ cos fgp—= . Solving this equation and inserting
g = eegéiil;eo Gi(e,0,¢) = 4(1 — sin26 cos ¢) tEe solution to (77), we obtain the optimal and Gos: Such
' that

o= min Ga(e,0,¢)=4sin?6 ’
g ecS7,e#0 ( 2 Post = 37 Gost= (4 — 2\/§)
g3 = min G3(6,9,¢):4(1+Sin2Q*SiHQQ(COS¢+SiII¢)). ] 6 ) ]

e€S53,e#£0 The maximum of the worst coding gain over non-zero error

vectors in this case is given [¥s; = G25,/6 = 2(2—V/3)% =
0.0479 (the worst case occurs when= [2 +2; — 2]7).
Furthermore, if¢ is assigned the value ¢f as in the MIMO

Then (65) become§', = maxy 43¢0, =) min{gi, g2, g3 }. Since
g2 is not a function ofp, we then have

G, = max min{gs, max min{g,gs}}. (69) space-time code design, then minimum |af1)|?> happens
6€l0,%] €lo.%) whene = 2425 — 2|7, in this caseG = (6 — 4V/2),
Furthermore, sincg; is an increasing function op and g; the worst coding gain is thef(6 — 4v/2)% = 0.0196. U
is a decreasing function af for ¢ € [0, 7], then the second
term in (69),maxgc(o, =) min{gi, g3} is achieved at the point REFERENCES
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