
 

Published by World Academic Press, World Academic Union 

ISSN 1746-7659, England, UK 

Journal of Information and Computing Science 

Vol. 9, No. 2, 2014, pp.091-096 

 

 
 

 

 

A new conjugate gradient method based on the modified secant 

equations 
Weijuan Shi 

1
 , Chunyan Hu 

2
 

 , Benxin Zhang

1
 

1
 School of Mathematics and Computing Science,  

 Guilin University of Electronic Technology, Guilin, 541004, P. R.  China 
2 
School of Electronic Engineering and Automation, 

 Guilin University of Electronic Technology, Guilin, 541004, P. R.  China 
(Received Frbruary 28, 2013, accepted October 28, 2013) 

Abstract. Based on the secant equations proposed by Zhang, Deng and Chen, we propose a new nonlinear 

conjugate gradient method for unconstrained optimization problems. Global convergence of this method is 

established under some proper conditions. 
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1. Introduction  

Conjugate gradient method plays a specific role in solving large-scale nonlinear minimization problems. 

Some good references of the conjugate gradient methods can be found in many research. In the past few 

years, many efforts have been made to research new conjugate gradient methods which process not only the 

global convergence property for general functions but also good numerical performances. Many of these new 

conjugate gradient methods are based on the secant equations ([10,11]). 

In this paper, we present a conjugate gradient method to solve the following unconstrained optimization 

problem 

 ,min xf
nRx

                                                                          1  

where RRf n :  is a smooth nonlinear function. 

The iterative formula is 

,1 kkk sxx   ,kkk ds                                                                 2  

where k  is the step size which is computed by some line search([1]). The search direction kd  is defined by 
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where k  is a scalar and  xfgk   is the gradient of  xf . 

Remark  Here, we use the strong Wolf line search condition (see[1]), that is, the step size k  satisfies 
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where .10      

The gradient method proposed in this paper is based on a modified secant equations. Therefore, let us 

introduce shortly the secant equations firstly. 

Note  kk xfG 2 , the matrix kB is the approximation of kG . 

The secant equations is defined as follows: 

,1 kkk ysB                                                                        5  

where ,1 kkk xxs    kkk ggy  1 . (5)sometimes is said to be the standard secant equations. 
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Definition 1  A twice continuously differentiable function f is said to be uniformly convex on the nonempty 

open convex  set S  if and only if there exists some constant 0M  such that 

       ,
2

yxMyxygxg
T

  ., Syx   

2. The new conjugate gradient method and the global convergence 

In this paper we assume ,0kg  otherwise the current point kx  is the stationary point of the problem (1). 

Definition 2  It is said that the descent condition holds for the conjugate gradient method, if 

,0k

T

k dg  ,1k   

and sufficient descent condition holds for the conjugate gradient method, if 

 ,
2

kk

T

k gcdg   ,1k  

To discuss the validity and the global convergence of the new conjugate gradient method, we make the 

following basic assumptions for the objective function. 

H 1 The level set     1|x f x f x L  is bounded, that is, there exists a constant B  such that 

,Bx   .x L                                                                6  

H 2 In some neighborhood N  of L , L N , the function f  is continuously differentiable, its gradient is  

Lipschitz  continuous, that is there exists a constant L  such that 

    ,yxLyfxf   .x N                                         7  

The following proposition is obtained by [5] directly. 

Proposition 1  If f  the satisfies assumptions H 1 and H 2, then there exists a constant 0  such that 

  , xf  .x L                                                           8  

For any conjugate gradient method which satisfies the strong  Wolf  line search conditions, we have the 

following general conclusions, see[3]. 

Lemma 1 Assume that the assumptions H 1 and H 2 hold. For the conjugate gradient method (2)-(3) , 

where kd  is the descent direction, k  is computed by the strong Wolf line search conditions, if 

,
1

1
2


K kd

                                                                   9  

then 
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Firstly, let us describe the modified secant equations in [6,7], it has better theory properties than the 

standard secant equations ([8]). Based on the modified secant equations, the relevant conjugate gradient 

method is proposed, and then the global convergence is discussed. 

Supposed that the objective function f is smooth enough. We make its Taylor expansion at point 
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The formula can be written as (see Zhang and Xu [7]) 

 ,11111   kk

T
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T
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where 

    .36 1111   k

T
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Recently, Yabe and Takano([5]) considered the following modified secant equations by embedding a 

parameter ,  
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where 
nRu  is any vector which satisfies .01  usT

k  And  the following conjugacy condition was 

represented: 
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They obtained a new formula about k  as: 
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Based on the formulae (14)-(16), we get the extension about the equation (14): 
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where  .1,01k  

The new conjugacy condition is established as follows: 
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A new k  is obtained by (3): 
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Obviously, we have the following result. 
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Theorem 2  If the assumptions H 1 and H 2  hold, then there exists 
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The proof is completed. 

Algorithm 

Step 0  Given a starting point 0x  and the precision .0  

Step 1  Choose  00 xfd  , if    0xf , stop. Otherwise, set ,0k  go to Step 2. 

Step 2 Solve k , such that     ,k

T

kkkkkk dgxfdxf   and   ,k
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kkkk dxx 1  go to Step 3. 

Step 3  If   ,1  kxf  stop, the minimal point is .1kx  Otherwise go to Step 4. 

Step 4  Set     ,111 kkkk dtxfd      tk 1  is defined by (19). Set ,1 kk go to Step 2. 

The following conclusion is obtained by the above algorithm. 

Lemma 2  If the assumptions H 1 and H 2 hold, 1k  is defined by (13). Then 
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where L  is defined by (7). 

Corollary 1  If the assumptions H 1 and H 2 hold, 
*

1k
y  is defined by (17). Then 

.
3

2 1

*

1  







 kk sL

M

L
y                                                               22  

Proof. By Definition 1 we have 
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Considering Lemma 2, If the assumptions H 1 and H 2 hold,  1,01k , we have 
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The proof is completed. 

Now, for the uniformly convex function, we consider the global convergence of the new conjugate 

gradient method with  tkk   . 

Theorem 3 If the assumptions H 1, H 2 and the descent condition hold, choose  tkk    in the conjugate 

gradient method which is defined by (2), (3), where k  is computed by the strong Wolfe line search 

condition that is defined by (4). If the objective function is uniformly convex on L (L  is introduced by (6), 



Journal of Information and Computing Science, Vol. 9 (2014) No. 2, pp 091-096 

 

 

JIC email for subscription: publishing@WAU.org.uk 

95 

then .0lim 
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Proof. Due to the descent condition, it hold that 0kd . By Lemma 1, it is enough to prove that kd is 

bounded. By Corollary 1 and Proposition 1, we have 
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By (3), (23) and (24) we have 
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The proof is completed.  

3.    Conclusions  

We have introduced a nonlinear conjugate gradient methods for unconstrained optimization problems 

which is based on a modified secant equation proposed by Zhang, Deng and Chen. We have proved that, 

under some proper conditions, the proposed method is globally convergent for general functions. 
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