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ABSTRACT

Almost every single-view visual multi-target tracking method
presented in the literature includes a detection routine that
maps the image data to point measurements relevant to the
target states. These measurements are commonly further pro-
cessed by a filter to estimate the number of targets and their
states. This paper presents a novel visual tracking technique
based on a multi-object filtering algorithm that operates di-
rectly on the image observations without the need for any de-
tection. Experimental results on tracking sport players show
that our proposed method can automatically track numerous
interacting targets and quickly finds players entering or leav-
ing the scene.

Index Terms— visual tracking, object filtering, Bayesian
estimation, multi-target tracking, random finite sets

1. INTRODUCTION

To the best of our knowledge, all single-view visual tracking
techniques, appearing in the literature so far, include a detec-
tion module that generates point measurements from the im-
ages in the video sequence. The point measurements are then
usually used as inputs by a filtering module that estimates the
number of targets and their states (properties such as location
and size) from the results of detection.

Detection has been and still is an integral component of
visual tracking systems, with a large body of literature on
models and techniques for detecting targets based on various
background and foreground models. One of the most pop-
ular approaches is the detection of targets based on match-
ing color histograms of rectangular blobs [1, 2]. Other recent
methods include a game-theoretic approach [3], using human
shape models [4,5], multi-modal representations [6], sample-
based detection [7], range segmentation [8] and a multi-step
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detection scheme including median filtering, thresholding, bi-
nary morphology and connected components analysis [9].

Although some tracking methods do not include any fil-
tering routine (for the actual tracking of the targets) and they
suffice with the detection results [3, 6, 7, 9], such methods in-
clude a search routine to find the best blobs (e.g. to optimize a
cost function to find a MAP or ML estimate of targets states).
However, in applications where numerous targets are to be
tracked (e.g. sport players tracking), there is a high likelihood
that some targets are missed. Therefore, in such applications,
stochastic filtering is required to keep track of all targets in-
cluding those missed in the detection process.

This paper presents a novel multi-target visual tracking
method, formulated in a random finite set framework, that
tracks multiple moving targets directly from the image in-
formation embedded in a video sequence, without the need
for extracting any point measurements. A sequential Monte
Carlo implementation of the multi-Bernoulli approximation
to the Bayesian filter is explained and examined in two case
studies involving tracking of multiple sport players.

2. BACKGROUND

In order to jointly track the number of targets and their state
values, we represent the collection of states, referred to as the
multi-target state, as a finite set. As in the Bayesian estimation
paradigm, the state and measurement are treated as realiza-
tions of random variables, the finite-set-valued (multi-target)
state X is modeled as a random finite set (RFS). The Finite
Set Statistics (FISST) framework, developed by Mahler [10],
provides the practical mathematical tools for dealing with
RFSs. Using the FISST notion of integration and density, we
can compute the posterior probability density π(·|y) of the
multi-target state from the prior density based on Bayes rule:

π(X|y) =
g(y|X)π(X)∫
g(y|X)π(X)δX

(1)



where g(y|X) is probability density (likelihood) of observa-
tion y given the multi-target state X and the integral over the
space of finite sets is defined as follows:∫

f(X)δX ,
∞∑
i=0

1

i!

∫
f({x1, . . . , xi})dx1 . . . dxi. (2)

In this paper, the finite set of targets, X , is modeled by a
multi-Bernoulli RFS which is defined as the union ofM inde-
pendent RFSs X(i) where M is the maximum number of tar-
gets. In this representation, eachX(i) is either empty or a sin-
gleton with probabilities 1−r(i) and r(i), respectively. In case
X(i) is a singleton, its only element is distributed according to
a probability density p(i)(·). Thus, a complete representation
of the multi-target state is given by {(r(i), p(i)(·))}Mi=1.

It was shown in [11] that if the likelihood function has the
following separable form:

g(y|X = {x1, . . . , xn}) = f(y)

n∏
i=1

g(xi, y) (3)

and the multi-target RFS has a multi-Bernoulli prior distri-
bution {(r(i), p(i))}Mi=1, then the posterior distribution of X ,
given by Bayes rule (1), is also multi-Bernoulli with the pa-
rameters {(r(i)

updated, p
(i)
updated)}Mi=1 where:

r
(i)
updated =

r(i)〈p(i)(·), g(·, y)〉
1− r(i) + r(i)〈p(i)(·), g(·, y)〉

(4)

p
(i)
updated(·) =

p(i)(·)g(·, y)

〈p(i)(·), g(·, y)〉
(5)

and 〈f1, f2〉 denotes the standard inner product∫
f1(x)f2(x)dx.

In the next section, we present a likelihood function in
the above separable form, formulated based on HSV color
histograms. Using the update results (4) and (5), we devise a
complete filtering scheme take takes the raw image sequence
as input to directly track multiple targets.

3. VISUAL TRACKING

Without loss of generality, in our method, each target is repre-
sented as a rectangular blob and a state vector comprising the
location and size of the blob in pixels. Consider the image y in
one frame from a video sequence. Given a multi-target state
X = {x1, . . . , xn}, we derive a separable measurement like-
lihood function g(y|X). From the image y, we can compute
the HSV histogram of the image blob corresponding to each
target location xi. We denote the histogram values for the i-th
target by the vector vi. To ensure that histogram values rep-
resent probability distributions, each vector is normalized to
sum to 1. For the set of pixels that do not belong to any tar-
get (hypothetically background pixels), the HSV histogram is
also computed, and the values recorded are denoted by the

vector vb. It is important to note that the values recorded in
the vectors v1, . . . , vn and vb depend on both the target states
and the image y.

We assume that the histograms of individual targets and
the histogram of the background are mutually independent
from each other, noting that as long as the targets do not
largely occlude each other, they do not substantially affect
each other’s color histogram. Thus, the likelihood function
can be formulated as follows:

g(y|X) = gb(vb)

n∏
i=1

gi(vi) (6)

where gb(vb) is the likelihood of background histogram to be
given by vb, and gi(vi) is the likelihood that a target is present
in the image y with state xi.

The color histogram of the background can reasonably be
assumed to have time-invariant statistics. Note that this is
not same as assuming a static background. Indeed, the back-
ground may change, but the portions of HSV colors contribut-
ing to it are assumed to change very slightly. In applications
where numerous targets are to be tracked and each target cov-
ers a relatively small portion of the image, movement of the
targets will not change the color histogram of the unoccupied
parts of the image (background) drastically, and we can rea-
sonably assume that each component of color histogram val-
ues vary in a narrow band (they are almost constant) with a
uniform distribution. Hence, gb(·) is constant and plays the
role of f(y) in the separable likelihood form (3).

The likelihood terms gi(·) can be computed using ker-
nel density estimation over a database of training data. The
database contains ntrain vectors {v∗j }

ntrain
j=1 and each vector

corresponds to the HSV color histogram of a training blob.
For a given histogram vi, the likelihood function is then given
by the following kernel density estimate:

gi(vi) =
ξ

ntrain hN

ntrain∑
j=1

κ

(
d(vi, v

∗
j )

h

)
(7)

where κ(·) is the kernel function (Gaussians used in our ex-
periments), h is the kernel bandwidth, N is the total number
of bins in each histogram and d(vi, v

∗
j ) is the Bhattacharyya

distance [1]:

d(vi, v
∗
j ) =

(
1−

N∑
r=1

√
v∗jrvir

) 1
2

(8)

and ξ is the normalizing factor to ensure that the kernel den-
sity integrates to 1.

It is important to note that the likelihood function gi(vi)
defined in (7) depends both on the image observation y (be-
cause the blobs are extracted from the image) and on the target
state xi (because the location and size of the blob is deter-
mined from the target state). Thus, gi(vi) represents a formu-
lation for the g(xi, y) term in (3).



3.1. Sequential Monte Carlo Implementation

In the following, a sequential Monte Carlo implementation of
a multi-Bernoulli filter is reviewed. The algorithm is based
on the method presented in [11], adapted to the likelihood
function defined in (6) for multi-target visual tracking.

Suppose that at time k − 1, the posterior density
{r(i)

k−1, p
(i)
k−1}

Mk−1

i=1 is given and each p
(i)
k−1 is represented

by a set of weighted samples (particles) {w(i,j)
k−1 , x

(i,j)
k−1}

L
(i)
k−1

j=1 .
More precisely,

p
(i)
k−1(x) =

L
(i)
k−1∑
j=1

w
(i,j)
(k−1)δx(i,j)

k−1

(x). (9)

We assume a constant survival probability PS , and consider
a predefined model for birth particles denoted by known pa-
rameters {r(i)

Γ , p
(i)
Γ,k}

MΓ
i=1 where the density p(i)

Γ,k is represented

by the particles {w(i,j)
Γ,k , x

(i,j)
Γ,k }

LΓ
j=1. In our experiments, we

assume that with a constant probability of 0.02, one target ap-
pears in each of the four quarters of the image planes, with
the location of the target being uniformly distributed within
the quarter. Thus, MΓ = 4, r(1)

Γ = · · · = r
(4)
Γ = 0.02 and

the birth particles are sampled with uniform distribution and
weights.

Similar to many other particle filtering schemes, in each
iteration, the particles are predicted then updated. In the pre-
diction step, the birth particles are generated according to the
birth model parameters. The multi-Bernoulli parameters from
the previous iteration, {r(i)

k−1, w
(i,j)
k−1 , x

(i,j)
k−1}, are propagated

forward:

x
(i,j)
k|k−1 ∼ fk|k−1(·|x(i,j)

k−1) (10)

r
(i)
k|k−1 = PS r

(i)
k−1 ; w

(i,j)
k|k−1 = w

(i,j)
k−1 . (11)

The proposal density equals the state transition density
fk|k−1(·|xk−1). In our experiments, the targets are modeled
by rectangular blobs and the target state is a 4-tuple vector
comprising the x and y location and width and height. The
target dynamic is modeled by x(k+ 1) = x(k) + e(k) where
e(k) is a 4-dimensional Gaussian variable with zero mean and
variance Σ = diag(σ2

x, σ
2
y, σ

2
h, σ

2
w). Thus, fk|k−1(x|xk−1) =

N (x,Σ).

In the update step, the predicted multi-Bernoulli parame-
ters are updated using the likelihood function (7) and update
formulas (4) and (5) which translate to:

r
(i)
k = r

(i)
k|k−1%

(i)
k /

(
1− r(i)

k|k−1 + r
(i)
k|k−1%

(i)
k

)
(12)

w
(i,j)
k = w

(i,j)
k|k−1 gyk

(x
(i,j)
k|k−1)/%

(i)
k (13)

where %(i)
k =

∑L
(i)

k|k−1

j=1 w
(i,j)
k|k−1 gyk

(x
(i,j)
k|k−1) [11].
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(a) Frame 17 (b) Frame 22
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Fig. 1. Four snapshots of the results of hockey player track-
ing: (a) A new player is entering the scene from left side
(b) The new player is detected and tracked (c) Three couples
of very close players are merged into single targets (d) The
merged targets are separately tracked as soon as the players
get separated.

Similar to the MeMBer filter [12], the updated particles
are resampled with the number of particles reallocated in pro-
portion to the probability of existence as well as restricted be-
tween a minimum Lmin and maximum Lmax. To reduce the
growing number of multi-Bernoulli parameters, those with
probabilities of existence less then a small threshold (set at
0.01) are removed. In addition, the targets with substantial
overlap are merged. Finally, the number of targets and their
states are estimated via finding the multi-Bernoulli parame-
ters with existence probabilities larger than a threshold (set
at 0.5 in our experiments). Each target state estimate is then
given by the weighted average of the particles of the corre-
sponding density.

4. EXPERIMENTAL RESULTS

We examined our method to track multiple players in two
video sequences. The fist video sequence includes 101 frames
of a hockey game (benchmarked in [1]) and the second in-
cludes over 700 frames of an indoor football game. Snapshots
of the tracking results are presented in Figures 1 and 2. With
the hockey game, we recorded the HSV histograms of 1500
training rectangular blobs, each manually selected to contain
a player. With the football game, this number was 2200. In
addition, in the case of football game, we deliberately did not
select any blob containing one specific player (the one with
the light pink stripy shirt). The main purpose of this exclusion
was to examine the selectiveness of tracking (e.g. tracking the
players and not the referee). As it appears in the tracking re-
sults, that player is not picked by the tracker at any time.
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Fig. 2. Four snapshots of football player tracking: (a) A new
player enters the scene (b) The player is detected and tracked
– see the left side of the image (c) Two very close players
are merged into a single target (d) They are separately tracked
when the players get apart.

Figures 1and 2 show that our method is capable of track-
ing numerous targets at the same time. In addition, Fig-
ures 1(a)-(b) and 2(a)-(b) demonstrate the ability of the
method to inherently detect and track the arrival of new
targets.

When there is a substantial occlusion, the merging step in
our tracking method results in a single blob for the occlud-
ing targets. However, as Figures 1(c)-(d) and 2(c)-(d) show,
as soon as the moving targets separate from each other, the
tracker corrects its results.

Full video of the tracking results for the hockey game can
be downloaded and viewed from the following link:
www.ee.unimelb.edu.au/people/rezah/hockey.avi

and the video showing the tracking results for the football
game is available to download from:
www.ee.unimelb.edu.au/people/rezah/football.

avi.

5. CONCLUSIONS

A novel visual multi-target tracking method, capable of direct
tracking from image observations without the need for any
detection, was presented. A separable likelihood function in
terms of color histograms of hypothesis targets was formu-
lated and used in the context of a MeMBer filter. The method
was evaluated in two sport player tracking experiments, show-
ing that numerous players can be tracked accurately.
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