
Determining Subunits for Sign Language

Recognition by Evolutionary Cluster-Based

Segmentation of Time Series

Mariusz Oszust and Marian Wysocki

Rzeszow University of Technology
Department of Computer and Control Engineering

W. Pola 2, 35-959 Rzeszow, Poland
{moszust, mwysocki}@prz-rzeszow.pl

Abstract. The paper considers partitioning time series into subsequences
which form homogeneous groups. To determine the cut points an evolu-
tionary optimization procedure based on multicriteria quality assessment
of the resulting clusters is applied. The problem is motivated by auto-
matic recognition of signed expressions, based on modeling gestures with
subunits, which is similar to modeling speech by means of phonemes. In
the paper the problem is formulated, its solution method is proposed and
experimentally verified.
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1 Introduction

Automatic sign language recognition is an important prospective application of
gesture-based human-computer interfaces. The aim of the research is a system
that properly interprets gestures, e.g. translates them into written or spoken
language. Most of such systems described in the literature (see e.g. [1], [2])
are based on word models where one sign represents one model in the model
database. They can achieve good performance only with small vocabularies or
gesture data sets. The training corpus and the training complexity increase with
vocabulary size. So, large-vocabulary systems require the modeling of signed
expressions in smaller units than words i.e. the words are modeled with subunits,
which is similar to modeling speech by means of phonemes. The main advantage
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of this approach is that an enlargement of the vocabulary can be achieved by
composing new signs through concatenation of subunit models and by tuning
the composite models with only small sets of examples. However, an additional
knowledge of how to break down signs into subunits is needed.

Different vision-based subunit segmentation algorithms have been developed.
Following Liddell and Johnson’s movement-hold model the authors of [3] propose
modeling each sign (word) as a series of movement and hold segments. Kraiss
et al. in [1] present an iterative process of data-driven extraction of subunits us-
ing hidden Markov models (HMMs). In all following steps, two state HMMs for
subunits determined in prior iteration step are concatenated to models of single
signs. The boundaries of subunits for the next step result from the alignment
of appropriate feature vector sequence to the states by the Vitterbi algorithm.
Han et al. in [4] define the subunit boundary using hand motion discontinu-
ity. Temporal clustering by dynamic time warping is adopted to merge similar
segments.

In this paper we propose a new approach where the subunits’ boundary points
are considered as decision variables in a multiobjective optimization problem.
The problem consists in finding subunits which can be grouped in clusters of
good quality. The quality is measured by two cluster validity indices, one based
on entropy [5] and another the Dunn’s index [6], [7]. The indices are optimized
simultaneously using lexicographic ordering [8] and an immune-based evolution-
ary algorithm [9], [10]. The approach refers to clustering of time series data [11],
[12], multiobjective clustering [13], [14], and cluster-based time series segmenta-
tion [15]. The contribution of the paper lies in (1) formulation of the problem
of determining subunits for sign language recognition as a multiobjective cluster
optimization, (2) proposition of a solution method, and (3) verification of the
approach by experiments on both synthetic and real data.

The rest of the paper is organized as follows. Section 2 contains formulation
of the problem. Section 3 gives the details of the proposed solution method.
The results of experiments using synthetic data, as well as data obtained for
isolated words of the Polish Sign Language (PSL) are given in section 4. Section
5 concludes the paper.

2 Problem formulation

Let S = {X1, X2, . . . , Xn} denote a data set, where Xi = {xi(1), xi(2), . . . ,
xi(Ti)} is a sequence of real valued vectors representing a signed word. All feature
vectors xi(t), tǫ{1, 2, . . . , Ti}, iǫI = {1, 2, . . . , n} have identical structures. The
integers t = 1, 2, . . . represent equidistant time points. Two time sequences Xi

and Xj 6=i may represent different words or different realizations of the same
word.

Let us consider a decompositionD, which, for each iǫI, defines a number ki =
ki(D) ≥ 1 and ki−1 cut points tji = t

j
i (D), where 1 < t1i < t2i < . . . < tki−1

i < Ti.
The decomposition means that Xi is partitioned into ki subsequences. The first
subsequence s1i (D) starts at t = 1 and ends at t = t1i , the next subsequence
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s2i (D) starts at t = t1i and ends at t = t2i , and so on until the last subsequence
skii (D) which starts at t = tki−1

i and ends at Ti. The resulting data set S′(D) =

{s11(D), . . . , s
k1(D)
1 (D), s12(D), . . . , s

k2(D)
2 (D), . . . , s1n(D), . . . , s

kn(D)
n (D)} =

{s′1, s
′
2, . . . , s

′
n′} contains n′ = n′(D) =

∑n

i=1 ki(D) sequences. The length of
each subsequence is constrained by the minimal lmin and the maximal lmax

number of points. We propose determining a good decomposition into sub-
sequences by solving a multicriteria decision problem, based on the following
main steps: (i) partition the set S′(D) into m (a given number) clusters, i.e.
S′(D) = {C1(D), C2(D), . . . , Cm(D)}, (ii) evaluation of the decomposition D

using a vector of p > 1 criteria (indices) J(D) = [J1(D), J2(D), . . . , Jp(D)]
which characterizes the quality of the resulting clusters. In next sections we sug-
gest a solution method and we show the results of experiments on both synthetic
and real data sequences.

3 Basic elements of the solution method

3.1 Distance measure

To compare discrete sequences we use dynamic time warping (DTW) [6], [16].
Given two time series Q = {q(1), q(2), . . . , q(Tq)} and R = {r(1), r(2), . . . , r(Tr)}
DTW aligns the two series so that their difference is minimized. To this end, a
Tq × Tr matrix, where the (i, j) element of the matrix contains the distance
d(q(i), r(j)) between two points q(i), and r(j). Usually the Euclidean distance
is used. A warping path, W = w1, w2, . . . , wK where max(Tq, Tr) ≤ K ≤
Tq + Tr − 1, is a set of matrix elements that satisfies three constraints: bound-
ary condition, continuity and monotonicity. The boundary condition constraint
requires the warping path to start and finish in diagonally opposite corner cells
of the matrix. That is w1 = (1, 1), wK = (Tq, Tr). The continuity constraint re-
stricts the allowable steps to adjacent cells. The monotonicity constraint forces
the points in the warping path to be monotonically arranged in time. The warp-
ing path that has the minimum distance dDTW =

∑K

k=1
wk

K
between the two

series is of interest. Dynamic programming is used to effectively find this path.
To prevent pathological warping, where a relatively small section of one sequence
maps to a much larger section of another, warping window constraints are ap-
plied which, additionally, speed up the computation [16]. The warping window
usually defines the search region as a narrow strip around the diagonal connect-
ing points w1, wK .

3.2 Clustering procedure

As the clustering algorithm we propose minimum entropy clustering (MEC) de-
scribed in [5]. Entropy is a measure of information and the uncertainty of a ran-
dom variable. The method uses entropy measured on a posteriori probabilities as
the criterion of clustering. In fact, it is the conditional entropy of clusters given
the observations. The problem of clustering consists of two subproblems (1) es-
timating a posteriori probabilities and (2) minimizing the entropy. Experiments
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presented in [5] show that MEC performs significantly better than k-means clus-
tering, hierarchical clustering, SOM and EM. Moreover, it can correctly reveal
the structure of data and effectively identify outliers simultaneously.

In our problem we used the Java package prepared by the authors of [5]
and accessible online [17]. As it performs clustering of vector defined data we
considered two approaches based on n′(D) similarity vectors representing the set
S′(D) of subsequences to be clustered. Each of the similarity vectors has n′(D)
elements where the j − th element of the i − th similarity vector is determined
as the DTW distance between the subsequences s′i and s′j in the set S′(D). In
the first case MEC performs clustering of the similarity vectors. Alternatively,
shorter vectors obtained from the similarity vectors by the PCA can be used.

3.3 Clustering results evaluation

The vector index J(D) introduced in section 2 actually contains two elements.
The first, more important, is the conditional entropy minimized by MEC. The
second in the hierarchy is the Dunn’s index DI [6], [7]. It is defined by two pa-
rameters: the diameter diam(Ci) of the cluster Ci and the set distance δ(Ci, Cj)
between Ci and Cj , where

diamCi = maxx,yǫCi
{d(x, y)}, δ(Ci, Cj) = minxǫCi,yǫCj

{d(x, y)} (1)

and d(x, y) indicates the distance between points x, y.

DI = min1≤j≤m{min1≤i≤m,i6=j{
δ(Ci, Cj)

max1≤k≤mdiamCk

}} (2)

Larger values of DI correspond to good clusters.
Note that the distances needed in DI can be considered as distances between

the similarity vectors or, alternatively, as distances between respective sequences.
Obviously, in the second approach necessary information is extracted from the
similarity vectors.

3.4 Optimization algorithm

As follows from section 3.3 our problem is a multiobjective optimization problem
(MOP) with two criteria. To solve MOPs evolutionary algorithms are often used.
Evolutionary algorithms deal simultaneously with a set of possible solutions (the
so called population) which allow us to find several members of the Pareto
optimal set in single run of the algorithm [18].

Our approach to solve the MOP adopts the immune-based algorithm CLON-
ALG originally used for single-objective optimization [9], [10]. We use lexico-
graphic ordering [8]. Here the single objective J1 (considered the most impor-
tant) is optimized without considering J2. Then the J2 is optimized but without
decreasing the quality of the solution obtained for J1. In the sequel we shortly
describe the algorithm, the encoding method, and the mutation operator.
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CLONALG. The main loop (repeated gen times, where gen is the number
of generations) consists of four main steps: one initial step where all the elements
of the population are evaluated and three transformation steps: clonal selection,
mutation, apoptosis.

1. Evaluation. For each element D in the population P compute Ji(D), i = 1, 2
and perform lexicographic ordering of the elements.

2. Clonal selection. Choose a reference set Pa ⊂ P consisting of h elements at
the top of the ranking obtained in step 1.

3. Mutation.
3.1. For each DǫPa make c mutated clones Dcj , j = 1, 2, . . . , c, compute their

values J1(Dcj), J2(Dcj), and place the clones in the clonal pool CP .
3.2. Lexicographically order the elements of P ∪ CP , choose a subset Pc ⊂

P ∪CP containing N best elements, where N denotes the size of P .
4. Apoptosis. Replace b worst elements in Pc by randomly generated elements.
5. Set P ⊂ PC.

In the algorithm the current population P is mixed with the clonal pool CP

and the predefined number of best elements (i.e. at the top of the ranking) is
picked up to form new population. The last step of the main loop replaces b

worst solutions by randomly generated elements.
Encoding and mutation. Each element of the population P represents a

decomposition D of the set S into a set S′(see section 2). It has the form of the
integer valued vector D = [t11, t

2
1, . . . , t

k1−1
1 , t12, t

2
2, . . . , t

k2−1
2 , . . . , t1n, t

2
n, . . . , t

kn−1
n ]

composed of the cut points of the original sequences. The mutation process con-
sists of a given number M of mutations conducted on a population element. The
mutation means an operation randomly chosen from the following variants: (a)
add cut point (probability 1/4), (b) remove cut point (probability 1/4), (c) move
cut point (probability 1/2). In all cases a subsequence is randomly selected and,
depending on a drown variant, it is: (a) divided into two shorter subsequences,
(b) joined together with its preceding subsequence, (c) made shorter or longer by
shifting its initial point. The new cut point in (a) and (c) is placed in a position
randomly chosen from the corresponding set of feasible points, i.e. the points for
which the resulting subsequences satisfy the length constraints. Similarly, the
union in (b) is accepted if the resulting subsequence is not too long.

4 Experiments

In this section we present results of two experiments. In the first case synthetic
data are considered, the other experiment is based on real sequences obtained
for signed Polish words.

4.1 Synthetic data

The set S consists of six sequences presented in fig.1. In each sequence one can
distinguish subsequences which are identical or mutually related by a nonlinear
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time scale transform. We considered partitioning of the sequences into subse-
quences which can be grouped into (i) two clusters (m = 2), (ii) four clusters
(m = 4). In both cases the minimum (lmin) and the maximum (lmax) subse-
quence lengths (see section 2) are defined.

0 20 40 60
0

1

2

X1, [1 2 1 2 1 2 1 2 1 2 1 2]
0 20 40 60

−2

−1

0

X2, [3 0 3 0 3 0 3 0 3 0 3 0]

0 20 40 60
−2

0

2

X3, [1 2 3 0 1 2 3 0 1 2 3 0] 
0 5 10 15 20

0

1
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X4, [1 2 1 2]

0 10 20 30
−2

−1

0

X5, [3 0 3 0 3 0]
0 10 20 30 40

−2

0

2

X6, [1 2 3 0 1 2 3 0]

Fig. 1. Sequences X1 − X6 used in the experiment; automatically determined sub-
sequences’ boundaries for m = 4 are marked, resulting transcriptions based on four
subunits 0, . . . , 3 are given in brackets.

The following parameters of the optimization procedure were used in the
experiment: N = h = 100, c = 15, b = 10,M = 2, gen = 60, lmin = 6, lmax = 12
(2 clusters), lmin = 4, lmax = 8 (4 clusters). The best result obtained for m = 4
is characterized in fig. 1. Automatically obtained partitioning for m = 2 was also
consistent with the result expected by human.

4.2 Real data

Sequences used in this experiment represent 10 signed words of PSL. Each se-
quence was chosen as a medoid of 40 realizations of appropriate word performed
by two signers. Fig. 2. shows normalized (mean = 0, stdev = 1) values of the
horizontal placement of the right hand center vs. frame number, obtained from
pictures registered by the camera with the rate of 25 f/s. Parameters used in
this experiment are the same as in the experiment with four clusters in subsec-
tion 4.1. We solved the optimization task for 2, . . . , 6 clusters. The best result
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(with the greatest value of the Dunn’s index) has been obtained for five clusters
(m = 5). Fig. 2. shows that the subunits with the same labels are quite similar,
although of different lengths, whereas the subunits with different labels differ.

Fig. 2. Sequences representing signed words; automatically determined subsequences’
boundaries for m = 5 are marked, resulting transcriptions based on five subunits
0, . . . , 4 are given in brackets.

5 Conclusions

Large-vocabulary systems of sign language recognition require the modeling of
signed expressions in smaller units than words. However, an additional knowl-
edge of how to break down signs into subunits is needed. In vision-based systems
the subunits are related to visual information. As linguistic knowledge about the
useful partition of signs in regard of sign recognition is not available, the con-
struction of an accordant partition is based on a data-driven process when signs
are divided into segments that have no semantic meaning, then similar segments
are grouped and labeled as a subunit. In this paper we propose a new approach to
determining the subunits. Subunits’ boundaries are considered as decision vari-
ables in a multiobjective optimization problem. We use two objective functions,
entropy and the Dunn’s index, as measures of cluster quality. These functions
are optimized simultaneously. The method has been successfully verified, but
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there remain some open questions. The number of clusters is determined exper-
imentally. In the future it will be included as the additional decision variable in
the optimization task. Second question concerns including other cluster validity
indices and using other optimization approaches. We use lexicographic ordering
and an immune-based evolutionary algorithm, but other evolutionary optimiza-
tion methods may be considered, see e.g. [18]. We will consider these issues in
future research. A next step will be related to more advanced experimentation
including recognition words and sentences of the PSL.
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