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ABSTRACT: Human brain imaging methods such as postiron
emission tomography and functional magnetic resonance im-
aging have recently achieved widespread use in the study of
both normal cognitive processes and neurological disorders.
While many of these studies have begun to yield important
insights into human brain function, the relationship between
these measurements and the underlying neuronal activity is still
not well understood. One open question is how neuronal inhi-
bition is reflected in these imaging results. In this paper, we
describe how large-scale modeling can be used to address this
question. Specifically, we identify three factors that may play a
role in how inhibition affects imaging results: (1) local connec-
tivity; (2) context; and (3) type of inhibitory connection. Simula-
tion results are presented that show how the interaction among
these three factors can explain seemingly contradictory exper-
imental results. The modeling suggests that neuronal inhibition
can raise brain imaging measures if there is either low local
excitatory recurrence or if the region is not otherwise being
driven by excitation. Conversely, with high recurrence or ac-
tively driven excitation, inhibition can lower observed values.
© 2001 Elsevier Science Inc.
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INTRODUCTION

Advances in human brain imaging methods such as positron emis-
sion tomography (PET) and functional magnetic resonance imag-
ing (fMRI) have provided an unprecedented opportunity for study-
ing the neural basis of human cognition. One unique feature of
these techniques is that data can be obtained from essentially the
entire brain simultaneously, thus providing a means for measuring
widespread responses to cognitive tasks that are manipulated by
the experimenter. Usually the goal of these studies is the localiza-
tion of specific task components to particular brain areas [6,23].
More recently efforts have also been made to identify widespread
functional networks that are characterized by different patterns of
functional connectivity during different tasks [3,5,8,9,12,19,29].

Both of these approaches have begun to yield significant results,
especially in the differentiation and separation of the components
that make up a cognitive task. However, because imaging data is
an indirect measure of neuronal activity, it has been difficult to
relate the results of these studies to the underlying neuronal events,
such as those measured during electrophysiological recordings in
animals.

One question in particular has yet to be answered: Does neu-
ronal inhibition, and the concomitant reduction in neuronal spiking
activity, result in decreased measures in PET and fMRI? Activity
measured in non-human animal studies by electrical recordings
generally represents the firing of neurons (i.e., action potentials),
whereas the hemodynamic-based measurements associated with
PET and fMRI most likely reflect synaptic activity to a larger
extent than neuronal activity [13,17]. PET and fMRI are hemody-
namic/metabolic methods that are based on the notion that neural
activity leads to an increase in both regional cerebral blood flow
(rCBF) and brain oxidative metabolism [24,26]. Oxidative metab-
olism is thought to be needed to restore ionic concentrations
following neural activity, with the greatest effects apparently oc-
curring in the vicinity of synapses [17]. Because of this, it has been
suggested that both excitatory and inhibitory synaptic activity
might appear as increased PET or fMRI activity, even if the
inhibition causes a decrease in overall local neuronal firing rates
[10,13,18].

Most studies of excitatory neuronal effects have suggested that
there is a direct relationship between spiking activity and oxidative
metabolism. In autoradiography studies of the rat, stimulation of
specific pathways has been shown to cause increases in local
glucose metabolism at sites to which the stimulated location
projects, but not where the stimulated spiking activity occurs [27].
The increases were proportional to the spiking rate of the stimu-
lated neurons. Recent studies suggest that much of the metabolic
activity that is measured in imaging data can be attributed to
astrocytes, which mediate metabolic demands of the transmitter
reuptake process at glutamatergic synapses [16]. This process
appears to be very tightly coupled to the neuronal events. Since the
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excitatory glutamatergic synapses are the most abundant in the
neocortex, it is likely that this mechanism contributes the bulk of
metabolic activity that is measured in PET and fMRI.

However, the role of inhibitory synapses in the observed data is
still an open question. It has been suggested that a mechanism
similar to that used at excitatory synapses underlies metabolic
demands at inhibitory synapses [1,10,13]. Because these mecha-
nisms require energy, inhibitory synaptic input might also be
expected to increase metabolic activity. Electrical stimulation of
known inhibitory pathways in the rat has been found to cause a rise
in local glucose utilization at the site of the projections of these
pathways [1]. More recently, Mathiesen et al. [18] measured both
spiking activity in Purkinje neurons and local CBF simultaneously
in the rat cerebellum during stimulation of either an excitatory or
an inhibitory pathway. Comparable CBF increases were seen dur-
ing both types of stimulation, even though inhibition reduced
spiking activity in the Purkinje neurons. Based on these results, the
authors concluded that it is impossible to determine if a rise in
CBF reflects an increase or a decrease in spiking activity in the
local neuronal population. On the other hand, rat autoradiography
studies using agonists for the inhibitory neurotransmitterg-ami-
nobutyric acid (GABA) have generally shown decreases in mea-
sured energy metabolism [14,15,21]. Two human PET studies of
the GABA agonist THIP have produced contradictory results.
Roland and Friberg [25] showed a reduction of metabolism in most
cortical regions following the administration of THIP, while Pey-
ron et al. [22] found an increase.

The results summarized above suggest that it is difficult to
make any direct interpretation of human brain imaging results in
terms of the underlying neuronal activity when inhibition is
present. However, there are likely to be specific factors that will
allow us to gain some insight into these relationships. First, as
several authors have noted (e.g., [18,21,28]), local circuit proper-
ties are likely to play a major role in determining the relationship
between neuronal activity and measures such as rCBF. In the
cortex, it is generally thought that the majority of connections
occur within the confines of local circuitry, mostly within the range
of neural assemblies such as cortical columns (e.g., [4]). Second,
the response of a local circuit depends not only on its physical
configuration, but also on the context in which the measurements
are taken. For example, inhibitory stimulation of a circuit that is
not otherwise engaged is likely to have a different effect from that
observed when the circuit is actively being driven by another
source. Thus, different task conditions might be expected to pro-
duce different local responses to inhibition, depending on the
current state of the local circuit.

This is the type of problem that computational neuroscience
methods may help address [2,10,11]. Recently, we [28] and others
[2] have constructed large-scale, neurobiologically realistic com-
puter models that contain multiple, interacting brain regions. In
these models, neuroanatomical and electrophysiological data ob-
tained from primate single cell recordings are used to simulate
PET and fMRI data. These types of models thus provide a frame-
work in which one can investigate how changes in the balance
between excitatory and inhibitory synaptic activity could be re-
flected in PET/fMRI activity. In this paper, we use a single region
of our model [28] to explore how the interaction of local circuits
and task conditions can affect both spiking and blood flow mea-
sures. The central assumption used in the model is that changes in
rCBF, glucose metabolism, and fMRI blood oxygenation (BOLD)
measures are all primarily the result of local synaptic activity,
whether excitatory or inhibitory.

OVERVIEW OF THE LARGE-SCALE
NEURAL MODEL

The large-scale neural model we use [28] is made up of
assemblies of local circuits that simulate various cortical areas
along the ventral (“object”) foveal vision pathway. The full-scale
model is made up of areas V1/V2, V4, an inferior temporal (IT)
area, and a prefrontal region that has been shown to be involved in
working memory tasks involving object matching [7,20,31]. We
have demonstrated that this model is able to perform a delayed
match-to-sample task, while concurrently exhibiting electrical ac-
tivities in each brain region that are similar to those seen in
monkeys performing similar tasks, and local blood flow values that
are comparable to those seen in human PET studies [28]. Recently,
this model has been extended so that fMRI simulations can be
conducted [11]. The use of large-scale neural models to simulate
PET experiments was also reported by Arbib et al. [2] to examine
a saccade generation task.

A key feature of the model is a basic local circuit that roughly
corresponds to a cortical column. As shown in Fig. 1A, this circuit
is a simple two-element (excitatory-inhibitory) unit that has local
connection strengths that resemble the proportions suggested by
anatomical studies [4]. The excitatory unit represents the assembly
of pyramidal neurons in the column, while the inhibitory unit
represents the inhibitory interneurons. The numbers on the arcs
between elements in Fig. 1A represent relative synaptic efficacies,
and they total to approximately 1. Thus, for example, the value 0.6
of the excitatory-to-excitatory connection can be viewed as repre-
senting about 60% of the total connections in the circuit. A more
detailed description of the derivation of these values is given in
Tagamets and Horwitz [28].

The equations that define the dynamic “electrical” behavior of
the excitatory and inhibitory units are given in Eqs. 1 and 2,
respectively:
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Ei(t) andIi(t) represent the electrical activities of the excitatory (E)
and inhibitory (I) elements, respectively, of uniti at timet. These
values range between 0 and 1, and can be interpreted as reflecting
percent of active units within a local population. The parameters
KE and KI govern the reactiveness of the E and I elements to
changes in incoming synaptic activity.tE and tI are the input
thresholds,NE(t) andNI(t) are added noise terms,D is the rate of
change, andd is the decay rate.

iniE(t) and iniI(t) are the total synaptic inputs entering the
excitatory and inhibitory elements of uniti at time t. These terms
include inputs from within a unit itself as well as from other units.
wE

ij and wI
ij are the synaptic efficacies coming from excitatory/

inhibitory elements of unitj into unit i. The weightswE
ij are

positive-valued and thewI
ij are negative-valued, reflecting the

excitatory and inhibitory effects of each type of connection, re-
spectively.

The PET/fMRI measure (which can represent rCBF or BOLD
activity; for simplicity, we shall refer to it as rCBF) in the model
is computed within an area as:

rCBF 5 (t,i,~INi~t!! (4)
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INi (t) is the sum of absolute values of the inputs to both theE and
I elements of uniti, both from within the unit and from all sources,
at time t, and is computed as:

INi~t! 5 (k,iwkiEk~t! 1 (m,iuwmiuIm~t! (5)

In Eq. 4 the absolute synaptic activity is integrated over the time
course for the study (e.g., approximately 1 min for rCBF-PET and
about 50–100 ms for BOLD-fMRI). This is similar to the method
used in [2] for computing simulated blood flow.

The basic units are assembled into a 93 9 array, A, which
represents approximately a 1-cm2 patch of cortex, as shown on the
right in Fig. 1B. Another 93 9 array, shown on the left in Fig. 1B,
acts as an input to the cortical array. There are weighted connec-
tions from the input array into the cortical patch, so that any
activity that is present in the input is transmitted to area A. During
simulations a subset of units in the input are clamped to a fixed
value in order to simulate a patterned input. Activations are passed
from the input to the cortical area, where they are integrated by the

Eqs. 1 and 2 to yield electrical activity patterns over time. In order
to simulate PET data, the absolute values of all synaptic activities
in the cortical region are summed according to Eq. 4.

SIMULATIONS: EXCITATION, INHIBITION
AND PET ACTIVITY

An important property of the connectivity pattern in the basic
circuit is that most connections are local and excitatory (see Fig.
1A). This fact might at first suggest that local blood flow (synaptic
activity) is dominated by the state of the excitatory units in a local
region. If this were indeed the case, one would expect that any
afferent inhibition would decrease blood flow, because the local
activity of the pyramidal neurons is decreased. However, both the
experimental studies cited earlier and our modeling studies indi-
cate that this is not necessarily true. Our modeling studies suggest
that there may be different effects, depending on three main
factors: (1) type of afferent; (2) context, or task; and (3) local
cortical connectivity. In the following we present simulations that
demonstrate how each of these factors can affect measured PET
activation.

Effects of Afferent Type and Task in the Model Circuit

First we examine the responses (both spiking frequency and
simulated PET) of the local region A to four different types of
input. Region A receives inputs from two separate sources simul-
taneously. For simplicity, we refer to the inputs depicted on the left
in Fig. 2 as thecontextand the inputs depicted by the ovals on the
right side as theafferentinput. A configuration like this is typical
in the cortex, in which all regions are connected to multiple other
regions. Thus, for example, some regions receive high levels of
excitation during sensory input (the context) while simultaneously
receiving modulatory afferents (either excitatory or inhibitory)
from other regions. Recall that the excitatory (E) units in the model
correspond to cells such as pyramidals, whose spiking activity is
typically measured in electrophysiological experiments.

In any given context, afferent excitation of theE units can
occur in one of two ways: (1) directly, by synapses directly on the
E units (Fig. 2, case A), or, (2) indirectly, by inhibition of the local
inhibitory (I) units (case B). Likewise, inhibition can occur either
(1) directly, by inhibitory synapses on theE units (case C), or, (2)
indirectly, by excitation of theI units (case D). These four cases
are illustrated by the oval afferents to the right of the model
regions in Fig. 2. Context is provided from the inputs shown on the
left. An “active” context is simulated by presenting shaped patterns
with high activity to the input area. A resting or passive context is
simulated by setting all units in the input region to a uniformly low
value. The latter reflects a case in which area A does not receive
inputs from any other source. In order to examine afferent effects
in these different contexts, the four types of afferents depicted in
Fig. 2 were simulated during each of two task conditions: (1) a low
baseline (resting) condition, and (2) with a high level of input
coming from the input region. Simulations for each case are run for
200 iterations, with each iteration corresponding to approximately
5 ms of time.

Figure 3 shows the results of these simulations. Both simulated
CBF (solid lines) and the mean spiking levels in the region (dashed
lines –o–) are depicted in the graphs of Fig. 3. The upper pairs of
curves (beginning at y5 0.4) in each graph are the high context
(active) condition, and the lower two curves (starting at y5 0.2)
depict the baseline context, when there is no other activity entering
the region. Along each curve, the context input is held constant,
while the afferents are systematically increased. The x-axis repre-
sents increasing afferent input coming from the oval sources in
Fig. 2. Figure 3A and B show the two cases in which the net effect

FIG. 1. The local circuit used in the model and a model brain region built
up of local circuits. Excitatory synapses are shown by arrows, inhibitory by
open circles. (A) The basic circuit has connection weights that are based on
experimental data; 60% of all connections are local and excitatory-to-
excitatory, 15% are local excitatory-to-inhibitory, 15% are local inhibitory-
to-excitatory, and the remaining 10% are from other areas. (B) Basic
circuits are grouped into topographically organized 93 9 arrays.
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is excitation of theE units, and correspond to the cases shown in
Fig. 2, case A and case B, respectively. In both cases, the electrical
activity and the CBF measure both rise more or less concurrently
with rising afferent modulation. This is consistent with the exci-
tatory effects observed in animal studies [18,27]. Figure 3C and D
depict the two inhibitory cases. In the task context (upper curves),
when there is a high level of activity coming from other regions,
both spiking and CBF decline with increasing afferent inhibition,
although there tends to be a relatively greater drop in spiking than
in the CBF as the inhibitory effect is increased. In the baseline
conditions (lower curves of each graph), there is a dissociation
between the modeled spiking activity, which drops, and the CBF,
which rises. This effect is particularly notable in the indirect
inhibitory case, in which inhibition is achieved by excitatory
afferent inputs to theI units. The latter mechanism corresponds to
the indirect inhibitory pathway experimental condition in the study
of Mathiesen et al. [18], in which reduction of spiking in the
Purkinje cells results from an indirect pathway through inhibitory
neurons. The simulated results suggest that when a region does not
receive extensive excitation from other sources, and given the local
circuit properties shown in Fig. 1A, synaptic activity from afferent

inhibition can exceed total reduction of local synaptic activity. The
result is a rise in CBF, even though spiking is reduced in localE
neurons.

Effects of Local Connectivity and Afferents

Interpreting imaging data also depends on the question: how
does structure of the local circuit influence measured PET or fMRI
data. In the previous example, the local circuit was fixed, while
afferent strengths were modified. The connectivity strengths used
in the basic circuit of our model (Fig. 1A) are based on data from
normal cortical tissue. There are likely to be differences among
different cortical regions, as well as in subcortical areas and in
certain disease states. If local circuits are not dominated by local
excitatory recurrence, how would inhibitory effects be expressed
in measures of PET and fMRI? At the two extremes of recurrent
connectivity strength, a local circuit could either have no local
connections at all, or else virtually all connections could be local.
In the former, with no local connectivity, all synapses are from an
external source, and any afferent inhibition would raise local
synaptic activity. At the other extreme, if almost all activity is
local, afferents are swamped by the local response, and CBF would
reflect mainly the local activity. The question then arises, how does
the relation between spiking and CBF change along the continuum
between these two extremes? To examine this issue we used the
model region A for examining how the magnitude of local recur-
rent excitation, in a range between the two extremes, can affect
computed rCBF. Various recurrent connection strengths in this
range are examined under two different levels of context, which
correspond to a task and a control condition, as in the previous
section. Simulations were again performed by presenting a pattern
to the inputs that project to the excitatory population of the area
and computing rCBF for the duration of the stimulus. Afferent
inhibition was implemented as a low level of excitation to all of the
local inhibitory units in area A, such as shown in case D of Figs.
2 and 3. Simulations and computation of PET were implemented
as before.

Figure 4 shows the computed PET activity from the simulations
for each of the conditions as local recurrent excitation increases.
Active context conditions are shown in Fig. 4A and baseline in 4B.
Solid lines represent simulated PET with no additional afferent
inhibition and dashed lines are PET values in the presence of
additional afferent inhibition. The x-axis represents excitatory-to-
excitatory connection strength within the basic circuits of the area,
i.e., the value of theE-to-E connection strength. Again, context
stimulation was held constant for all points along each graph.

It can be seen by the rise in all curves that increasing local
recurrent excitation increases the local CBF response in all cases,
as would be expected. Note that all context inputs, both excitatory
and inhibitory, are the same for all points along a curve. The only
difference is the amount of local recurrent excitation, which in-
creases along the x-direction. At low levels of local feedback
excitation, below about 0.5 along the x-axis, both the high (task)
and low (baseline) context conditions show a higher CBF in the
presence of inhibition (dashed lines) than without inhibition (solid
lines). At higher levels of recurrent local excitation, the relation-
ship changes in the task condition, so that the inhibited case
(dashed curve) has lower computed rCBF than the case without
inhibition (solid line), but the baseline condition shows the oppo-
site effect. At very high recurrent levels, beyond about 0.7, inhi-
bition produces lower simulated PET in both task and baseline
conditions. In the regime thought to correspond to the amount of
recurrence in the cortex (the region between the dark vertical lines
in Fig. 4, corresponding toE-to-E connection strengths of 0.5–
0.7), afferent inhibition has opposite effects in baseline and task

FIG. 2. Four different types of afferents to a region. An input area (shown
to the left of each local region) provides context, such as that experienced
during sensory stimulation, for example. Connections from the input area
on the left of each figure are topographically arranged and are all excita-
tory. Different types of excitatory and inhibitory afferents are shown on the
right in ovals. The afferent connections are weak and synapse onto all units
equally. (A) Two types of excitatory effects: Excitation by excitatory-to-
excitatory connections (case A) and indirect excitation of the excitatory
units by inhibitory-to-inhibitory afferents (case B). (B) Two types of
inhibitory effects: Direct inhibition by inhibitory-to-excitatory connections
(case C) and indirect inhibition by excitatory-to-inhibitory afferents (case D).
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conditions. While the exact crossover points will vary, depending
on the specific levels of baseline and active activations, the point
is that crossover always occurs earlier in a more activated context
than in a less activated context.

DISCUSSION

We have used computational modeling to examine factors that
potentially play a role in the relationship between neuronal events
and the signals measured in human brain imaging experiments.
Although experimental studies indicate that there is a close corre-
lation between neuronal excitation and imaging measures such as
metabolism/CBF, the same can not be said for neuronal inhibition.
Specifically, experimental results examining the relation between
inhibition and CBF/metabolism have been inconclusive, or have
suggested that it is not possible to distinguish between excitation
and inhibition in CBF measures. Our modeling studies suggest that
there may be factors which, when taken into account, can aid in the
interpretation of imaging results. Specifically, we have examined
three separate components that are likely to play a role in how
neuronal inhibition may be reflected by metabolism/blood flow
measurements. First, the type of inhibitory connection, whether

direct or indirect, had somewhat different effects, in that indirect
inhibitory connections caused a relatively greater rise in CBF than
did direct connections. The pathway used in the study by
Mathiesen et al. [18] was indirect, via inhibitory interneurons, with
the result that they observed a large CBF increase even though the
excitatory neurons in the region had reduced levels of spiking.
Second, the context in which inhibition occurs may play a role.
The modeling suggests that, given a moderate to high recurrent
excitatory local connectivity, inhibition is more likely to result in
increases of CBF/metabolism in a context where the region does
not receive excitation from other sources. Third, the amount of
local excitatory recurrence determines whether metabolism/CBF
reflects mainly local or mainly afferent synaptic activity. Anatom-
ical studies suggest that recurrence in local cortical circuits is in
the range in which our model suggests there inhibition may cause
opposite effects between high and low activity contexts. While the
exact amount of recurrence in different cortical areas is not known,
our model nevertheless suggests that under conditions that are
similar to those found in cortical circuits, it is possible that the net
effect of inhibition on imaging results can depend on the nature of
the task comparisons in subtle ways.

FIG. 3. Electrical activity (—o—) and simulated cerebral blood flow (CBF) activity (solid lines) that result from the different afferent input types
shown in Fig. 2. For each case, the amount of afferent excitation or inhibition (ovals to the right of the networks in Fig. 2) was systematically
increased, as shown along the x-axis. Mean electrical activity and mean CBF activity was computed for the combinedE–I grouping that represents
the local cortical region. (A), (B) Result of excitation, corresponding to case A and case B, respectively, in Fig. 2A. (C), (D) Inhibitory effects,
corresponding to Fig. 2B, case C and case D, respectively.
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Experimental methods could be used to examine these issues in
the future. The experimental system used by Mathiesen et al. in
[18] might be one useful approach. They stimulated climbing
fibers, which have monosynaptic excitatory connections to Pur-
kinje cells, and parallel fibers, which have an indirect inhibitory
effect. However, each of these conditions was tested separately.
The relationships suggested by our simulations could be tested
directly by varying the amounts of both excitation and inhibition
through each of these pathways. The model would predict that if
one begins with a highly excited state, and then applies inhibition
via the parallel pathway, CBF would go down, relative to the
excited state. Because most imaging studies generally examine
differences between states, a better understanding of these issues
will help clarify interpretation of the results obtained from func-
tional neuroimaging studies.

In contrast to experiments that used electrical stimulation via
natural inhibitory pathways [1,18], studies using agonists for the
inhibitory neurotransmitter GABA have generally reported de-
creases in CBF/metabolism in association with neuronal inhibition
[14,15,25]. However, metabolic demands are thought to be mainly
presynaptic [16], while GABA agonists such as THIP work
postsynaptically. Thus, the results of these drug studies are what
would be expected.

These considerations are especially relevant to the understand-
ing of imaging results from patient populations. The effects of
focal lesions, in which whole populations of columns are removed,

are likely to be quite different from those that result from more
diffuse degenerative processes, where local connectivity is re-
duced, or from disconnection between areas, in which local cir-
cuitry may remain unchanged but total afferents are reduced. As an
example of the case in which local circuits are compromised,
Alzheimer’s disease is characterized by a loss of large pyramidal
neurons in layers 3 and 5 [30], leading to an excess of inhibitory
neurons relative to excitatory neurons. Issues such as those exam-
ined here need to be explored in more detail before definitive
interpretation of the neuronal dynamics underlying PET and fMRI
data is possible.
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