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Document Clustering is an important tool for many Information Retrieval (IR) tasks. The huge increase in
amount of information present on web poses new challenges in clustering regarding to underlying data model and
nature of clustering algorithm. Document clustering techniques mostly rely on single term analysis of document
data set. To achieve more accurate document clustering, more informative feature such as phrases are important
in this scenario. Hence first part of the paper presents phrase-based model, Document Index Graph (DIG),
which allows incremental phrase-based encoding of documents and efficient phrase matching. It emphasizes on
effectiveness of phrase-based similarity measure over traditional single term based similarities. In the second
part, a Document Index Graph based Clustering (DIGBC) algorithm is proposed to enhance the DIG model
for incremental and soft clustering. This algorithm incrementally clusters documents based on proposed cluster-
document similarity measure. It allows assignment of a document to more than one cluster. The DIGBC
algorithm is more efficient as compared to existing clustering algorithms such as single pass, K-NN and Hierarchical
Agglomerative Clustering (HAC) algorithm.

1. INTRODUCTION

The World Wide Web is rapidly emerging as an
important medium for the dissemination of in-
formation related to wide range of topics. This
increases need of techniques to unveil inherent
structure in the underlined data. Clustering is
one of these. Clustering enables one to dis-
cover hidden similarity and key concepts. Any
clustering technique relies on concepts such as a
data representation model, a similarity measure,
a cluster model, a clustering algorithm.

Most of the document clustering techniques are
based on single term based models such as vec-
tor space model [1]. These methods use similar-
ity measures such as cosine measure or jaccard
measure. These methods make use of single term
analysis only and do not use word-proximity fea-
ture or phrase-based analysis.

Though researchers tried to take advantage of
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phrase based model using different techniques
such as Inductive Logic Programming (ILP)[2],
by applying different NLP techniques, the results
were not encouraging. This is because extraction
of such phrases is computationally intensive task.
Hence researchers focused on statistical phrase
extraction [3]. Statistical phrase is represented by
any sequence of words that appear continuously
in text. N-grams (sliding window algorithm) [4]
and suffix tree model [5] are used to extract statis-
tical phrases. N-gram method suffers from draw-
backs that it only considers fixed length phrases
and as document size grows, dimensionality in-
creases tremendously. Suffix tree model finds out
any length common phrases but it suffers from
high redundancies stored in the form of suffixes.
To overcome these disadvantages K. Hammouda
and S. Kamel proposed DIG model to find out
matching phrases [6].

In this paper, we first used DIG model to
demonstrate effectiveness of phrase based similar-
ity over term based similarity, and then we pro-
posed DIGBC algorithm to cluster documents ef-
ficiently. The paper is organized as follows: Sec-
tion 2 reveals the structure assigned by HTML
and weights assigned to different text parts ac-
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this, it showed better performance. Hence this al-
gorithm is scalable for moderate to large dataset.

Table 2: Result For Comparison of DIGBC

Algorithm F-
Measure

Entropy

DS1
DIGBC 0.87 0.16
Single Pass 0.67 0.02
K-NN 0.59 0.03
HAC 0.86 0.1

DS2
DIGBC 0.530 0.20
Single Pass 0.544 0.269
K-NN 0.531 0.170

Figure 4. Performance of DIGBC

6. CONCLUSIONS

The system presented is extension of Docu-
ment Index Graph Model. First part of sys-
tem uses the DIG model to measure weighted
phrase-based similarity between web documents.
It performs phrase matching and similarity cal-
culation between documents in a very robust, ef-
ficient, and accurate way. The quality of cluster-
ing achieved using this model significantly sur-
passes the traditional vector space model based
approaches. The second part is extension made
to DIG model. It allows us to embed clustering
algorithm in DIG construction and phrase match-
ing algorithm. To find out cluster-document sim-
ilarity, a similarity measure is devised which ap-
propriately weight the factors affecting similarity
value. It shows better performance in exchange of

small extra storage space. Potential applications
of this framework include automatic grouping of
search engine results, phrase-based information
retrieval, detection of plagiarism and many oth-
ers. There are a number of future research direc-
tions to extend and improve in this work. One
direction that this work might continue on is to
improve on the accuracy of document-cluster sim-
ilarity calculation and the threshold value deter-
mination to achieve better quality.
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