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Abstract

Recent technologies enable the exploitation of ially expressions in applications such as intemdais but are still limited in terms of

dyadic subtle interaction patterns. Our projectsaan full body expressive interactions betweenex asd an autonomous virtual agent. The
currently available databases do not contain fatlybexpressivity and interaction patterns via agatln this paper, we describe a protocol
defined to collect a database to study expressilebddy dyadic interactions. We detail the codischeme for manually annotating the

collected videos. Reliability measures for global@ations of expressivity and interaction are alsavided.
Keywords: bodily interaction, gesture, database, expressigiperimental protocol, coding scheme

1. Introduction

Research in nonverbal communication highlights the

major role played by interactive patterns and esgikdty in
bodily interactions (Kendon, 2004; Knapp & Hall, (&)
Recanati, 1993). Recent technologies enable too#xflll

body interaction in games, education, and intevacdrts [4,
5]. There is thus an increasing need to better ngtaied the
mechanisms underlying expressive
interactions and to answer research questionsasicWhat is
the impact of dyadic interaction on the expres$astures of
bodily expressions of two interacting partners? How these
features shared during interactions between twimeer when
each partner interacts with the avatar of the oftetner?

1984; Mehrabian & Friar, 1969). In our work, we sier a
gesture as a movement involving the whole body.
Expressivitycharacterizes modulations of the movement.

Expressivity of the full body is described in d&tain art
studies (Neff, 2012) and may be defined by a setuainces
that modulate actions. Expressive parameters ssi¢huidity,
contraction, directness, amplitude, or velocity eomsidered
for automatic recognition (Castellano et al., 200ahd

full-body  dyadicgynthesis (Héloir et al., 2006; Recanati, 1993)prEssivity

may convey several communicative functions. Fomela,
several studies aim at identifying discriminativeatures of
emotions in static postures or in movements (Wétl|li®98).
Gesture studies about dyadic interactions revesdedral
interactive patternsuch as mimicry and the chameleon effect

How do dyadic partners synchronize themselves gu””(Chartrand & Bargh, 1999), joint actions (Buck, 498ebanz

interactions?

The long-term goal of our project is to developidual
character that is capable of maintaining a fullyoespressive
gestural coupling with a human user. As a firspstee need
to collect whole body expressions data in intecaicgessions
including expressivity variations and expressiohsmotions.

In this paper, we describe a protocol including iorot
capture and video defined to collect a databasesttioly
expressive full-body dyadic interactions. We detaii coding
scheme for manually annotating collected videodiaBitity
measures for global annotations are also provitéal.draw
conclusions about the usefulness of such a database

2. Redated work

A gesturecan be defined as a body movement carryingexpressions of

some meaning or intention, with a semantic cont@etanati,
1993). Such information can be, for example, afoacbr a
behavior that should be imitated by the interlocubo an
affective state that should be expressed (Argy3881 Buck,

et al., 2006), synchrony (Argyle, 1988, Behrendalgt2012)
and coupling (Haken et al., 1985; Recanati, 1993yrgvi,
2006). These interactive patterns are expectedufpast
smooth interactions during interactions between dmsn but
also between a human and a virtual character (Bp&2z01;
Heeter, 2003).

None of the existing databases contain at the dane
variations of expressivity, full body standing esgsions, and
displays of emotions during an interaction via avéTable 1).

This overview of existing databases notes the need
create a new database that combines data 1) freadialy
partners interacting via avatars, 2) from the by, 3) with
expressivity variations to highlight the dynamicopess of
interaction, 4) including mocap data, 5) and inaigdbodily
emotions.

3505



Content of the database

Expressivi (MMo)cap
Database %\riations Recordings of dyadic Video
Full body ng 4 Expressions of emotions | (V)
of the I nteraction Sound
same S
gesture
Yes (recordings of .
CMU No Yes dyads No M
M (Head,
HID Annotated | No (upper body) No No Hands),
Vv
gEI\Z/I(I)ElPZ)(Banmger et No No (upper body) No Instructed + annotated \Y,
IEMOCAP (Busso et Instructed + spontaneous
al., 2008) No No (head, hand) Yes (human — human) notated M, V
SEMAINE (Keown et Yes (human — human,
al., 2012) No No (head) human - avatar) Spontaneous + annotated V
PACO (Ma et al.,
2006) Instructed | Yes No Instructed M
FABO (Gunes &
Piccardi, 2006) No No (upper body) No Instructed \%
Video game
corpus
(Savwva & Yes (human — human
Bianchi- No Yes via video game) Spontaneous + annotated M
UCLIC | Berthouze,
2006
Acted
corpus No Yes No Instructed + annotated M
(Kleinsmith
et al., 200€
Gesture and intonation Yes (seated L
(Loehr, 2004) No participants) Yes Spontaneous + annotated V
. Yes (seate: L
CID (Ferré et al., 2007) No participants Yes Spontaneous + annotated V
;ODO'\Q.OS (Mdller etal., No Yes Yes (part of data) No M, V
The human motic
database (Guerra-Filhg No Yes Yes (150 actions) No M
& Biswas, 2012
Instructec
3dlife dance dataset | (different
(Essid et al., 2013) musical Yes No No M.V
tempo
BEAST (de Gelder é
van der Stock, 201 No Yes No Instructed + annotated \%
Etosei_go%?& (Heloir Yes Yes (including hand) No Instructed + annotated| M, V
SlgnCom (Gibet et al Yes Yes (mqludlng, har_1< Yes Instructed + linguisticall M.V
2011 and facial expressio annotate
Bouénard 201
(Bouénard et al., 201 Yes Yes No Instructed M, V, S
Creative IT (Metallinol No Yes Yes Spontaneous + annotated M,V

etal., 2011

Table 1: Databases that include gestures
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3. Method

3.1 Requirementsand challenges

There are several challenges in the collectionadélohses
of expressive full-body interactions.

First, it is important to define the nature of ih&eractive
scenarios

3.23 Expressivity and Interaction

We considered three expressivity parameters than be
observed to be relevant for expressive gestureiestud
amplitude, fluidity and velocity (Gibet et al., 280 Gestures
were to be performed by the actresses with thressible
values for each of these parameters (i.e., lownagrhigh).

The interaction situations that we defined are thase
theatre exercises of expressive bodily movementsdang

expressions of emotions also raises issues aboet tivhich facial and acoustic expressions were needed

spontaneityof the collected behaviors (Petta et al., 2011).

Spontaneous gestures are expected to be moreticealisl

Recordings were performed under two conditionsthim
non-interactivecondition, the actresses did not interact with

naturalistic but raise problems in terms of gesturetach other, and no avatar was displayed in fronthefn.

segmentation and recognition, and controlled vianat of
expressivity (Kleinsmith et al., 2011).

To focus on bodily interaction, it is important tidyadic
partners are prevented from any interaction throtegtial
expressions that are a privileged channel to dispigressive
and fast reactions (Moody et al.,, 2007). Thus, aliated
interaction via an avatar of the distant interlocuppears to
be relevant to collect data that show how peoptaroanicate
solely through bodily movements.

3.2 Protocol

3.21 Participants

Our goal is to design an interactive virtual agewatt can
be exploited in artistic settings. Two experienatresses
from a professional theatre company participatethis data
collection. We decided to collect data only fronotfemale
actresses. Females are observed to have a gregiacity
than males to understand others’ thoughts andnfgelKlein
& Hodges, 2001), to express higher levels of empatian
males (Masaskill et al., 2002; Schieman & Gundy®0and
are more often performing expressive gestures (Mayo
Henley, 1981; Hall, 1990).

3.22 Gestures

We collected body expressions on a continuum frotach
expressions to more spontaneous expressions. Tioe dibie
repertoire of gestures, we were inspired by EtieDaeroux’s
work. Thus, 18 movements grouped into three repesdo
were defined. In a first step of investigation onbne
repertoire is presented: sea repertoire that congisowing,
hoisting a sail, cleaning the deck, throwing a ifighnet,
bringing back a fishing net, winching, imitatingferryman,
and walking during a storm. These gestures featifferent
levels of complexity 1) very simple gestures congubsf only
a few actions and 2) more complex gestures that kman
decomposed into multiple actions. The gestures lwevo
several segments of the full body and are expeitteallow
some spontaneity in their realization.Expressivignd
Interaction.

Instead, they were asked to perform one by oneyéstures.
Then, the participants were asked to repeat thesigs with
some expressivity variations to create the gestepertoire
used later in the interactive condition.

In the interactive condition, the actresses interacted with
each other through their human size avatars disdlay the
screen in front of them. We defined two interactsiteations:
imitation, and bodily emotional interaction.

In the situation ofmitation, one actress (the follower) had
to imitate the movements performed by the othereast(the
leader). In the situation dfodily emotional interactionone
actress expresses an emotional state through bodily
movements. The other actress attempts to transmathar
emotional state. The two parties create a dynammotienal
dialogue based only on full-body movements.

3.24 Videoand Motion Capture

Video recordings provide information that is
complementary to mocap data. Videos and manualtatioies
provide high-level information whereas low-levetdmmation
are given by video, automatic image processing 8Bd
mocap (Kleinsmith et al., 2006). The full body wasorded
using Sony HDR-CX550 cameras (50fps) in two rooramfa
45° angle because the three dimensions are of tenpue for
capturing expressivity and emotions (Fig. 1).

Art Human room Moven room |
|

|
\//VW/;\/— Avatar Moven room Avatar Art Human room—\;\‘r/’\j\]
| | |~ Camera45° Camera45°— || ||
\ | | i . [
p ) I

N

Figure 1: Experiment set up: two actresses intdradily with
the avatar of the other actress.

Two motion capture systems were used: ART techolog
and Xsens MVN technology to compare how they fit fo
studies about movement expressivity and interaction
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Recordings were conducted in two separate roomsh Ea
actress was asked to wear a motion capture swgir Tlacked
movements were used to animate in real time the lmbch
simple avatar displayed on a screen, so that eztodsa could
interact with the avatar that represented the athress.

To study the transitions between different expreatsss,
we recorded the actresses performing several edript
sequences of movements. Each gesture was perfomtiec
pre-defined expressivity. The gestures were salegiethe
repertoire described above. In tlmitation situation, the
actresses interact with each other. We imposed
constraints: (a) the gestures had to be selected the sea
repertoire and (b) the actresses had to changs atdléeast
twice during the whole interaction. No specific segce of
movements was imposed. Both the actresses wer¢ofreay
the expressivity of their movements.

In the situation of bodilyemotional interaction the
actresses had to interact by playing scripted amatiy
colored stories with positive or negative emotidaach story
was specified with the aim of fixing a sequenceswfotional
states, but no constraint was imposed on the mowesirte
perform.

In both of the interacting conditions, we recordado
some free interactions.

Procedure

3.3 Collected Data

The collected corpus includes 545 gestures perfdirme
either in a non-interactive condition or in an native
condition (Table 2).

Collected data
Conditions Number of | Video duration
gestures

Non interactive| 416 53’15
condition
Interactive condition 129 26'35
Total 545 79’50
Free interaction 41’
(positive and negative
emotions)
Pre-scripted 30’
interactiord
Total 71

a‘WashenNoman, teacher/student, restaurant, chess ganference.

Table 2: Collected data

3.4 Coding Scheme and Data Annotation

Our scheme enables the manual annotation of pecteiv
synchrony, expressivity and gestural variations.

Videos were manually annotated in terms of gesture

expressivity, synchrony and role by two expert dators. At
first, the two videos of each dyad were annotatghsately.

two

The gestures were segmented. Then, a label wasteskleo
describe the perceived expressivity of the gesfuee, the
amplitude, the fluidity, and the velocity).

The two videos of each dyadic interaction were then
displayed side-by-side and annotated together imseof
interaction The annotation was based on the perceived
synchrony between the two participants. The anacgatould
choose one out of four options: 0 (absence of symgh), 1
(slight synchrony), 2 (moderate synchrony), andaBn(st
perfect synchrony). Finally, the role (i.e., unkmgweader,
and follower) in the dyad was annotated.

Inter-rater agreement measures were computed Es®SS
the reliability of the annotations performing ColseKappa
(table 3) (Banerjee et al., 1999; Warrens, 2010).

A range of value between 0.41 and 0.6 is intergrete a
moderate agreement whereas a range value betweeraitd
0.81 is interpreted as a substantial agreementeffgsmet al.,
1999).

FleissKappa Value
Amplitude 0.7¢4
Fluidity 0.8(
Velocity 0.41
Synchrony 0.61
Emotional valence | 0.4¢
Role 0.7¢

Table 3: Fleiss Kappa values

Anova were performed to compare the expressivifle st
of each actress. The three expressivity parameterse
entered as dependent variables, whereas actresees
entered as a fix factor. The analysis reveals gmifsgtant
difference between the two actresses neither foathplitude
F(1,21) = 0.057p = 0.813; nor the fluidity=(1,21) = 0.241p
= 0.626; nor the velocity of their gesturé41,21) = 0.028p
= 0.867. Thus, we did not observe any significaffence
between the perceptions of the expressive styletheftwo
actresses when they interacted together.

4. Discussion and Conclusions

The purpose of the present experimental protocdbis
collect data from dyadic full body nonverbal intians
mediated via avatars. A main contribution is theodi@tion of
the collected database of virtual interactions wiih body
expressivity scores. Dyadic interaction informatietated to
gesture, expressivity, and synchrony are collegtadnanual
video annotation. Our first global measures sugtfest our
coding scheme is reliable.

Moreover, results concerning the expressivity style
revealed no significant difference between the essts in
terms of amplitude, fluidity, and velocity of thegestures.
This suggests that the expressive styles of aetsem® similar
and might be used equivalently for the synthesigl an
recognition of gestures.
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