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Abstract-This paper suggests an inverse optimal PID
control design method for mechanical manipulators. We
find the Lyapunov function and the control law satisfying
the disturbance input-to-state stability by using the char-
acteristics of Lagrange system. Also, we show that the
inverse optimal PID controller satisfies the Hamilton-
Jacobi-Isaacs equation. Hence, the inverse optimality
of the closed-loop system dynamics has been acquired
through the PID controller, if some conditions for the
control law are satisfied. Also, simple coarse/fine per-
formance tuning laws are suggested based on the analysis
for performance limitation of the inverse optimal PID
controller.

1 Introduction

The optimal control theory has been progressed re-
cently for nonlinear mechanical systems. On the other
hand, industries stick to use conventional PID controller
in spite of the recent development of optimal control.
Why does the industry insist on using PID controller
instead of the optimal controller which may guarantee
given performance level and robustness? There are some
reasons. First one is the easy applicability, second one is
that each term of PID controller has clear physical mean-
ings as the present, past and predictive, and third one is
that it can be utilized irrespective of the system dynam-
ics. To overcome the gap between the industry and the
academy, hence, it would be worth while to reveal the
relationship between the optimal control and PID. In
this paper, we analyze the optimality and performance
of PID controller, especially for Lagrange systems.
Most industrial mechanical systems can be described

by Lagrange equation of motion and its controller con-
sists of the conventional PID type. The PID controller
has been shown in practice to be effective for position
control of Lagrange systems. But unfortunately it lacks
an asymptotic stability proof until now. Under some con-
ditions for PID gains, globally (or semi-globally) asymp-
totic stability of PID set-point tracking controller was
proved in [4, 7, 11, 13] for the robot systems without
considering the external disturbances. However, they
did not consider the effect of PID gains on system per-
formances in view of optimality.
In optimal control theories, nonlinear H∞ controllers

assuring the stability and prescribed performance have
been proposed and progressed during the last decade.
The basic theories were suggested through two papers[3,
14], where the one dealt with the control law for full state
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feedback case, and the other for output feedback case.
However, we still have a problem of solving the Hamilton-
Jacobi-Isaacs(HJI) equation to acquire the nonlinearH∞
controller, which is indeed a hard problem because it is a
partial differential equation. There have been some tri-
als to solve HJI equation: The first utilizes the approx-
imation method, e.g., the approximated solution of HJI
equation for Lagrange systems was obtained as a feasible
form in [1]. The second is using the concept of extended
disturbances including system error dynamics. The fea-
sible solution of HJI equation for Lagrange systems has
been acquired in [8, 10].
As a matter of fact, we need another notion to deal

with disturbances. When there exist unknown bounded
disturbances such as perturbations and external distur-
bances acting on systems, the behavior of the system
should remain bounded. Also, when the set of inputs
including the control and disturbance go to the zero, the
behavior of system tends toward the equilibrium point.
This notion for the stability is called input-to-state sta-
bility(ISS) [5, 6, 12]. ISS notion is helpful to understand
the effect of disturbances on system states. The basic
characteristics and properties on the ISS are summarized
in the followings. For future notation, the L2 norm is de-

fined by ‖x(t)‖ =
√

∫ t

0
x(τ)Tx(τ)dτ and the Euclidian

norm is defined by |x(t)| =
√

x(t)Tx(t).
Now we consider a non-autonomous nonlinear system

given by
ẋ = f(x, t,w) (1)

where f is piecewise continuous in t and locally Lipschitz
in x and w. The system is said to be disturbance input-
to-state stable(ISS) if there exist a class KL function β
and a class K function γ such that the solution for (1)
exists for all t ≥ 0 and satisfies

|x(t)| ≤ β(|x(0)|, t) + γ

(

sup
0≤τ≤t

|w(τ)|
)

,

for an initial state vector x(0) and for a disturbance vec-
tor w(·) piecewise continuous and bounded on [0,∞).
Especially, the ISS becomes available through the Lya-
punov function based on ISS. For the system (1), there
exist a smooth positive definite radially unbounded func-
tion V (x, t), a class K∞ function γ1 and a class K func-
tion γ2 such that the following dissipativity inequality is
satisfied:

∂V

∂t
+

∂V

∂xT
f(x, t,w) ≤ −γ1(|x|) + γ2(|w|), (2)

if and only if the system is ISS. Also, suppose that for
the system (1) there exists a function V (x, t) such that
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for all x and w,

|x| ≥ ρ(|w|) ⇒ ∂V

∂t
+

∂V

∂xT
f(x, t,w) ≤ −γ3(|x|),

where ρ and γ3 are class K∞ functions. Then, the system
is ISS and even we can say globally asymptotically sta-
bility(GAS) if the unknown disturbance input satisfies
the condition |x| ≥ ρ(|w|) indeed. However, we do not
know whether the disturbance w satisfies the condition
or not, hence only ISS is proved. Above properties on
ISS will be utilized in following sections.

2 State-Space Description of Lagrange

Systems

In general, mechanical systems can be described by
Lagrange mechanics. If a mechanical system with n de-
grees of freedom is represented by n generalized config-
uration coordinates q = [q1, q2, · · · , qn]T ∈ <n, then the
Lagrange system is described as

M(q)q̈ +C(q, q̇)q̇ + g(q) + d(t) = τ (3)

where M(q) ∈ <n×n is Inertia matrix, C(q, q̇)q̇ ∈ <n

Coriolis and centrifugal torque vector, g(q) ∈ <n gravi-
tational torque vector, τ ∈ <n the control input torque
vector and d(t) unknown external disturbances. Distur-
bances exerted on the system can be caused by the fric-
tion nonlinearity and so on. Also, in the trajectory track-
ing control case, the extended disturbance can be defined
by including the external disturbance as following form:

w
(

t, ė, e,
∫

e
)

= M(q) (q̈d +KP ė+KIe)+
C(q, q̇)

(

q̇d +KPe+KI

∫

e
)

+ g(q) + d(t),
(4)

where KP ,KI are the diagonal constant matrices, e =
qd−q is the configuration error vector and desired config-
urations (qd, q̇d, q̈d) are the function of time, hence, the
extended disturbance w is the function of time and con-
figuration normal/differentiation/integration error vec-
tors because q(= qd − e) and q̇(= q̇d − ė) are the func-
tion of time and configuration normal/differentiation er-
ror vectors. If the extended disturbance defined above
is used in the Lagrange system of (3), then the system
model can be rewritten as

M(q)ṡ+C(q, q̇)s = w

(

t, ė, e,

∫

e

)

+ u. (5)

where u = −τ and s = ė+KPe+KI

∫

edt.
Now, let us define the state vector as x =

[

(∫

e
)T

, eT , ėT
]T

, then the state space representation

of (5) can be given by

ẋ = A(x, t)x+B(x, t)w +B(x, t)u (6)

where

A(x, t) =




0 I 0

0 0 I

−M−1CKI −M−1CKP −KI −M−1C −KP



 ,

and

B(x, t) =





0

0

M−1



 .

This is one of generic forms for Lagrange system defined
by Park et al[8, 10]. An available characteristics for La-
grange system is that the equality (Ṁ = C + CT ) is
always satisfied. This characteristics offers the clue to
solve the inverse optimal problem for the generic La-
grange system.

3 ISS and Optimality of PID Control

Among the stability theories, the notion of disturbance
input-to-state stability(ISS) is more convenient to deal
with the disturbance input than other theories. More-
over, [5, 6] showed that the backstepping controller de-
signed using ISS notion is inverse optimal for the perfor-
mance index found from the controller. This has offered
a useful insight from which we can show the optimality
of PID controller for Lagrange systems. The following
section suggests the general control Lyapunov function
satisfying ISS for Lagrange systems.

3.1 ISS-CLF for Lagrange Systems

Using the input-to-state stability, Freeman defined the
input-to-state stabilizable control Lyapunov function, in
short, ISS-CLF[5]. The regular definition for ISS-CLF is
as follows: a smooth positive definite radially unbounded
function V (x, t) : <3n × <+ → <+ is called an ISS-CLF
for (6) if there exists a class K∞ function ρ such that the
following implication holds for all x 6= 0 and all w:

|x| ≥ ρ(|w|)⇒ inf
u
{Vt + V xAx+ V xBw + V xBu}<0.

(7)
The following Theorem suggests the ISS-CLF for La-
grange system. The Lyapunov function for the generic
form of Lagrange systems was suggested in [8]. Here, we
show that it satisfies the ISS and ISS-CLF under some
conditions on the control law.

Theorem 1 Let s , ė+KPe+KI

∫

edt. If the following
control law

u = −αKs− ρ−1(|x|) s

|s| (8)

is utilized with the condition α = 1
2 , then V (x, t) =

1
2x

TP (x, t)x is an ISS-CLF for the Lagrange system (6),
where

P (x, t) =




KIMKI +KIKPK KIMKP +KIK KIM

KPMKI +KIK KPMKP +KPK KPM

MKI MKP M





(9)
under the following two conditions for P :

1. K,KP ,KI > 0 constant diagonal matrices

2. K2
P > 2KI .

Proof. First, if K2
P > 2KI > 0 and K > 0, then

the proof that the suggested Lyapunov matrix P > 0
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can be found in [8]. Second, the components of (7) can
be calculated using Ṁ −CT −C = 0 as follows:

Vt + V xAx =
1

2
xT
(

Ṗ + PA+ATP
)

x

=
1

2

(

sTKs−
∫

eTK2
IK

∫

e

−eT (K2
P − 2KI)Ke− ėTKė

)

(10)

V xB = xTPB

= xT [ KI , KP , I ]
T
= sT . (11)

Now, the right hand side of (7) is calculated by using
(10) and (11) as

Vt + V xAx+ V xBw + V xBu < 0

→1

2

(

sTKs−
∫

eTK2
IK

∫

e− eT (K2
P − 2KI)Ke

−ėTKė
)

+ sTw + sTu < 0

→1

2
sTKs+ sTw + sTu <

1

2

(
∫

eTK2
IK

∫

e

+eT (K2
P − 2KI)Ke+ ėTKė

)

. (12)

Let us consider only the right hand side of (12). Then we
can see that it is always positive definite except x = 0

under conditions 1 and 2. Also, if the control input (8) is
utilized, then the left hand side of (12) becomes negative
semi-definite for α ≥ 1

2 :

|x| ≥ ρ(|w|)
⇓

1
2s

TKs+ sTw + sTu ≤ 1
2s

TKs+ |s||w|+ sTu

≤ 1
2s

TKs+ |s|ρ−1(|x|) + sTu

= −
(

α− 1
2

)

sTKs.

Therefore, (12) is always satisfied for all x 6= 0, and
α ≥ 1

2 . In other words, the Lagrange system is input-to-
state stable(ISS) and the infimum for the control input
is achieved when α = 1

2 . Third, the suggested V (x, t) is
differentiable and radially unbounded function because
V (x, t) → ∞ as x → ∞. Therefore, we can conclude
that V (x, t) under the control input (8) is an ISS-CLF
for Lagrange systems. ¤

The condition of α ≥ 1
2 guarantees the ISS and the

controller based on the ISS-CLF is obtained at α = 1
2

because the infimum for the control input is achieved at
α = 1

2 as shown in Theorem 1. An important character-
istics of the controller (8) based on ISS is that it has the
PID control type as follows:

u = −
(

αK +
ρ−1(|x|)
|s| I

)(

ė+KPe+KI

∫

edt

)

for all α ≥ 1

2
.

As a matter of fact, the conventional PID is a full state
feedback controller which guarantees the disturbance
input-to-state stability, if conditions in Theorem 1 can be
satisfied. Though we obtained the PID controller based
on ISS, we can not directly recognize the relationship be-
tween PID and optimality. To reveal the optimality of

PID control law, we rewrite the above PID controller as
the optimal control type of u = −R−1BTPx by letting

R(x) =

(

αK +
ρ−1(|x|)
|s| I

)−1

,

where BTPx = ė+KPe+KI

∫

edt as shown in (11).

3.2 Optimality of PID Control Law

To state the optimality of a control system, the
Hamilton-Jacobi-Isaacs(HJI) equation should be solved
for the given performance index, however, its solution
is too hard to obtain for general systems including the
Lagrange system. To overcome the difficulty of direct
optimal problem, Kristic et al showed that the inverse
optimal problem is solvable if the system is input-to-
state stable(ISS)[5]. Also, Park et al showed that the
nonlinear H∞ control problem for robotic manipula-
tors can be solved using the characteristics of Lagrange
system[8, 10]. In [8], the Hamilton-Jacobi-Isaacs(HJI)
equation and its analytic solution for Lagrange systems
were suggested, but it dealt with the computed torque
controller form, not a conventional PID control type.
Now, we solve the optimal control problem for La-

grange systems by using the suggested control law based
on ISS-CLF in Theorem 1. Consider the general H∞
performance index(PI) as following form:

PI(t,x,u,w) = limt→∞ [2V (x(t), t)

+
∫ t

0

(

xTQ(x)x+ uTR(x)u− γ2wTw
)

dτ
]

.
(13)

Also, the HJI inequality for the above cost function sub-
ject to the Lagrange system of (6) is given as follows:

HJIγ = Ṗ +ATP + PA

−PBR−1BTP + 1
γ2PBBTP +Q ≤ 0.

(14)

In the case of nonlinear H∞ control, the above inequality
plays an important role which gives the optimality and
stability to the control systems. In the next Theorem,
we reveal the relationship between the cost function and
optimal PID controller. It is an inverse optimal problem,
not direct optimal, in that both Q(x) and R(x) can
be found from the gains of controller and even the HJI
equation can be obtained from Q(x).

Theorem 2 For a given Lagrange system (6), suppose
that there exists the ISS-CLF in Theorem 1 and that the
suggested PID controller of (8) is utilized with conditions

1. α = 1

2. ρ−1(|x|) ≥ 1
γ2 |s|,

then the following control law

u = −R−1BTPx (15)

is a solution of the minimization problem for the cost
function (13) when using

Q(x) = −
(

Ṗ +ATP + PA− PBKBTP
)

(16)

R(x) =

(

K +
ρ−1(|x|)
|s| I

)−1

. (17)
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Proof. First, we show that the matrix Q(x) of (16)
is positive definite and constant matrix. Let us obtain
Q using (10) and (11) in the proof of Theorem 1, then
Q is acquired as the following constant matrix

Q =





K2
IK 0 0

0 (K2
P − 2KI)K 0

0 0 K



 . (18)

Hence, Q is positive definite and constant matrix. This
was proved in [8] for the first time. Second, we prove the
optimality of PID controller (15) by showing the mini-
mum of the performance index. The condition of α = 1,
not 1

2 , makes it possible to solve the optimization prob-
lem, in other words, the optimal α is two times the value
based on ISS-CLF. This fact was proved in [5] for the
first time. If we put Q into the performance index (13)

and use K = R−1 − ρ−1(|x|)
|s| I of (17), then we have the

followings:

PI(t,x,u,w) = limt→∞ [2V (x(t), t)

−
∫ t

0
xT
[

Ṗ +ATP + PA− PBKBTP
]

xdτ

+
∫ t

0

(

uTR(x)u− γ2wTw
)

dτ
]

= limt→∞ [2V (x(t), t)−
∫ t

0

(

xT
[

Ṗ +ATP + PA
]

x+ 2xTPBu+ 2xTPBw
)

dτ

+
∫ t

0

(

uTR(x)u+ 2xTPBu+ xTPBKBTPx

+2xTPBw − γ2wTw
)

dτ
]

= limt→∞

[

2V (x(t), t)− 2
∫ t

0
V̇ dτ

+
∫ t

0
(u+R−1BTPx)TR(u+R−1BTPx)dτ

−γ2
∫ t

0

(

w − 1
γ2B

TPx
)T (

w − 1
γ2B

TPx
)

dτ

−
∫ t

0

(

ρ−1(|x|)
|s| − 1

γ2

)

xTPBBTPxdτ
]

= 2V (x(0), 0)

+
∫∞

0
(u+R−1BTPx)TR(u+R−1BTPx)dτ

−γ2
∫∞

0

∣

∣

∣
w − 1

γ2B
TPx

∣

∣

∣

2

dτ −
∫∞

0

(

ρ−1(|x|)
|s| − 1

γ2

)

|s|2dτ.
(19)

From (19), we can see that the minimum for the H∞
performance index is achieved in the case that the control
law is (15). In this case, the worst case disturbance is
given by

w∗ =
1

γ2
BTPx

and |w∗| = 1
γ2 |s|. Also, the condition of ρ−1(|x|) ≥

|w∗| = 1
γ2 |s| should be satisfied for the minimization of

the performance index. Therefore, we conclude that the
control law (15) satisfying the conditions in Theorems 1
and 2 minimizes the cost function of (13). ¤

Although the HJI equation is not explicitly utilized to
show the optimality of PID control law in Theorem 2,
the Q of (16) contains implicitly the HJI equation as
following form:

HJIρ = Ṗ +ATP + PA

−PBR−1BTP + ρ−1(|x|)
|s| PBBTP +Q = 0.

(20)

From the inequality of (14) and equality of (20), we can
perceive the following relation:

HJIγ ≤ HJIρ = 0.

4 Performance of Inverse Optimal PID

Control

Till now, we showed that the inverse optimality of PID
controller type for a generalH∞ performance index could
be achieved through Theorem 1 and 2. This type of
controller (15) is not practical, however, since it contains
the gain dependent on the unknown function of state
vector. To be a static PID control type, we take the
function ρ−1(|x|) as the lowest bound value 1

γ2 |s|. If the
PID controller is designed according to conditions in the
following Theorem, then we can also show that the PID
control system is ISS.

Theorem 3 If the inverse optimal PID controller

τ = R−1BTPx

= (K +
1

γ2
I)

(

ė+KPe+KI

∫

e

)

(21)

satisfying the following conditions:

1. K,KP ,KI > 0, constant diagonal matrices

2. K2
P > 2KI ,

3. γ > 0

is applied to (6), then the closed-loop control system is
disturbance input-to-state stable(ISS).

Proof. If the suggested inverse optimal PID con-
troller is applied to the Lagrange system (6), then HJI
of (14) is satisfied. Therefore, along the solution trajec-
tory of (6) with the control law (21), we get the time
derivative of Lyapunov function:

V̇ = Vt + V xAx+ V xBu+ V xBw

=
1

2
xT
(

Ṗ +ATP + PA
)

x

−xTPBR−1BTPx+ xTPBw,

where u = −τ . If we rearrange the above equation using
the HJI (14) and xTPBw ≤ 1

γ2 |xTPB|2+γ2|w|2, then
we get the following similar to (2):

V̇ ≤ −1

2
xT
(

Q+ PBKBTP
)

x+ γ2|w|2. (22)

Since the right hand side of above inequality (22) is un-
bounded function for x and w respectively, hence, the
Lagrange system with the inverse optimal PID controller
(21) is disturbance input-to-state stable(ISS). ¤

4.1 PID Does Not Give GAS

Through Theorem 3, we showed that the inverse op-
timal PID controller brings the disturbance input-to-
state stability(ISS). However, it does not give the global
asysmptotic stability(GAS). This fact is explained by the
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characteristics of extended disturbance in this section.
The extended disturbance of (4) is expressed as a func-
tion of time and state vector as following form:

w(x, t) = H(x, t)x+ h(x, t) (23)

where

H(x, t) = [ CKI , MKI +CKP , MKP ]

h(x, t) = Mq̈d +Cq̇d + g + d.

Now, consider the Euclidian norm of the extended dis-
turbance of (23). Then we get the insight such that the
extended disturbance can be bounded by the function of
Euclidian norm of state vectors under the following two
assumptions:

(A1): the configuration velocity q̇ is bounded
(A2): the external disturbance d(t) is bounded.

The first assumption is not a hard condition to be sat-
isfied if and only if the applied controller can stabilize
the system. Also, we think that the second assump-
tion is a minimal information for the unknown exter-
nal disturbance. By the boundedness of q̇, the Corio-
lis and centrifugal matrix C(q, q̇) can be bounded, e.g.,
|C(q, q̇)| ≤ c0|q̇|. Additionally, we know that the grav-
itational torque g(q) is bounded if the system stays at
the earth, and the Inertia matrixM(q) is bounded by its
own maximum eigenvalue, e.g., |M(q)| ≤ m. Also, the
desired configuration normal/velocity/acceleration vec-
tors are specified as bounded values. Therefore, we
can derive the following relationship from above assump-
tions:

|w|2 = xT (HTH)x+ 2(hTH)x+ (hTh)

≤ c1|x|2 + c2|x|+ c3 (24)

where c1, c2 and c3 are some positive constants. Under
above assumptions, we know that the Euclidian norm
of the extended disturbance can be upper bounded by
the function of Euclidian norm of the state vector, con-
versely, the Euclidian norm of the state vector can be
lower bounded by the inverse function of that of the ex-
tended disturbance

|w| ≤ ρ−1
o (|x|) ¿ ρo(|w|) ≤ |x|,

where ρo(|w|) = 0 for 0 ≤ |w| ≤ √
c3 because when

0 ≤ |w| ≤ √
c3, necessarily x = 0. Also, the constant

c3 of (24) can not be zero either in the case of trajec-
tory tracking or in the presence of external disturbances.
Though the function ρo must be a continuous and in-
creasing function and ρo(|w|) → ∞ as |w| → ∞, the
function ρo is not a class K∞ function because it is not
strictly increasing as shown in Figure 1.
Since ρo is not a class K∞ function and especially c3

is an unknown coefficient, the GAS can not be proved in
this setup. On the other hand, if there exist no external
disturbances (d(t) = 0) and gravity torques (g(q) = 0),
then the GAS can be proved in the case of the set-point

���
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Figure 1: Function ρo(|w|)

tracking control (q̈d = 0, q̇d = 0) because c3 of (24) is
zero and the function ρo becomes a class K∞. For the
first time, this fact was proved for mechanical systems
in [13]. However, either in the trajectory tracking or in
the existence of external disturbance, the inverse optimal
PID control system does not ensure the GAS. Therefore,
the inverse optimal PID controller guarantees only ISS.
Also, the fact that ρo is not a class K∞ function brings a
performance limitation of the inverse optimal PID con-
trol system. The analysis on the performance limitation
will be given in the following section.

4.2 Performance Limitation and Tuning

The control performance is determined by gain val-
ues of controller. Hence, it is important to perceive the
relation between gain values and the error. This rela-
tionship can be found by examining the point that the
time derivative of Lyapunov function is equal to zero.
Since the inverse optimal PID controller can not achieve
GAS, the performance limitation of control system ap-
pears. The following Theorem suggests the mathemati-
cal expression for the Euclidian norm of state vector as
a measure for the performance limitation.

Theorem 4 Let K = kI,KP = kP I and KI = kII ∈
<n×n. Suppose that λmin is the minimum eigenvalue of
the following matrix

QK = Q+ PBKBTP ,

and that |x|P.L is the performance limitation satisfying
V̇ = 0. If the inverse optimal PID controller in Theorem
3 is applied to the Lagrange system of (6) and λmin is
chosen sufficiently large and γ sufficiently small so that
λmin − 2γ2c1 > 0 can be satisfied, then its performance
limitation is upper bounded by

|x|P.L ≤
γ2

λmin − 2γ2c1

[

c2 +

√

c22 +
2c3
γ2

(λmin − 2γ2c1)

]

(25)
where c1, c2, c3 are coefficients for the upper bound of the
extended disturbance (24) and the minimum eigenvalue
of QK is determined by

λmin ≥ min
{

k, (k2
P − 2kI)k, k

2
Ik
}

. (26)

This equation (25) can be regarded as the performance
prediction equation which can predict the performance of
the closed-loop system as gain changes.
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Figure 2: Relation b/w |x|P.L and the upper bound of
V̇

Proof. First, to show the performance limitation, we
examine the point that the time derivative of Lyapunov
function (22) stays at zero:

V̇ (x, t) ≤ −1

2
xTQKx+ γ2|w|2

≤ −1

2
λmin|x|2+c1γ2|x|2+c2γ2|x|+c3γ2. (27)

Here, we know that the error can not be further reduced
when V̇ = 0, and it brings the expression (25) for the
performance limitation. Second, let us consider the min-
imum eigenvalue λmin of the matrix QK :

QK =





kk2
II 0 0
0 k(k2

P − 2kI)I 0
0 0 kI





+k





kII
kP I
I



 [kII, kP I, I]

= Q+ kZZT

where Q is the diagonal positive definite matrix and
ZZT is a symmetric positive semi-definite matrix.
Therefore, the following inequality is always satisfied by
Weyl’s Theorem in [2]

λmin(Q) + λmin(kZZT ) ≤ λmin = λmin(QK). (28)

Since λmin(kZZT ) is zero, the minimum eigenvalue of
QK is not smaller than the minimum value among diag-
onal entries of Q. ¤

Above analysis can be explained easily as follows: In
the case of trajectory tracking control for robot manip-
ulators, we start the simulation/experiment with zero
error x = 0 after adjusting initial conditions. The value
of Lyapunov function is zero at the start time, however,
the error increases to some extent because V̇ (0, 0) may
have any positive constant smaller than c3γ

2 as shown
in Figure 2. This Figure depicts the upper bound of V̇
vs. |x| of the equation (27). Since the suggested perfor-
mance limit |x|P.L is the convergent point as we can see
in Figure 2, the Euclidian norm of error tends to stay at
this point. This analysis can naturally illustrate the gain
tuning.

The PID gain tuning has been an important subject,
however, it has not been much investigated till now. Re-
cently, the noticeable tuning method was suggested as
the name of “square law” by Park et al[9]. They showed
that the square law is a good tuning method through
their experiments for the industrial robot manipulator.
Theoretically, we can confirm once more that the square
law is a good tuning method by showing that the perfor-
mance limitation of (25) can be written approximately
as the following form:

|x|P.L ∝ γ2,

where the square law means that the error is approxi-
mately reduced to the square times of the reduction ra-
tio for γ values. Though the square law is a good per-
formance tuning method, it is not always exact or ap-
plicable. The exact performance tuning measure is the
performance limitation of (25) in Theorem 4, however,
the coefficients c1, c2, c3 are unknowns. To develop the
available and more exact tuning method, we rewrite the
performance limitation (25) as follows:

|x|P.L ≤
(

γ
√

λγ

)2





c2 +

√

√

√

√c22 + 2c3

(

√

λγ

γ

)2






≤
(

γ
√

λγ

)2 [

2c2 +
√
2c3

(

√

λγ

γ

)]

= 2c2

(

γ
√

λγ

)2

+
√
2c3

(

γ
√

λγ

)

(29)

where λγ = λmin − 2γ2c1. Since the value of γ can be
chosen sufficiently small, we assume that λγ ≈ λmin.
Also the values of k2

P −2kI and kI are selected such that
its values are bigger than 1, in other words, k2

P −2kI > 1
and kI > 1. Then, the value of λmin is lower bounded by
k, λmin ≥ k, from (26). By letting λγ ≈ k and defining

the tuning variable as (γ/
√
k), the performance limita-

tion of (29) can be expressed as the 2nd order function
of tuning variable (γ/

√
k). In the case of a large tuning

variable, since the second order term governs the inequal-
ity (29), the following square tuning law is approximately
obtained from (29):

|x|P.L ∝ γ2, for a small
√
k. (30)

Also, if the tuning variable (γ/
√
k) is small, then we can

perceive another linear tuning law because the first order
term of (29) becomes dominant

|x|P.L ∝ γ, for a large
√
k. (31)

Here, we propose two tuning methods; one is the coarse
tuning which brings the square relation of (30) and the
other is the fine tuning which brings the linear relation
of (31). Roughly speaking, the coarse tuning is achieved
for a small k value and the fine tuning for a large k.
One more thing is that, when γ is small, the validity of
coarse/fine tuning method is more obvious because the
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robustness for uncertainties is enhanced. The effect of
the uncertain parameter c1 of λγ = λmin − 2γ2c1 in the
performance limitation (29) fades out to zero when γ is
very small. Therefore, the coarse/fine tunings of (30)
and (31) are more valuable when γ is sufficiently small.

4.3 Numerical Examples

To show the optimality and performance limitation of
the inverse optimal PID controller numerically, we utilize
two link robot manipulator. The masses and moments
of inertia of each link are set all to 1 and even each link
length is set to 1 to simplify the simulation procedures.
The desired trajectory is the line trajectory and it con-
sists of the fifth order polynomial function of time so
that the initial/final velocity and acceleration can be set
to zero. The start and end points of Cartesian coordi-
nates (X,Z) in vertical plane are set to (1.414, 0.0) and
(0.0, 1.414). The execution time is 5 seconds. After ex-
ecuting many simulations using the inverse optimal PID
controller for various k and γ values, the data in Table
1 were obtained for the fixed constant gains kP = 20
and kI = 100. The L2 norm performance as the mean
performance is evaluated by

‖x‖ =
√

∫ 5

0

[

ėT ė+ eTe+

∫

eT
∫

e

]

dt.

Finally, the inverse optimal PID controller is

τ =

(

k +
1

γ2

)(

ė+ 20e+ 100

∫

edt

)

and it is optimal for the H∞ performance index of (13)
with

Q =





104kI 0 0

0 200kI 0

0 0 kI





R =

(

k +
1

γ2

)−1

I.

In Table 1, the coarse performance tuning is shown in
the upper part of Table, whenever γ is halved for a small√
k, the L2 norm of error is reduced to a quarter approx-

imately by the square tuning law. On the other hand,
the fine performance tuning is shown in the lower part of
Table, whenever γ is halved for a large

√
k, the L2 norm

of error is reduced to a half approximately by the linear
tuning law.

5 Concluding Remarks

The inverse optimality of PID controller type for La-
grange systems was proved analytically using the ISS
concept. Also, the performance of inverse optimal
PID controller was analyzed using the analysis for per-
formance limitation. Through the analysis, we pro-
posed the performance prediction equation including the
coarse/fine performance tuning rules.

k γ ‖x‖ ‖x‖u/‖x‖l Expected
0.2 0.09985

10.0 0.1 0.02310
4.32

0.05 0.00577
4.00

0.2 0.06832
20.0 0.1 0.02098

3.26

0.05 0.00563
3.73

4.0

0.2 0.02007
100.0 0.1 0.01213

1.65

0.05 0.00471
2.57

0.2 0.01072
200.0 0.1 0.00795

1.35

0.05 0.00392
2.03

2.0

Table 1: The simulation results for various γ and k,
where the upper part of Table complies with the square
tuning law and the lower part complies with the linear
tuning law

References

[1] Y. Choi, W. K. Chung and Y. Youm, “Robust Control of
Manipulators using Hamiltonian Optimization,” Proc.
of IEEE Int. Conf. on Robotics and Automation, pp.
2538-2364, 1997.

[2] G. H. Golub and C. F. Van Loan, Matrix Computations
3rd Edition, The Johns Hopkins Univ. Press, 1996.

[3] A. Isidori and A. Astolfi, “Disturbance Attenuation and
H∞–Control Via Measurement Feedback in Nonlinear
Systems”, IEEE Trans. on Automatic Control, vol 37,
pp. 1283-1293, Sep. 1992.

[4] R. Kelly, “Global Positioning of Robot Manipulators via
PD Control Plus a Class of Nonlinear Integral Actions”,
IEEE Trans. on Automatic Control, vol 43, No. 7, pp.
934-937, July. 1998.

[5] M. Kristic and Z. H. Li, “Inverse Optimal Design of
Input-to-State Stabilizing Nonlinear Controllers”, IEEE
Trans. on Automatic Control, vol. 43, NO 3, pp. 336-350,
1998.

[6] M. Kristic and P. Tsiotras, “Inverse Optimal Stabiliza-
tion of a Rigid Spacecraft”, IEEE Trans. on Automatic
Control, vol. 44, NO 5, pp. 1042-1049, 1999.

[7] R. Ortega, A. Loria and R. Kelly, “A Semi-globally Sta-
ble Output Feedback PI2D Regulator for Robot Manip-
ulators”, IEEE Trans. on Automatic Control, vol. 40,
No 8, pp. 1432-1436, 1995.

[8] J. Park, W. K. Chung and Y. Youm, “Analytic Non-
linear H∞ Optimal Control for Robot Manipulators,”
Proc. of IEEE Int. Conf. on Robotics and Automation,
pp. 2709-2715, 1998.

[9] J. Park and W. K. Chung, “Design of a Robust H∞ PID
Control for Industrial Manipulators,” Trans. ASME J.
of Dyn. Syst., Meas. and Contr., pp. 803-812, 2000.

[10] J. Park and W. K. Chung, “Analytic Nonlinear H∞

Inverse-Optimal Control for Euler-Lagrange System,”
IEEE Trans. on Robotics and Automation, vol. 16, pp.
847-854, 2000.

[11] J. A. Ramirez, I. Cervantes and R. Kelly, “PID Reg-
ulation of Robot Manipulators: Stability and Perfor-
mance,” System & Control Letter, vol. 41, pp. 73-83,
2000.

[12] E. D. Sontag and Y. Wang, “On Characterizations of
the Input-to-State Stability Property,” System & Con-
trol Letter, vol 24, pp. 351-359, 1995.

[13] M. Takegaki and S. Arimoto, “A New Feedback Method
for Dynamic Control of Manipulators,” Trans. ASME J.
of Dyn. Syst., Meas. and Contr., vol 102, pp. 119-125,
1981.

[14] A. J. Van der Schaft, “L2–Gain Analysis of Nonlinear
Systems and Nonlinear State Feedback H∞ Control ,”
IEEE Trans. on Automatic Control, vol 37, No 6, pp.
770-784, 1992.

1148


	MAIN MENU
	PREVIOUS MENU
	-----------------
	Search CD-ROM
	Search Results
	Print

