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ABSTRACT 
This paper explores the possible overlay architectures that can be adopted to provide such 
services, showing how an unstructured solution based on a scale-free overlay topology is an 
effective option to deploy in this context. Consequently, we propose EQUATOR (Equivalent 
servant locator), an unstructured overlay implementing the above mentioned operating principles, 
based on an overlay construction algorithm that well approximates an ideal scale-free 
construction model.  
 
Index Terms—Distributed services, equivalent servants, peer-to- peer overlays,  
 
INTRODUCTION 
At the same time, the current wave of 
distributed sharing services tends to involve 
resources available at the edge of the network 
and hence bases on the peer-to-peer (P2P) 
paradigm to achieve performance, scalability, 
and robustness. Among the possible 
examples, the Desktop Grid computing 
exploits unused resources (storage, 
computational power, etc.) available on 
widely located (home) computers, while 
NaDa [1] uses P2P technologies to build 
“Nano Data Centers” that exploit the DSL 
gateways placed in our homes. The idea is 
that users owning enough resources (e.g., a 
DSL gateway or a home-PC, which are 
unused for a great portion of time) may enter 
the cloud and start offering services. 

In this context, a new set of services is 
emerging, where every servant is potentially 
able to satisfy users’ requests. In fact, many 
operations delegated to the cloud (especially 
by thin clients) often require “limited” 
resources in terms of bandwidth, storage or 
CPU cycles, and therefore can be easily 
handled by any of the many peers 
participating in the abovementioned service-
oriented overlays. We can say that these 
services are based on multiple, equivalent 
servants. As a few examples, we can cite the 
offloading of some computations that are too 
expensive for mobile devices, the  
localization of a relay required for anonym 
zing a communication (e.g., Tor [2]) or 
establishing a successful VoIP transfer (e.g., 

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by CiteSeerX

https://core.ac.uk/display/357233693?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


PEER-TO-PEER APPROACH OF LOCATING SERVANTS 
 

V. Sandeep Kumar Reddy, et al.                                                                                            419 
 

Skype [3]), the necessity to keep the state of 
users in an online game [4], or a Personal 
Video Recorder that temporarily stores TV 
streams when the user is offline, not to 
mention new online-based computational 
platforms (e.g., Google Chrome OS [5]). In 
this scenario, applications require the 
localization of an available servant (i.e., a 
node that is currently free and hence can offer 
the service) in the shortest time, rather than a 
precise resource localization (e.g., a precise 
document, or a host with a given amount of 
CPU time available or at least N Megabytes 
of spare space). 
Existing works lack in providing adequate 
support to these emerging distributed 
systems. In fact, most of them focus on the 
development of a system supporting specific 
requests, ranging from a unique specific file 
to a set of resources characterized by well-
defined parameters. While these systems can 
also support the localization of equivalent 
servants, they are not optimized for this 
purpose because of the different requirements 
they comply with, more stringent in terms of 
resource constraints, but simpler in terms of 
timely response. Hence, for example, they 
might be unable to locate a serving node in a 
very short time, such as a relay to be used in 
an incoming VoIP call. Furthermore, they 
may insert an unnecessary overhead in the 
servant lookup, due to the features they 
provide to support complex queries, which 
are of little help in the context of services 
based on equivalent servants.  
This paper focuses on services provided by 
equivalent servants and models and analyzes 
the performance of structured and 
unstructured overlays when used to provide 
such services. We demonstrate that the 
architecture chosen for the P2P network has a 
huge impact on the overall performance of 
the service. In particular, with the support of 
some analytical and simulation results, we 

show how an unstructured network based on 
epidemic dissemination and built over a 
scale-free overlay topology is an effective 
solution to deploy in this context. Then, we 
present EQUATOR (Equivalent servant 
locator), a P2P-based architecture deployable 
in real networks for the provision of services 
based on equivalent servants. EQUATOR 
aims at guaranteeing high lookup 
performance, as well as high robustness to 
failures and churn phases, when a significant 
number of peers joins/leaves the network. 
Disadvantages 
� some possible overlay architectures that 

can be adopted to support the location of 
equivalent servants and shows the 
benefits of scale-free networks 

�  Where most of the service is provided 
only based upon the servants 

 
 

RELATED WORK 
During the last few years, structured (e.g., 
Chord [6], Kademlia [7]) and unstructured 
(e.g., Gnutella [8], KaZaA [9]) P2P solutions 
have started to be adopted as building blocks 
for the definition of more complete P2P 
systems able to provide arbitrarily complex 
distributed services. For example, [10] and 
[11] present two similar unstructured 
architectures for the provision of Grid-like 
services. Other solutions have been proposed 
in the context of video distribution (e.g., [12], 
[13]). On the structured side, some examples 
of these architectures have been presented in 
[14]–[17]. 
However, all these proposals address a 
problem that is different from the scenario we 
have in mind, where users are interested in 
locating one of the many available servants. 
Even more important, they do not investigate 
the effects of the overlay topology on the 
performance of this type of resource lookup 



PEER-TO-PEER APPROACH OF LOCATING SERVANTS 
 

V. Sandeep Kumar Reddy, et al.                                                                                            420 
 

in order to determine the best overlay 
technology for the given service.  
The equivalence of servants is considered in 
[18]–[20]. In [18], the authors propose a 
scheme for CPU cycle sharing over an 
unstructured P2P network. They consider the 
unbalanced node degree distribution, which 
may result in real overlay networks, as a 
possible obstacle to the lookup effectiveness 
of the system and, consequently, they 
propose mechanisms to overcome these 
limitations. In this paper, we show instead 
how an unbalanced node degree distribution 
(specifically, a scale-free topology), if 
properly exploited, ensures high lookup 
performance. Peer-to-peer SIP (P2PSIP [19]) 
proposes to use a DHT to support lookups of 
relay nodes among all the equivalent 
participating peers, which can be done by 
randomly selecting a target node and then 
moving over the DHT to reach this target. 
Our previous work [20] explores the idea of a 
service based on equivalent servants, but it 
limits its application to a distributed 
connectivity service in a SIP infrastructure. 
This paper focuses on services based on 
equivalent servants and brings several 
contributions to the existing work on this 
topic. First, we compare the possible overlay 
architectures to support our class of services 
and we show, through extensive analytical 
and simulation studies, that an unstructured 
overlay based on a scale-free topology is an 
interesting solution in this context. 
Furthermore, we show the corresponding 
penalty in case a DHT architecture is chosen, 
as proposed in [19]. Second, we propose a 
novel overlay construction. 
OVERLAY ARCHITECTURE OPTIONS 
PROPOSED SYSTEM 
It focuses on services based on equivalent 
servants and brings several contributions to 
the existing work on this topic. First, we 
compare the possible overlay architectures to 

support our class of services and we show, 
through extensive analytical and simulation 
studies, that an unstructured overlay based on 
a scale-free topology is an interesting 
solution in this context. Furthermore, we 
show the corresponding penalty in case a 
DHT architecture is chosen, as proposed. 
Second, we propose a novel overlay 
construction algorithm which (i) is suitable 
for implementation in real networks, (ii) 
supports a generic service, and (iii) 
approximates an ideal well-known scale-free 
construction model. Third, we analyze 
different network scenarios by varying the 
servant characteristics (e.g., their lifetime), 
which provides an insight of the possible 
performance of different services in our 
context. 
Advantages 
� All peers provide the same functionality 

(i.e., we have only one resource provided 
by many nodes), the number of copies 
predominates over the number of distinct 
services. 

� A possible more effective approach may 
be to include epidemic dissemination in 
the structured overlay, so that nodes may 
increase the number of servants they can 
offer to querying users. 

 
Structured overlays 
We first investigate the possibility to deploy 
a structured overlay based on a general DHT, 
as it has been proposed in [19] for the 
P2PSIP architecture.  
Since in our scenario all peers provide the 
same functionality (i.e., we have only one 
resource provided by many nodes), the 
number of copies predominates over the 
number of distinct services and therefore the 
ability of DHTs to locate a specific resource 
is of little help. Therefore, [19] proposes to 
use the DHT in a more clever way: queries 
are performed by randomly selecting a target 
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key and then moving in the overlay to reach 
this target. 
Since it does not cause further complexity 
and possibly improves the system 
performance, we introduce an additional 
feature to this querying mechanism: during 
the lookup process, any node encountered 
along the path is checked for availability and 
can be selected as a servant for the querying 
user. Notice that this operating mode makes 
the approach independent of the adopted 
DHT. In fact, only the overlay topology 
(which is a regular graph in existing DHTs) is 
of interest in our context. In other words, we 
adopt the topology of a generic DHT, with a 
fixed number of neighbors for each node, but 
we use a different routing mechanism. This 
solution will be however referred to as DHT 
in the rest of the paper. 
The idea of using a DHT for our scenario of 
equivalent servants is especially interesting in 
case a DHT has to be implemented anyway 
for some other services. For example, P2PSIP 
already uses a structured overlay to index all 
possible targets of a multimedia 
communication, i.e., all the user agents 
registered in the SIP domain. Using the same 
DHT to locate, if necessary, a relay node to 
support the communication (i.e., a servant 
among the many peers existing in the SIP 
domain) may be a considerable advantage for 
that application, which needs to maintain 
only one overlay structure that can be used 
for both functions. 
Unstructured overlays 
An efficient unstructured overlay is 
characterized by high lookup performance 
and small amount of traffic required to 
maintain the overlay. Both parameters are 
influenced by the topology and the operating 
principles (e.g., how nodes spread 
information) of the overlay. This section 
elaborates on these aspects in the context of 
services based on equivalent servants, 

proposing to adopt a scale-free topology and 
motivating this choice. An interesting lookup 
solution that avoids the deleterious traffic 
overhead generated by flooding-based 
queries is the adoption of a service lookup 
based on random walks [21] encompassing a 
bounded number of nodes. The effectiveness 
of random walks depends on the overlay 
topology adopted in the system. Among other 
possibilities, a scale-free topology [22] may 
offer interesting features. In a scale free 
network, the node degree distribution follows 
a power-law  
P(n) = cn−γ, where P(n) is the probability that 
a node has n connections and c is a 
normalization factor. Hence, only few nodes 
(usually referred to as hubs) have a high 
degree, i.e., are aware of the existence of a 
large number of participating peers. The idea 
is that directing random walks toward hubs 
means looking for the service where there is a 
great knowledge of servants. This ensures 
high lookup performance with respect to an 
overlay based on a balanced degree 
distribution (e.g., a random graph or a regular 
topology) where service requests are 
randomly distributed among peers. This 
result derives from a well-known property of 
queuing systems, which says that a unique 
M/G/k/k queuing system servicing an arrival 
process with rate λ performs better than k 
separated M/G/1/1 systems each one 
servicing an arrival process with rate λ/k. In 
essence, concentrating the traffic on some 
nodes that have a deep knowledge of the 
network (i.e., the hubs, which know a lot of 
possible servants) provides better 
performance than accurately distributing the 
requests among all nodes, as random 
solutions try to do. This extends the results 
obtained by Adamic et al. [23] in the context 
of traditional file lookups in P2P systems, 
which demonstrated the effectiveness of 
random walks in scale-free networks due to 
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the greater knowledge of resources available 
at the hubs.  
One of the most popular mechanisms to build 
a scale-free network was proposed by 
Barabási and Albert [22] and for this reason 
is referred to as Barabási-Albert model. Let 
m denote the out-degree of a node and d 
denote its in-degree. The Barabási-Albert 
model requires a set of m0 nodes to be 
already in the system at the beginning of the 
process. Then, each entering node connects to 
m existing nodes, chosen proportionally to 
their popularity. This process is known as 
preferential attachment. This network 
formation algorithm results in a scale free 
network characterized by a node degree 
distribution P(n) = cn−3 and an average path 
length which behaves as ln N/ ln lnN [22].  
 

CONCLUSION 
This paper focuses on service-oriented 
overlays where users are interested to locate 
any of the many available overlay peers in 
the shortest time, i.e., the offered service is 
based on equivalent servants. Existing 
solutions, either structured or unstructured, 
can support these services but are not 
optimized for this purpose, which however is 
growing in importance due to the spread of 
many applications which need these specific 
features (e.g., a proxy node to anonymize a 
communication). which overcomes the issues 
related to the deployment of a scale-free 
topology for service location in a real 
network, mainly due to the static nature of 
the ideal scale-free construction algorithm 
and the lack of a global knowledge of the 
participating peers.  
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