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Abstract In this paper, we consider different kinds of generalized vector variational-like
inequality problems and a vector optimization problem. We establish some relationships
between the solutions of generalized Minty vector variational-like inequality problem and an
efficient solution of a vector optimization problem. We define a perturbed generalized Stam-
pacchia vector variational-like inequality problem and discuss its relation with generalized
weak Minty vector variational-like inequality problem. We establish some existence results
for solutions of our generalized vector variational-like inequality problems.
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1 Introduction

In 1998, Giannessi [8] first used, so called, Minty type vector variational inequality (in short,
MVVI) to establish the necessary and sufficient conditions for a point to be an efficient
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solution of a vector optimization problem (in short, VOP) for differentiable and convex func-
tions. Since then, several researchers have studied VOP by using different kinds of MVVI
under different assumptions. See, for example, [1,3,5,7,9,11,13–16,19,20] and references
therein. Yang et al. [19] extended the results of Giannessi [8] for differentiable but pseudocon-
vex functions. Recently, Yang and Yang [16] gave some relationships between Minty vector
variational-like inequality problem (MVVLIP) and VOP for differentiable but pseudoinvex
vector-valued functions. In particular, they extended the results of Giannessi [8] and Yang et al.
[19] for differentiable but pseudoinvex vector-valued functions. Very recently, Al-Homidan
and Ansari [1] and Rezaie and Zafarani [15] considered different kinds of generalized Minty
vector variational-like inequality problems, generalized Stampacchia vector variational-like
inequality problems and a nonsmooth vector optimization problem under nonsmooth invex-
ity assumption. In [1], we studied the relationship among these problems under nonsmooth
invexity assumption. We also considered the weak formulations of a generalized Minty vec-
tor variational-like inequality problem and a generalized Stampacchia vector variational-like
inequality problem and gave some relationships between the solutions of these problems and
a weak efficient solution of a vector optimization problem.

In this paper, we consider generalized Minty vector variational-like inequality problems,
generalized Stampacchia vector variational-like inequality problems and nonsmooth vector
optimization problems under nonsmooth pseudoinvexity assumption. We study the relation-
ships among these problems under nonsmooth pseudoinvexity assumption. We also consider
the weak formulations of generalized Minty vector variational-like inequality problems and
generalized Stampacchia vector variational-like inequality problems in a very general setting
and establish the existence results for their solutions. The result of this paper either generalize
or different from those appeared in [1,3,5,7,8,11,15,16,19].

2 Preliminaries

Throughout this section, unless otherwise specified, we assume that K is a nonempty subset
of R

n and η : K × K → R
n is a given map. The interior of K is denoted by int K .

Let f = ( f1, . . . , f�) : R
n → R

� be a vector-valued function. We consider the following
vector optimization problem:

(VOP) Minimize f (x) = ( f1(x), . . . , f�(x)) subject to x ∈ K .

A point x̄ ∈ K is said to be an efficient (or Pareto) solution of (VOP) if

f (y) − f (x̄) = ( f1(y) − f1(x̄), . . . , f�(y) − f�(x̄)) /∈ −R
�+ \ {0}, for all y ∈ K ,

where R
�+ is the nonnegative orthant of R

� and 0 is the zero vector of R
�.

Definition 1 [4] Let g : K → R be locally Lipschitz at a given point x ∈ K . The Clarke’s
generalized directional derivative of g at x ∈ K in the direction of a vector v ∈ K , denoted
by g◦(x; v), is defined by

g◦(x; v) = lim sup
y→x
t↓0

g(y + tv) − g(y)

t
.

Definition 2 [4] Let g : K → R be locally Lipschitz at a given point x ∈ K . The Clarke’s
generalized subdifferential of g at x ∈ K , denoted by ∂cg(x), is defined by

∂cg(x) = {
ξ ∈ R

n : g◦(x; v) ≥ 〈ξ, v〉 for all v ∈ R
n}

,

where 〈., .〉 denotes the scalar product in R
n .
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We note that ∂cg(x) is a nonempty, convex and compact subset of R
n if g is locally

Lipschitz on K .

Theorem 1 (Lebourg Mean Value Theorem) [4] Let x and y be points in K ⊆ R
n and

suppose that g : K → R is locally Lispschitz on an open set containing the line segment
[x, y]. Then there exists a point u ∈ (x, y) such that

g(x) − g(y) ∈ 〈
∂cg(u), x − y

〉
,

where (x, y) denotes the line segment joining x and y excluding the end points x and y.

A mapping η : K × K → R
n is said to be skew if for all x, y ∈ K ,

η(y, x) + η(x, y) = 0.

Definition 3 Let x be an arbitrary point of K . The set K is said to be invex at x w.r.t. η if
for all y ∈ K ,

x + tη(y, x) ∈ K , for all t ∈ [0, 1].
K is said to be invex w.r.t. η if K is invex at every point x ∈ K w.r.t. η.

Condition C. Let K ⊆ R
n be an invex set w..r.t. η : K × K → R

n . Then, for all x, y ∈ K
and all t ∈ [0, 1],
(a) η(x, x + tη(y, x)) = −tη(y, x)

(b) η(y, x + tη(y, x)) = (1 − t)η(y, x).

Obviously, the map η(y, x) = y − x satisfies Condition C. The examples of the map η

that satisfies Condition C are given in [17,18].
Gang and Liu [7] considered the following Condition C∗.

Condition C∗. Let K ⊆ R
n be an invex set w.r.t. η : K × K → R

n . We say that the mapping
η : K × K → R

n satisfies the Condition C∗ if for any x, y ∈ X and for all t ∈ [0, 1]
η(x, x + tη(y, x)) = −α(t)η(y, x)

and

η(y, x + tη(y, x)) = β(t)η(y, x),

where α(t) > 0, β(t) > 0 for all t ∈ (0, 1).

Remark 1 We note that if η satisfies the Condition C, then it satisfies the Condition C∗.
However, the converse is not true in general.

Example 1 [7] Let η : R × R → R be defined by

η(x, y) :=

⎧
⎪⎪⎨

⎪⎪⎩

x − y if x ≥ 0, y ≥ 0,
1
2 (x − y) if x ≤ 0, y ≤ 0,
1
3 (x − y) if x > 0, y < 0,
1
3 (x − y) if x < 0, y > 0.

It is easy to check that η satisfies Condition C∗ and is skew, but it does not satisfy Conditions C.
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Definition 4 Let g : K → R be locally Lipschitz at a given point x ∈ K . Then g is said to be

(a) invex w.r.t. η on K if for all x, y ∈ K and all ξ ∈ ∂cg(x),

〈ξ, η(y, x)〉 ≤ g(y) − g(x);
(b) pseudoinvex w.r.t. η on K if for all x, y ∈ K and all ξ ∈ ∂cg(x),

〈ξ, η(y, x)〉 ≥ 0 implies g(y) ≥ g(x);
(c) strictly pseudoinvex w.r.t. η on K if for all x, y ∈ K with x �= y and all ξ ∈ ∂cg(x),

〈ξ, η(y, x)〉 ≥ 0 implies g(y) > g(x);
(d) quasiinvex w.r.t. η on K if for all x, y ∈ K and all ξ ∈ ∂cg(x),

g(y) ≤ g(x) implies 〈ξ, η(y, x)〉 ≤ 0.

Definition 5 Let K ⊆ R
n be an invex set w.r.t. η. A function g : K → R is said to be

(a) preinvex w.r.t. η if

g(x + tη(y, x)) ≤ tg(y) + (1 − t)g(x), for all x, y ∈ K and all t ∈ [0, 1];
(b) prequasiinvex w.r.t. η on K if for all x, y ∈ K , 0 ≤ t ≤ 1,

g(x + tη(y, x)) ≤ max{g(x), g(y)};
(c) semi-strictly prequasiinvex w.r.t. η on K if for all x, y ∈ K , 0 < t < 1 with g(x) �=

g(y),

g(x + tη(y, x)) < max{g(x), g(y)}.
Theorem 2 [15, Theorem 3.1] If g : K ⊆ R

n → R is pseudoinvex w.r.t. η, then g is a
semi-strictly prequasiinvex function w.r.t. the same η.

Theorem 3 [15, Theorem 3.2] Let g : K ⊆ R
n → R be a function and let η : K × K → R

n

be satisfy Condition C.

(a) If g is quasiinvex w.r.t. η, then g is prequasiinvex w.r.t. the same η.
(b) If g is prequasiinvex w.r.t. η and the mapping x → η(y, x) is continuous, then g is

quasiinvex w.r.t. the same η.

Theorem 4 [16, Theorem 2.2] If g : K ⊆ R
n → R is lower semicontinuous function and

semi-strictly prequasiinvex w.r.t. η on K , then g is prequasiinvex w.r.t the same η on K .

Remark 2 When g : K → R is pseudoinvex w.r.t. η, then by Theorem 2, g is semi-strictly
prequasiinvex w.r.t. the same η, and hence, Theorem 4 implies that g is prequasiinvex w.r.t.
η if it is lower semicontinuous.

Theorem 5 [10, Theorem 4.1] If g : K ⊆ R
n → R is locally Lipschitz and quasiinvex w.r.t.

η on K . Then ∂cg is quasimonotone w.r.t. η : K × K → R
n, that is, for all x, y ∈ K and all

ξ ∈ ∂cg(x), ζ ∈ ∂cg(y), we have

〈ξ, η(y, x)〉 > 0 implies 〈ζ, η(x, y)〉 ≤ 0.
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Let K be a nonempty convex subset of a vector space X . A mapping F : K → 2X is said
to be a KKM mapping if for each nonempty finite subset A of K , convA ⊂ F(A), where
convA denotes the convex hull of A, and F(A) = ⋃{F(x) : x ∈ A}.

The following form of Fan-KKM lemma is appeared in [6].

Lemma 1 Let K be a nonempty convex subset of a Hausdorff topological vector space X.
Let 	, 	̂ : K → 2K be two set-valued maps such that the following conditions hold:

(A1) For all x ∈ K , 	̂(x) ⊆ 	(x);
(A2) ˆGamma is a KKM map;
(A3) For all x ∈ K , 	(x) is closed,
(A4) there is a nonempty compact convex set B ⊆ K such that clK

(⋂
x∈B 	(x)

)
is compact.

Then
⋂

x∈K

	(x) �= ∅.

3 Generalized Minty vector variational-like inequalities and vector optimization

All the results of this section can be extended to Banach space setting. However, for the sake
of simplicity, we consider finite dimensional space R

n .
Let K be a nonempty subset of R

n and η : K × K → R
n be a given map. We denote by

0 the zero element of R
�. Let f = ( f1, . . . , f�) : R

n → R
� be a vector-valued function such

that each fi is locally Lipschitz on K . We consider the following generalized Minty vector
variational-like inequality problems:

(GGMVVLIP) (GMVVLIP) Find x̄ ∈ K such that for all x ∈ K , there exists ζi ∈
∂c fi (x), i ∈ I = {1, . . . , �}, satisfying

〈ζ, η(x, x̄)〉� = (〈ζ1, η(x, x̄)〉, . . . , 〈ζ�, η(x, x̄)〉) /∈ −R
�+ \ {0}.

(GGMVVLIIP) (GGMVVLIP) Find x̄ ∈ K such that for all x ∈ K and all ζi ∈ ∂c fi (x),

i ∈ I = {1, . . . , �},
〈ζ, η(x, x̄)〉� = (〈ζ1, η(x, x̄)〉, . . . , 〈ζ�, η(x, x̄)〉) /∈ −R

�+ \ {0}.
(GGMVVLIIIP) (GWMVVLIP) Find x̄ ∈ K such that for all x ∈ K , there exists ζi ∈

∂c fi (x), i ∈ I = {1, . . . , �}, satisfying

〈ζ, η(x, x̄)〉� = (〈ζ1, η(x, x̄)〉, . . . , 〈ζ�, η(x, x̄)〉) /∈ −int R
�+.

(GGMVVLIP) and (GWMVVLIP) are considered and studied in [1] with further applica-
tions to (VOP). The relationship between a solution of (GMVVLIP) and an efficient solution
of (VOP) is established in [1] under the condition that each fi is preinvex. The existence of
solutions of (GGMVVLIP) is studied in [2]. When η(y, x) = y − x , then (GGMVVLIP)
reduces to the generalized Minty vector variational inequality problem considered and stud-
ied in [12]. Of course, (GGMVVLIP) is more general than (GMVVLIP) as every solution of
(GGMVVLIP) is a solution of (GMVVLIP).

Theorem 6 Let K ⊆ R
n be a nonempty invex set w.r.t. η : K × K → R

n such that η is skew
and satisfies Condition C. For each i ∈ I = {1, 2, . . . , �}, let fi be pseudoinvex w.r.t. η,
locally Lipschitz on K and let the mapping y → η(x, y) be continuous.
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(a) If x̄ ∈ K is a solution of (GGMVVLIP), then it is an efficient solution of (VOP).
(b) If x̄ ∈ K is an efficient solution of (VOP), then it is a solution of (GMVVLIP).

Proof (a) Let x̄ be a solution of (GGMVVLIP) but not an efficient solution of (VOP). Then
there exists x0 ∈ K such that

f (x̄) − f (x0) = ( f1(x̄) − f1(x0), . . . , f�(x̄) − f�(x0)) ∈ R
�+ \ {0}. (1)

Since K is invex w.r.t. η, we have x(t) := x̄ + tη(x0, x̄) ∈ K for all t ∈ [0, 1]. Since each
fi is pseudoinvex w.r.t. η on K , it follows from Theorems 2 and 4 and Remark 2 that each
fi is both prequasiinvex and semi-strictly prequasiinvex w.r.t. the same η. Then by using
prequasiinvexity, semi-strict prequasiinvexity and (1), we have

f (x̄) − f (x(t)) ∈ R
�+ \ {0}, for all t ∈ (0, 1),

that is,

f (x(0)) − f (x(t)) ∈ R
�+ \ {0}, for all t ∈ (0, 1). (2)

By Mean Value Theorem 1, there exist ti ∈ (0, 1) and ξi ∈ ∂c fi (x(ti )) for all i ∈ I such
that

fi (x(0)) − fi (x(t)) = 〈ξi ,−tη(x0, x̄)〉 , for all i ∈ I .

By using (2), we obtain

〈ξi , η(x0, x̄)〉 ≤ 0, for all i ∈ I , (3)

and one of which becomes strict inequality. From Condition C (a) and skewness of η, we
have

η (x(ti ), x̄) = tiη(x0, x̄), for all i ∈ I

and hence

〈ξi , η(x(ti ), x̄)〉 ≤ 0, for all i ∈ I

and one of which becomes a strict inequality. Therefore,

(〈ξ1, η(x(t1), x̄)〉 , . . . , 〈ξ�, η(x(t�), x̄)〉) ∈ −R
�+ \ {0}. (4)

Suppose that t1, t2, . . . , t� are all equal. Then it follows from (4) that x̄ ∈ K is not a
solution of (GGMVVLIP), a contradiction of our supposition.

Consider the case where t1, t2, . . . , t� are all not equal.

Case 1 (i). If t1 > t2, and in (4) the inequality is strict for k = 1, then from Condition C, we
have

〈ξ1, η(x(t2), x(t1))〉 = t2 − t1
t1

〈ξ1, η(x(t1), x̄)〉 > 0.

By Theorem 5, it follows that ∂c f1(x) is quasiomonotone. Thus by virtue of
pseudoinvexity of f1, we have for all ζ1 ∈ ∂c f1(x(t2)),

〈ζ1, η(x(t1), x(t2))〉 ≤ 0.

From Condition C, we deduce that

〈ζ1, η(x(t2), x̄)〉 = t2
t1 − t2

〈ζ1, η(x(t1), x(t2))〉 ≤ 0. (5)
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Therefore, from (4) and (5), for all ζ1 ∈ ∂c f1(x(t2)) and ξ2 ∈ ∂c f2(x(t2)), we
obtain

〈ζ1, η(x(t2), x̄)〉 ≤ 0 and 〈ξ2, η(x(t2), x̄)〉 ≤ 0. (6)

Case 1 (ii). If t1 < t2 and in (4) the inequality is strict for k = 1. From Condition C, we have

〈ξ2, η(x(t1), x(t2))〉 = t1 − t2
t2

〈ξ2, η(x(t2), x̄)〉 ≥ 0.

The pseudoinvexity of f2 implies that f2(x(t1)) ≥ f2(x(t2)). Since f2 is pre-
quasiinvex, by Theorem 3 (b), f2 is quasiinvex. Therefore, for any ξ1

′ ∈
∂c f2(x(t1)), we have

〈
ξ1

′, η(x(t2), x(t1))
〉 ≤ 0.

Thus from (4) and the assumption that strict inequality holds in (4) for k = 1,
we have for all ξ1 ∈ ∂c f1(x(t1)) satisfies 〈ξ1, η(x(t1), x̄)〉 < 0. Therefore, for
all ξ1 ∈ ∂c f1(x(t1)) and ξ1

′ ∈ ∂c f2(x(t1)), we have

〈ξ1, η(x(t1), x̄)〉 < 0 and
〈
ξ1

′, η(x(t1), x̄)
〉 ≤ 0.

The above inequalities contradict the fact that x̄ is a solution for (GGMVVLIP).

Case 2 (i). If t1 < t2 and in (4) the inequality is strict for k = 2, then from Condition C, we
have

〈ξ2, η(x(t1), x(t2))〉 = t2 − t1
t2

〈ξ2, η(x(t2), x̄)〉 > 0.

By Theorem 5, it follows that ∂c f2(x) is quasimonotone. Thus by virtue of
pseudoinvexity of f2, for all ξ1

′ ∈ ∂c f2(x(t1)), we have
〈
ξ1

′, η(x(t2), x(t1))
〉 ≤ 0.

From Condition C, we deduce that

〈
ξ1

′, η(x(t1), x̄)
〉 = t1

t2 − t1

〈
ξ1

′, η(x(t1), x̄)
〉 ≤ 0. (7)

Therefore, from (4) and (7), for all ξ1 ∈ ∂c f1(x(t1)) and ξ1
′ ∈ ∂c f2(x(t1)) we

obtain

〈ξ1, η(x(t1), x̄)〉 ≤ 0 and
〈
ξ1

′, η(x(t1), x̄)
〉 ≤ 0. (8)

Case 2 (ii). It t1 > t2 and in (4) the inequality is strict for k = 2, by a similar method as in
Case 1 (i), we deduce a contradiction.
Hence for t1 �= t2, let t0 = min{t1, t2}. Then from (6) and (8), for γi ∈
∂c fi (x(t0)), i = 1, 2 we have

〈γi , η(x(t0), x̄)〉 ≤ 0, for i = 1, 2.

By continuing this process, we can find t∗ ∈ (0, 1) such that for τi ∈ ∂c fi (x(t∗)),
i = 1, 2, . . . , n

〈τi , η(x(t∗), x̄)〉 ≤ 0.

This contradicts the fact that x̄ ∈ K is a solution of (GGMVVLIP).
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(b) Let x̄ be an efficient solution of (VOP) but not a solution of (GMVVLIP). Then there
exists x0 ∈ K such that

〈ζ, η(x0, x̄)〉� = (〈ζ1, η(x0, x̄)〉, . . . , 〈ζ�, η(x0, x̄)〉) ∈ −R
�+ \ {0}

for all ζi ∈ ∂c f (x0), i = 1, 2, . . . , �. Since η is skew, we have

〈ζ, η(x̄, x0)〉� = (〈ζ1, η(x̄, x0)〉, . . . , 〈ζ�, η(x̄, x0)〉) ∈ R
�+ \ {0}

for all ζi ∈ ∂c f (x0), i = 1, 2, . . . , �. From the pseudoinvexity of each fi , it follows that

f (x̄) − f (x0) ∈ R
�+ \ {0},

contradicting the fact that x̄ is an efficient solution of (VOP). ��
Remark 3 Theorem 6 generalizes the half part of Theorem 3.1 in [1] in the following way:

(a) In Theorem 6, we established that every efficient solution of (VOP) is a solution of
(GMVVLIP) for pseudoinvex functions while it is proved in [1] for invex functions
with some extra conditions.

(b) In the proof of part (b) of Theorem 6, we only assumed that K is an invex set while it
is invex with some other condition in [1].

It is worth to mention that we used a mean value theorem for invex functions to establish
Theorem 3.1 in [1], however, in the proof of Theorem 6, we used simple mean value theorem
for Clarke’s generalized subdifferentials. Therefore, the proof of Theorem 6 and Theorem
3.1 in [1] are different.

Now we consider the perturbed form of generalized weak Stampacchia vector variational-
like inequality problem (PGWSVVLIP): find x̄ ∈ K for which there exists t0 ∈ (0, 1) such
that

〈
∂c f (x̄ + tη(x, x̄)), η(x, x̄)

〉 �⊆ −int R
�+, for all x ∈ K and all t ∈ (0, t0].

It is equivalent to find x̄ ∈ K for which there exists t0 ∈ (0, 1) such that for all x ∈ K and
all t ∈ (0, t0], there exists ξi ∈ ∂c fi (x̄ + tη(x, x̄)), i ∈ I , satisfying

〈ξ, η(x, x̄)〉� = (〈ξ1, η(x, x̄)〉 , . . . , 〈ξ�, η(x, x̄)〉) /∈ −int R
�+.

The following result provides the relationship between a solution of (PGWSVVLIP) and
(GWMVVLIP).

Theorem 7 Let K be an invex set w.r.t. η : K × K → R
n such that η is skew and satisfies

Condition C∗. Let ∂c f be strictly R
�+-quasimonotone w.r.t. η, that is,

〈
∂c f (x), η(y, x)

〉 ⊆ int R
�+ implies

〈
∂c f (y), η(x, y)

〉 ⊆ −int R
�+,

for all x, y ∈ K . Then x̄ ∈ K is a solution of (PGWSVVLIP) if and only if it is a solution of
(GWMVVLIP).

Proof Let x̄ be a solution of (PGWSVVLIP). Then there exists t0 ∈ (0, 1) such that
〈
∂c f (x̄ + tη(x, x̄)), η(x, x̄)

〉 �⊆ −int R
�+, (9)

for all x ∈ K and all t ∈ (0, t0]. By the Condition C∗, we have

η(x, x̄ + tη(x, x̄)) = β(t)η(x, x̄), (10)
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where β(t) > 0 for all t ∈ (0, 1). It follows from (9) that
〈
∂c f (x̄ + tη(x, x̄)), η(x, x̄ + tη(x, x̄))

〉 �⊆ −int R
�+,

for all x ∈ K and all t ∈ (0, t0]. By strictly R
�+-quasimonotonicity of ∂c f , we have

〈
∂c f (x), η(x̄ + tη(x, x̄), x)

〉 �⊆ int R
�+.

By (10) and skewness of η, we obtain
〈
∂c f (x), η(x, x̄)

〉 �⊆ −int R
�+,

that is, for all x ∈ K , there exists ζi ∈ ∂c f (x), i ∈ I satisfying

〈ζ, η(x, x̄)〉� = (〈ζ1, η(x, x̄)〉, . . . , 〈ζ�, η(x, x̄)〉) /∈ −int R
�+.

Hence x̄ ∈ K is a solution of (GWMVVLIP).
Conversely, let x̄ be a solution of (GWMVVLIP). Then

〈
∂c f (x̄ + tη(x, x̄)), η(x̄, x̄ + tη(x, x̄))

〉 �⊆ int R
�+, (11)

for all x ∈ K and all t ∈ (0, t0]. By Condition C∗, we have

η(x̄, x̄ + tη(x, x̄)) = −α(t)η(x, x̄),

where α(t) > 0 for all t ∈ (0, 1). It follows from (11) that
〈
∂c f (x̄ + tη(x, x̄)), η(x, x̄))

〉 �⊆ −int R
�+, for all x ∈ K and all t ∈ (0, t0].

Thus, x̄ is a solution of (PGWSVVLIP). ��
Remark 4 Theorem 7 generalizes and extends Proposition 2 in [8] and Theorem 3.2 in [19]
for nondifferentiable and pseudoinvex functions.

4 Generalized vector variational-like inequalities and existence results

In this section, we present different kinds of generalized vector variational-like inequality
problems (in short, GVVLIP) and prove the existence of their solutions. The GVVLIP con-
sidered in the previous section are the particular forms of the GVVLIP considered in this
section.

For any two Hausdorff topological vector spaces X and Y , let L(X, Y ) denote the family
of all continuous linear operators from X into Y . The zero element of the vector space Y is
denoted by 0. When Y is the set R of real numbers, L(X, Y ) denotes the usual dual space X∗
of X . For any x ∈ X and u ∈ L(X, Y ), we denote by 〈u, x〉 the evaluation of u at x . Through-
out this section, unless otherwise specified, we assume that K is a nonempty convex subset
of X, T : K → 2L(X,Y ) is a set-valued map, η : K × K → X is a map and {C(x) : x ∈ K }
is a family of closed convex and pointed cones in Y with int C(x) �= ∅ for all x ∈ K . Note
that 0 �∈ int C(x) for all x ∈ K .

Let σ be the family of all bounded subsets of X whose union is total in X , that is, the
linear hull of ∪{S : S ∈ σ } is dense in X . Let B be a neighborhood base of 0 in Y . When S
runs through σ, V through B, the family

M(S, V ) =
{

u ∈ L(X, Y ) :
⋃

x∈S

〈u, x〉 ⊂ V

}
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is a neighborhood base of 0 in L(X, Y ) for a unique translation-invariant topology, called the
topology of uniform convergence on the sets S ∈ σ , or, briefly the σ -topology. Throughout
this section, we suppose that the space L(X, Y ) is equipped with the σ -topology.

We set 〈T (x̄), η(x̄, x)〉 =
⋃

u∈T (x̄)

〈u, η(x̄, x)〉.
We consider the following forms of generalized Minty and generalized Stampacchia vector

variational-like inequality problems:

Generalized Minty Vector Variational-Like Inequality Problem (GMVVLIP): Find x̄ ∈ K
such that

〈T (x), η(x, x̄)〉 � −C(x̄) \ {0}, for all x ∈ K .

It is equivalent to find x̄ ∈ K such that for all x ∈ K , there exists u ∈ T (x) satisfying

〈u, η(x, x̄)〉 /∈ −C(x̄) \ {0}.
Generalized Weak Minty Vector Variational-Like Inequality Problem (GWMVVLIP): Find
x̄ ∈ K such that

〈T (x), η(x, x̄)〉 � −int C(x̄), for all x ∈ K .

It is equivalent to find x̄ ∈ K such that for all x ∈ K , there exists u ∈ T (x) satisfying

〈u, η(x, x̄)〉 /∈ −int C(x̄).

Generalized Stampacchia Vector Variational-Like Inequality Problem (GSVVLIP): Find
x̄ ∈ K such that

〈T (x̄), η(x, x̄)〉 � −C(x̄) \ {0}, for all x ∈ K .

It is equivalent to find x̄ ∈ K such that for all x ∈ K , there exists ū ∈ T (x̄) satisfying

〈ū, η(x, x̄)〉 /∈ −C(x̄) \ {0}.
Generalized Weak Stampacchia Vector Variational-Like Inequality Problem (GWSVV-
LIP): Find x̄ ∈ K such that

〈T (x̄), η(x, x̄)〉 � −int C(x̄), for all x ∈ K .

It is equivalent to find x̄ ∈ K such that for all x ∈ K , there exists ū ∈ T (x̄) satisfying

〈ū, η(x, x̄)〉 /∈ −int C(x̄).

It can be easily seen that every solution of (GMVVLIP) (respectively, (GSVVLIP)) is a
solution of (GWMVVLIP) (respectively, (GWSVVLIP)).

If we consider X = R
n, Y = R

�, C(x) = R
�+ and T (x) = ∂c f (x), then (GMVVIP) and

(GWMVVLIP) reduce to the ones considered in the previous section.
To study the existence of solutions of above mentioned problems, we define the following

concepts of monotonicities.

Definition 6 For any y ∈ K , a set-valued map T : K → 2L(X,Y ) is said to be

(a) C(y)-pseudomonotone w.r.t. η on K if for all x ∈ K

〈T (x), η(y, x)〉 ⊆ C(y) \ {0} implies 〈T (y), η(x, y)〉 ⊆ −C(y) \ {0};
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(b) C(y)-quasimonotone w.r.t. η on K if for all x ∈ K

〈T (x), η(y, x)〉 ⊆ int C(y) implies 〈T (y), η(x, y)〉 ⊆ −C(y) \ {0};
(c) C(y)-strictly quasimonotone w.r.t. η on K if for all x ∈ K

〈T (x), η(y, x)〉 ⊆ int C(y) implies 〈T (y), η(x, y)〉 ⊆ −int C(y);
(d) C(y)-properly quasimonotone w.r.t. η on K if for all {x1, x2, . . . , xn} ⊆ K and for all

y ∈ conv{x1, x2, . . . , xn}, there exists i ∈ {1, 2, . . . , n} such that

〈T (y), η(xi , y)〉 ⊆ C(y) \ {0};
(e) C(y)-weakly properly quasimonotone w.r.t. η on K if for all {x1, x2, . . . , xn} ⊆ K and

for all y ∈ conv{x1, x2, . . . , xn}, there exists i ∈ {1, 2, . . . , n} such that

〈T (y), η(xi , y)〉 � −int C(y).

We obtain the following existence result for solutions of (GSVVLIP) under C(y)-proper
quasimonotonicity and for solutions of (GMVVLIP) under C(y)-pseudomonotonicity.

Theorem 8 For any y ∈ K , let the set-valued map T : K → 2L(X,Y ) be C(y)-properly
quasimonotone w.r.t. η : K × K → X. Assume that the following conditions are satisfied.

(i) The set-valued map 	 : K → 2K defined by

	(x) = {
y ∈ K : 〈T (y), η(x, y)〉 � −C(y) \ {0}}

is closed valued.
(ii) There exist a nonempty compact set M ⊂ K and a nonempty compact convex set

B ⊂ K such that for each y ∈ K \ M, there exists x ∈ B such that y /∈ 	(x).

Then (GSVVLIP) has a solution. Furthermore, if T is C(y)-pseudomonotone w.r.t. η and η

is skew, then (GMVVLIP) also has a solution.

Proof We claim that 	 is a KKM mapping on K . Suppose 	 is not a KKM map, then
there exists {x1, x2, . . . , xn} ⊂ K , ti ≥ 0, i = 1, 2, . . . , n with

∑n
i=1 ti = 1 such that

y = ∑n
i=1 ti xi /∈ ⋃n

i=1 	(xi ). Thus for any i = 1, 2, . . . , n

〈T (y), η(xi , y)〉 ⊆ −C(y) \ {0},
which contradicts the C(y)-proper quasimonotonicity of T . Hence, 	 is a KKM mapping.

By condition (ii), 	(x) is a closed subset of a compact set and hence compact. Then by
Lemma 1

⋂

x∈K

	(x) �= ∅,

that is, there exists x̄ ∈ K such that

〈T (x̄), η(x, x̄)〉 � −C(x̄) \ {0}, for all x ∈ K .

Hence (GSVVLIP) has a solution.
Further, suppose that x̄ is not a solution of (GMVVLIP). Then there exists x ∈ K

such that

〈T (x), η(x, x̄)〉 ⊆ −C(x̄) \ {0}.
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Since η is skew, we have

〈T (x), η(x̄, x)〉 ⊆ C(x̄) \ {0}.
By C(x)-pseudomonotonicity of T , we have

〈T (x̄), η(x, x̄)〉 ⊆ −C(x̄) \ {0},
and thus, x̄ ∈ K is not a solution of (GSVVLIP), a contradiction. ��
Remark 5 Theorem 8 generalizes Theorems 2.1 and 2.3 in [21] to an arbitrary topological
vector space. In fact, if η is affine in the first argument and η(x, x) = 0 for all x ∈ K , then
trivially T is C-properly quasimonotone w.r.t. η. Therefore, condition 4 in Theorem 2.3 in
[21] is superfluous, since it can be easily deduced from condition 3 in this theorem. Therefore,
Theorem 8 also refines Theorem 2.3 in [21].

The following example shows that the C(x)-properly quasimonotonicity w.r.t. η does not
imply the affineness of η in the first argument.

Example 2 Let X = Y = R, K = [−2, 2), C(x) = R+ \ {0} for all x ∈ K and let
T : K → 2R be defined as

T (x) :=

⎧
⎪⎨

⎪⎩

1
2
√

x
if x > 0,

(−∞,+∞) if x = 0,
−1

2
√−x

if x < 0.

Assume that η : X × X → X is a mapping defined by

η(x, y) :=
{

x − y if x ≥ 0, y ≥ 0 or x ≤ 0, y ≤ 0,

−y if x ≤ 0, y > 0 or x > 0, y ≤ 0.

Then, it is easy to see that T is C(x)-properly quasimonotone w.r.t. η, but η is not affine in
the first argument.

When X and Y are normed spaces, we establish the following existence result for a solution
of (GWMVVLIP).

Theorem 9 For all y ∈ K , let T : K → 2L(X,Y ) be compact-valued, C(y)-properly quasi-
monotone and C(y)-strictly quasimonotone. Assume that the following conditions are satis-
fied.

(i) The set-valued mapping W : K → 2Y defined by W (x) = Y \ {int C(x)} is closed.
(ii) η is continuous in the first argument.

(iii) There exist a nonempty compact set M ⊂ K and a nonempty compact convex set
B ⊂ K such that for each x ∈ K \ M, there exists y ∈ B such that

y �∈ 	(x) := {y ∈ K : 〈T (y), η(x, y)〉 � −intC(y)}
Then (GMWVVLIP) has a solution.

Proof By the same argument as the first part of the proof of Theorem 8, 	 is a KKM mapping.
We claim that the set-valued mapping 	̂ defined by

	̂(x) := {y ∈ K : 〈T (x), η(y, x)〉 � int C(y)} for all x ∈ K ,

is closed valued.
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Let {yn} be a sequence in 	̂(x) converges to y ∈ K . Then

〈T (x), η(yn, x)〉 � int C(yn),

and therefore, there exists un ∈ T (x) satisfying

zn = 〈un, η(yn, x)〉 /∈ int C(yn).

Then zn ∈ W (yn), and hence, (yn, zn) ∈ Graph(W ). Since T (x) is compact, {un} has a con-
vergent subsequence in T (x). Let {unk } be a subsequence of {un} that converges to u0 ∈ T (x).
By continuity of η, {η(ynk , x)} is a convergent sequence. Hence there exists k0 such that the
set {η(ynk , x) : k ≥ k0} is norm bounded. Therefore,

z0 = lim
k≥k0

znk = 〈u0, η(y, x)〉.

Since Graph(W ) is closed, then (y, z0) ∈ Graph(W ), and hence,

〈u0, η(y, x)〉 � int C(y).

Thus, y ∈ 	̂(x).
Since T is C(x)-strictly quasimonotone, we have 	(x) ⊆ 	̂(x) for all x ∈ K . Therefore,

	̂ is also a KKM mapping. By Lemma 1,
⋂

x∈K

	̂(x) �= ∅.

Therefore, there exists x̄ ∈ K such that

〈T (x), η(x̄, x)〉 � int C(x̄), for all x ∈ K ,

Hence (GWMVVLIP) has a solution. ��
Remark 6 When K is compact, then the condition (iii) of Theorem 9 is trivially satisfied.
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