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I. EXTENDED ABSTRACT 

 Theory of adaptive lattice filters, developed originally for 
stationary processes with Toeplitz covariance matrices, was 
well-established by the pioneering contributions of Burg [1], 
Kailath [2], Friendlander [3]. The lattice filters are intimately 
related to the well-known Levinson algorithm, that requires 
O(N2) operations for N×N Toeplitz covariance matrix 
inversion, and exploit Burg technique for adaptive estimation 
of reflection coefficients that naturally preserves positive 
definiteness of the estimated Toeplitz covariance matrix [3].

It has been known since 1981 at least, that the Levinson 
(and Shur) algorithm can be applied to a non-stationary 
process with its associated arbitrary non-Toeplitz covariance 
matrix. However, in general case this generalized Levinson 
algorithm involves O(N3) computations, so that there are no 
particular advantages over the usual methods of Choleski 
decomposition or of matrix inversion. Therefore, the main 
attention devoted to a special class of non-stationary processes 
with covariance matrices that have a finite “displacement 
rank” (or equivalently “Toeplitz distance”). For this class of 
non-stationary processes, adaptive lattice filters retained most 
of their computational and structural advantages. 

Another type of approximations for an arbitrary Hermitian 
covariance matrices that is based upon the so-called band-
inverse extension, developed by H. Dym and I. Gohberg in [4] 
has been recently explored for adaptive filter (antenna) 
applications in [5]. 

Yet, long before these results of H. Dym and I. Gohberg 
were considered for applications in adaptive processing in 
[5]–[7] and in a large number of subsequent papers, the theory 
of generalized lattice filters for an arbitrary Hermitian 
covariance matrix has been suggested. Now it turns out that 
there is intimate connection between the class of these 
generalized lattice filters, and the band inverse approximation 
(extension) of an arbitrary Hermitian covariance matrix. In the 
presented paper we demonstrate that the number of stages of 
the generalized lattice structure corresponds to the width of a 
band inverse approximation. While practical recommen-
dations on limiting the number of these stages have been 
implemented in [8], [9] it is now made clear that in fact these 
technical solutions implement maximum entropy band 
extension as proven by H. Dym and I. Gohberg in [4]. We 
demonstrate, that in the way the classical lattice filter with a 
finite number of stages m, implements autoregressive 
VAR(m) approximation of an arbitrary Toeplitz matrix, the 
generalized lattice filter with a finite number of stages m
implements the time varying TVAR(m) approximation of a 

arbitrary Hermitian covariance matrix. Moreover, this 
approach could be extended over a vector process, that is 
important for two-dimensional TVARM(m) or TVARM(m|n)
approximations of space-time covariance matrices in STAP 
processing. Finally, we demonstrate some results of practical 
implementation of the generalized adaptive lattice filters for 
clutter mitigation in air traffic control (ATC) radars [10]. 
Comparison with conventional MTL systems demonstrates 
significant performance improvement as illustrated by the 
radar screen shots attached 1.
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