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Summary. There are many examples where non-orthogonality of a basis for Krylov subspace methods arises naturally. These methods usually require less storage or computational effort per iteration than methods using an orthonormal basis (optimal methods), but the convergence may be delayed. Truncated Krylov subspace methods and other examples of non-optimal methods have been shown to converge in many situations, often with small delay, but not in others. We explore the question of what is the effect of having a nonoptimal basis. We prove certain identities for the relative residual gap, i.e., the relative difference between the residuals of the optimal and non-optimal methods. These identities and related bounds provide insight into when the delay is small and convergence is achieved. Further understanding is gained by using a general theory of superlinear convergence recently developed. Our analysis confirms the observed fact that in exact arithmetic the orthogonality of the basis is not important, only the need to maintain linear independence is. Numerical examples illustrate our theoretical results.
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## 1 Introduction

Krylov subspace methods for the solution of $n \times n$ nonsymmetric linear systems of equations of the form $A x=b$ are extensively used nowadays. Let
$r_{0}=b-A x_{0}$ be the initial residual, with $x_{0}$ an initial approximation to the solution, and let $\mathcal{K}_{m}\left(A, r_{0}\right)=\operatorname{span}\left\{r_{0}, A r_{0}, A^{2} r_{0}, \ldots, A^{m-1} r_{0}\right\}$ be the Krylov subspace of dimension $m$ defined by $A$ and $r_{0}$. If $\left\{w_{1}, \ldots, w_{m}\right\}$ is a basis of $\mathcal{K}_{m}\left(A, r_{0}\right)$, let $W_{m}=\left[w_{1}, \ldots, w_{m}\right]$; then the new approximation $x_{m}$ to the solution of the linear system is taken to be of the form

$$
\begin{equation*}
x_{m}=x_{0}+W_{m} y_{m} \tag{1.1}
\end{equation*}
$$

for some $y_{m} \in \mathbb{R}^{m}$ determined so that the associated residual $r_{m}=b-A x_{m}$ satisfies some constraint such as Galerkin or Petrov-Galerkin condition; see, e.g., [2], [13], [27], [34]. Whenever $W_{m}$ has orthonormal columns, we call the corresponding schemes optimal methods. In order to save either storage or computational effort, there are many methods where a non-orthogonal basis of $\mathcal{K}_{m}\left(A, r_{0}\right)$ is used. We call them non-optimal methods; see section 2 for examples. This can be carried out for instance by either relaxing the residual constraint or by specifically choosing the auxiliary spaces within the PetrovGalerkin condition.

In this paper we analyze the convergence of non-optimal Krylov subspace methods as compared to the optimal ones. While these non-optimal methods are widely used, there is little analysis of them in the literature. Even though we do not provide a complete picture of their behavior, we present several equalities and some bounds which are a first attempt at their understanding. We study the residual gap, i.e., the norm of the difference between the residuals of the optimal and non-optimal methods, and in sections 3 and 4 we obtain new identities for this relative residual gap. In particular, our analysis confirms the fact that as long as the new element of the non-orthogonal basis has a sufficiently large angle with the previous subspace, these methods will work well in exact arithmetic; orthogonality is not necessary. We are motivated in part by the observation that when a very good preconditioner is available, or more generally, when fast convergence of the optimal Krylov subspace method is observed, the non-optimal methods may be very competitive: the savings in storage and computational effort more than compensate the delay in convergence due to the use of a non-orthogonal basis. We remark that fast convergence here does not necessarily mean just a few, say 10, iterations, as illustrated with several examples throughout the paper; see in particular Remark 4.1. Furthermore, we show that the general theory of superlinear convergence of Krylov methods recently developed in [33] applies to these non-optimal methods as well, providing us with further understanding of the problem settings where we can expect these methods to behave efficiently (section 5). Although our analysis assumes exact arithmetic, we present several numerical examples illustrating the theoretical results.

We caution the reader that we do not advocate the use of the non-optimal methods for all problems, and in fact they fail in many cases (see, e.g., Example 5.4), but we do believe they have a role to play in the roster of methods for
the solution of nonsymmetric problems. We hope that the new understanding we provide here helps finding their proper role.

## 2 Notation, descriptions, and examples

Given a vector $w_{1}$ satisfying $w_{1}=\alpha r_{0}$ for some nonzero scalar $\alpha$, we consider the following general recurrence

$$
\begin{equation*}
A W_{m}=W_{m+1} T_{m+1, m}=W_{m} T_{m}+\tau_{m+1, m} w_{m+1} e_{m}^{*}, \tag{2.1}
\end{equation*}
$$

where $W_{m}$ is an $n \times m$ full column rank matrix, whose columns $\operatorname{span} \mathcal{K}_{m}\left(A, r_{0}\right)$. Here and throughout the paper $e_{m}$ indicates the $m$ th column of the identity matrix of appropriate order, depending on the context; when this order needs to be specified we write $I_{m}$ for the identity in the $m \times m$ case. The symbol $e^{*}$ denotes the transpose of $e$. We emphasize that here the matrix $W_{m+1}$ satisfying (2.1) is not required to have orthonormal columns but only to be full column rank, i.e., that its columns span the subspace $\mathcal{K}_{m+1}\left(A, r_{0}\right)$. The matrix $T_{m+1, m} \in \mathbb{R}^{(m+1) \times m}$ here is upper Hessenberg, and in general we are interested in the case in which $T_{m+1, m}$ is also banded. The matrix $T_{m}$ is the $m \times m$ principal submatrix of $T_{m+1, m}$.

We concentrate in this paper on two classes of approximation methods. In the first class the vector $y_{m}$ in (1.1) solves the linear system

$$
\begin{equation*}
T_{m} y_{m}=\beta e_{1}, \tag{2.2}
\end{equation*}
$$

where $\beta=\left\|r_{0}\right\|$. The procedure above corresponds to the FOM method whenever $W_{m}$ has orthonormal columns, and it corresponds to the Lanczos method when in addition $A$ is symmetric. A second class of methods is obtained by requiring that $y_{m}$ is the minimizer in

$$
\begin{equation*}
\min _{y}\left\|\beta e_{1}-T_{m+1, m} y\right\|, \tag{2.3}
\end{equation*}
$$

i.e., $y_{m}=T_{m+1, m}^{+} \beta e_{1}$, where $T_{m+1, m}^{+}=\left(T_{m+1, m}^{*} T_{m+1, m}\right)^{-1} T_{m+1, m}^{*}$ is the pseudoinverse of $T_{m+1, m}$; see, e.g., [11]. When $W_{m}$ has orthonormal columns, this corresponds to the GMRES method (or MINRES in the symmetric case).

We formally call a non-optimal Krylov subspace method a method that produces a non-optimal (or non-orthogonal) basis of a Krylov subspace as in (2.1), where $T_{m+1, m}$ is upper Hessenberg with a possibly banded structure. Several methods in the literature can be recast in terms of (2.1), such as the nonsymmetric Lanczos process, truncated methods, restarted FOM and restarted GMRES, and so on. For further details on these methods, see, e.g., [2], [13], [27], [34], and the discussion below.

Our aim is to relate these non-optimal approaches to the optimal methods that explicitly generate an orthonormal basis. In this latter class fall the (full)

FOM and GMRES methods, which will be used as reference optimal methods throughout the paper. We remark that strictly speaking, the nonsymmetric Lanczos method is an "optimal" method in the sense that the generated vectors satisfy a global Petrov-Galerkin variational property. Nonetheless, the method does not construct an orthonormal basis, and thus for the definition we have used of optimal, we will include it in the much wider class of schemes satisfying (2.1).

Our first motivating example relates to a symmetric and positive definite system $\widehat{A} \hat{x}=\hat{b}$ which is unsymmetrically preconditioned. General preconditioning consists of replacing this system with an equivalent one, e.g., of the form $A x=b$ with $A=L^{-1} \widehat{A} L^{-*}, b=L^{-1} \hat{b}$, and $\hat{x}=L^{-*} x$, for some easily invertible matrix $L$. We consider the case where the application problem is such that a nonsymmetric preconditioner is employed, either because of inherent functional properties or because of the chosen preconditioning strategy. In this case, let $P$ be the nonsymmetric preconditioner and let $P=L U$ be its LU factorization. If $P$ is not too far from being symmetric, one can still think of applying the symmetric Lanczos process to the preconditioned problem

$$
\begin{equation*}
A x:=L^{-1} \widehat{A} U^{-1} x=L^{-1} \hat{b} \tag{2.4}
\end{equation*}
$$

as if the preconditioned matrix were symmetric; cf. [4]. By doing so, after $m$ steps we obtain the matrices $W_{m+1}, T_{m+1, m}$ satisfying (2.1), where $T_{m}$ is $m \times m$ symmetric and tridiagonal, while the matrix $W_{m+1}=\left[W_{m}, w_{m+1}\right] \in$ $\mathbb{R}^{n \times(m+1)}$ has locally orthogonal columns, but in general, not all columns of $W_{m+1}$ are orthogonal. Thus, to solve the system (2.4) one can consider two alternatives. One can use an optimal method for this nonsymmetric system, disregarding the original symmetry of the problem or, one could use, e.g., symmetric Lanczos, obtaining the non-orthogonal basis $W_{m}$ of $\mathcal{K}_{m}\left(A, r_{0}\right)$ and computing $x_{m}=x_{0}+W_{m} y_{m}$, where $T_{m} y_{m}=\beta e_{1}$; see [3] for an example of such approach. One step further consists in relaxing the symmetry property of $T_{m}$, and perhaps imposing more vectors to be locally orthogonal, [1], [24]. The overall process is a truncation of the corresponding optimal (globally orthogonal) method, where the orthogonalization process is incomplete.

In this paper we aim to show that the preconditioner $P$ does not have to be close to symmetric for the non-optimal recurrence to successfully converge at a convergence rate that is not too far from the optimal one. Moreover, our considerations go far beyond the example above, and can be applied to a wide class of methods, such as

- The nonsymmetric Lanczos method [19] and its variations, e.g., QMR [10];
- Incomplete (truncated) methods [26], [27, §6.4.2 and §6.5.6], [29], and restarted methods [27], [31];
- Indefinite inner product methods for complex symmetric matrices [9], [35].

In truncated methods, the orthogonalization of a new basis vector is performed only with respect to a selected number of previous vectors of the basis, say $k$ vectors. We refer to the number $k$ as the truncation parameter. In this case, the upper Hessenberg matrix $T_{m+1, m}$ in (2.1) is banded with $k$ nonzero superdiagonals; see, e.g., [26], [27, §6.4.2 and §6.5.6], [29].

We remark that for complex symmetric matrices, the methods proposed in [9], [35], replace the complex inner product $\langle x, y\rangle=\bar{x}^{*} y$ with the indefinite inner product $x^{*} y$ (transposition without complex conjugation), obtaining a basis of the Krylov subspace which is orthogonal with respect to the latter inner product, but not with respect to the underlying (complex) inner product.

In the examples just described, the lack of orthogonality of $W_{m}$ is intrinsic to the methods used and is not related to the loss of orthogonality due to round-off errors, cf. [13]. In fact, we assume throughout our analysis that exact arithmetic is employed.

One could interpret the matrices $W_{m}$ as the matrices of an optimal method computed with floating point arithmetic, and thus having non-orthogonal columns. In this case, our theoretical identities and bounds would relate to the delay of convergence due to round-off errors, i.e., the delay in comparison with an ideal exact arithmetic computation. We do not emphasize this situation, but mention that this is related to similar studies where this type of delay is analyzed in detail e.g., in [15], [20], [21], [22], [25]. Moreover, our study supports the common practice of using classical Gram-Schmidt and Modified Gram-Schmidt in Krylov subspace methods using finite precision arithmetic. This follows by considering the bases generated by these methods as the non-optimal bases $W_{m}$. As already pointed out in the case of GMRES [14], what matters for convergence and stability is the linear independence of these bases; see also [20] and other references therein. Therefore, it is not necessary for $W_{m}$ to be close to being orthogonal. In fact $\left\|I-W_{m}^{*} W_{m}\right\|$ can be very large while the method may have good convergence properties; see, e.g., Example 5.5.

We mention that in certain circumstances, our theory applies to implicitly restarted augmented methods as well, since in those cases, the resulting space is a Krylov subspace; see [23] and references therein.

As we already mentioned, the non-optimal methods mentioned in this section do not always converge (due to stagnation or breakdown), and furthermore in many cases the convergence may be slow (large delay). Sometimes, these problems are caused by the fact that $W_{m+1}=\left[W_{m}, w_{m+1}\right]$ fails to be of full rank, i.e., its columns fail to span $\mathcal{K}_{m+1}\left(A, r_{0}\right)$. We assume throughout the paper though that the new vector of the basis, $w_{m+1}$, is linearly independent with respect to the previous ones. In fact, we provide theoretical and
experimental evidence that $W_{m+1}$ may be severely ill-conditioned, while the effect on the delay of convergence is minimal.

Other authors have specifically looked at comparisons of quasi-minimal residual methods with optimal methods; see, e.g., [10], [18], [27] and the references therein. Although our study does not concentrate on these methods, our identities are still valid for them, and our bounds in some cases improve the existing results. We also mention several papers where certain comparisons are made between methods for linear systems or eigenvalue problems based on an Arnoldi relation (3.1) and those based on Lanczos biorthogonalizations (including QMR) [5], [6], [7], [8], [30].

We remark that our motivational problem may be addressed in a different, although related, manner. More precisely, efforts have been devoted to the analysis of the performance of symmetric Lanczos as a function of the lack of symmetry in the (preconditioned) coefficient matrix [12], [24]. In this case, what is measured is the distance from the optimal (symmetric) problem, keeping the method fixed. In our context, we assume that the problem cannot (need not) be modified, while we wish to measure the distance from a corresponding optimal, orthogonal, method for nonsymmetric problems; cf. also Example 5.5.

By $\mathcal{R}(M)$ we denote the range of the matrix $M$, i.e., its column space, by $\mathcal{N}(M)$ its null space, and by $\kappa(M)$ its condition number, i.e., the ratio of its (nonzero) smallest and largest singular values $\sigma_{\max }(M) / \sigma_{\min }(M)$.

## 3 Relative gaps between optimal and non-optimal residuals

In this section we present identities and bounds for the relative distance between the residuals of the optimal and non-optimal methods, that is, for $m>0$, we evaluate the ratio

$$
\frac{\left\|r_{m}^{\text {opt }}-r_{m}^{\text {nonopt }}\right\|}{\left\|r_{m}^{\text {opt }}\right\|}
$$

in terms of the properties of the generated non-optimal (non-orthogonal) basis. A ratio much larger than one means that the non-optimal method is delayed. As already stated, we assume that $W_{m+1}$ is full rank, although it may be highly ill-conditioned.

Let $V_{m}=\left[v_{1}, v_{2}, \ldots, v_{m}\right]$ with $v_{1}=\beta r_{0}, \beta \neq 0$, and $v_{i}, i=1, \ldots, m$, being orthonormal vectors. If $V_{m}$ is generated by the Arnoldi process, it satisfies the following so-called Arnoldi relation

$$
\begin{equation*}
A V_{m}=V_{m+1} H_{m+1, m}=V_{m} H_{m}+h_{m+1, m} v_{m+1} e_{m}^{*} \tag{3.1}
\end{equation*}
$$

where $H_{m+1, m}=\left(h_{i j}\right) \in \mathbb{R}^{(m+1) \times m}$ is upper Hessenberg, $H_{m}$ is its principal $m \times m$ submatrix. Clearly, (3.1) is equivalent to (2.1) whenever $W_{m}$ has orthonormal columns.

Our first result relates the residual of the optimal and non-optimal methods using (2.2).

Theorem 3.1 Assume that $m$ iterations of a non-optimal Krylov subspace method using (2.2) have been performed with the matrix A. Let $P_{A}=$ $A V_{m}\left(V_{m}^{*} A V_{m}\right)^{-1} V_{m}^{*}$ be the projector ${ }^{1}$ onto $A \mathcal{K}_{m}\left(A, r_{0}\right)$ along the subspace orthogonal to $\mathcal{K}_{m}\left(A, r_{0}\right)$. Let $r_{m}$ and $r_{m}^{F}$, be the residuals of the non-optimal method and of FOM, respectively. Then

$$
\begin{align*}
\frac{\left\|r_{m}^{F}-r_{m}\right\|}{\left\|r_{m}^{F}\right\|} & =\frac{\left\|P_{A} w_{m+1}\right\|}{\left\|\left(I-P_{A}\right) w_{m+1}\right\|}  \tag{3.2}\\
& \leq \frac{1}{\left\|\left(I-P_{A}\right) w_{m+1}\right\|}+1=\frac{\left\|r_{m}\right\|+\left\|r_{m}^{F}\right\|}{\left\|r_{m}^{F}\right\|} \tag{3.3}
\end{align*}
$$

Proof. We have $\left(I-P_{A}\right) r_{m} \in r_{0}+A \mathcal{K}_{m}\left(A, r_{0}\right)$ and $\left(I-P_{A}\right) r_{m} \perp \mathcal{K}_{m}\left(A, r_{0}\right)$. Hence, $\left(I-P_{A}\right) r_{m}$ is equal to the optimal residual $r_{m}^{F}$, that is, $r_{m}^{F}=\left(I-P_{A}\right) r_{m}$. It can be easily verified that $r_{m}= \pm\left\|r_{m}\right\| w_{m+1}$, therefore we also obtain $\left\|r_{m}^{F}\right\|=\left\|\left(I-P_{A}\right) w_{m+1}\right\|\left\|r_{m}\right\|$. Hence, $r_{m}^{F}-r_{m}=-P_{A} r_{m}$ from which

$$
\left\|r_{m}^{F}-r_{m}\right\|=\left\|P_{A} r_{m}\right\|=\left\|P_{A} w_{m+1}\right\|\left\|r_{m}\right\|=\frac{\left\|P_{A} w_{m+1}\right\|}{\left\|\left(I-P_{A}\right) w_{m+1}\right\|}\left\|r_{m}^{F}\right\|
$$

This proves the equality. The bound follows immediately.
We emphasize the fact that our result (3.2) is an equality, and in particular, for $W_{m}$ having orthonormal columns, we have that $\left\|r_{m}^{F}-r_{m}\right\|=0$. Our result indicates that as long as the new direction vector $w_{m+1}$ provides significant new information with respect to the subspace $\mathcal{K}_{m}\left(A, r_{0}\right)$ generated so far, then, the two residuals will be very close to each other and the relative residual gap is small, i.e., the delay in the convergence is small. We observe that for FOM, this result indicates that the orthogonality of the basis up to the previous step is of no importance, only the angle between the new vector and the subspace generated so far is.

In the following examples we illustrate the fact that the bound in (3.3) may be very sharp. This fact can be appreciated by noticing that the inequality in the bound is only due to the step from (3.2) to (3.3). In the figures, the quantity $v$ stands for $\left\|\left(I-P_{A}\right) w_{m+1}\right\|$ in (3.3).

Example 3.2 We consider the $100 \times 100$ matrix stemming from a centered finite differences discretization of the operator $\mathcal{L}(u)=-\Delta u+100 u_{x}$ in the unit square, with homogeneous boundary conditions. The right-hand side is a nonzero vector of equal entries. In Figure 1, on the left, we report the convergence history for FOM and for the truncated method with $k=10$, while on the right we show the relative gap in (3.2) and its bound (3.3). It can
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Fig. 1. Example 3.2: FOM and truncated FOM $(k=10)$. Left: Convergence history. Right: Relative gap (3.2) and bound (3.3)
be appreciated that the non-optimal method has good convergence behavior, and that the bound (3.3) can be very sharp.

We next show that the result of Theorem 3.1 applies to other examples, as mentioned in section 2 .

Example 3.3 We consider the same matrix as in Example 3.2, the right-hand side $b=e_{1}$, and we apply the nonsymmetric Lanczos algorithm. The nonsymmetric Lanczos method determines a basis $W_{m}$ satisfying (2.1), that is bi-orthogonal with respect to a basis spanning $K_{m}\left(A^{*}, p\right)$, where $p$ is an a-priori chosen vector; we selected $p=b$. It is well known that the method is very sensitive to the choice of $p$, which influences the quality of the basis $W_{m}$. An approximate solution is determined by means of (2.2). The corresponding convergence curve, together with that of the optimal FOM method is reported in the left plot of Figure 2. It can be appreciated that the nonoptimal method has a delay but converges in about $10-20 \%$ more iterations. The residual norm for the Lanczos method significantly deviates from that of FOM, and this gap is accurately bounded by the term (3.3) (see the right plot of Figure 2), as predicted by Theorem 3.1.

Example 3.4 We next consider the performance of the restarted FOM method. It was shown in [31] that this method can be globally represented as a truncated method with a special truncation strategy. In particular, the whole process can be represented by (2.1) with $T_{m+1, m}$ block diagonal, with upper Hessenberg blocks. We again consider the same matrix and right-hand side as in Example 3.2 and we report in the left plot of Figure 3, the convergence history of the optimal FOM method and the restarted FOM method with maximum Krylov subspace dimension before restarting, equal to 10 .


Fig. 2. Example 3.3. Left: convergence history for FOM and nonsymmetric Lanczos. Right: Relative gap (3.2) and bound (3.3)


Fig. 3. Example 3.4. Left: convergence history for FOM and Restarted FOM with restarting parameter equal to 10 . Right: Relative gap (3.2) and bound (3.3)

We can see that convergence is similar, but not equal, to that of the regularly truncated method. We can also see that in spite of the restarting procedure, the method is capable of constructing a full Krylov subspace basis, so that the gap between the optimal and non-optimal residuals remains moderate; see the right plot of Figure 3. We refer to [31] for a more detailed analysis of the restarted methods.

We proceed now to study the residual gap in the case of Petrov-Galerkin, i.e., of methods such as GMRES [28]. To that end, consider the approximation using the non-optimal basis, i.e., $x_{m}=x_{0}+W_{m} y_{m}$, where $y_{m}$ is the minimizer of (2.3), and that obtained with the optimal basis, i.e., the GMRES approxima-
tion $x_{m}^{G}=x_{0}+V_{m} y_{m}^{G}$, where $y_{m}^{G}$ minimizes $\left\|\beta e_{1}-H_{m+1, m} y\right\|=\left\|b-A V_{m} y\right\|$ over all $y \in \mathbb{R}^{m}$. The corresponding residuals $r_{m}=b-A x_{m}=r_{0}-A W_{m} y_{m}$ and $r_{m}^{G}=r_{0}-A V_{m} y_{m}^{G}$ both lie in the affine space $r_{0}+A \mathcal{K}_{m}\left(A, r_{0}\right)$ and are related as in the following lemma.

Lemma 3.5 Let $r \in r_{0}+A \mathcal{K}_{m}\left(A, r_{0}\right)$, and $r_{m}^{G}=r_{0}-A x_{m}^{G}$, where $x_{m}^{G}$ is the minimizer of $\min _{x \in \mathcal{K}_{m}\left(A, r_{0}\right)}\left\|r_{0}-A x\right\|$. Then $\left(r-r_{m}^{G}\right)^{*} r_{m}^{G}=0$ and thus

$$
\begin{equation*}
\left\|r-r_{m}^{G}\right\|^{2}+\left\|r_{m}^{G}\right\|^{2}=\|r\|^{2} \tag{3.4}
\end{equation*}
$$

Proof. Both $r$ and $r_{m}^{G}$ lie in $r_{0}+A \mathcal{K}_{m}\left(A, r_{0}\right)$ and therefore their difference $r-r_{m}^{G} \in A \mathcal{K}_{m}\left(A, r_{0}\right)$. The GMRES residual minimizes the 2-norm over all elements in $r_{0}+A \mathcal{K}_{m}\left(A, r_{0}\right)$, and therefore $r_{m}^{G} \perp A \mathcal{K}_{m}\left(A, r_{0}\right)$, from which $\left(r_{m}^{G}\right)^{*}\left(r_{m}-r_{m}^{G}\right)=0$. The equality (3.4) follows using Pythagoras' theorem.

In general, we can relate the two equations (3.1) and (2.1) as follows. Consider a reduced QR factorization $W_{i}=V_{i} U_{i}, i=m, m+1$, with $V_{i} \in \mathbb{R}^{n \times i}$ having orthonormal columns and $U_{i} \in \mathbb{R}^{i \times i}$ upper triangular. Let

$$
\begin{equation*}
\widehat{T}_{m+1, m}=U_{m+1} T_{m+1, m} \tag{3.5}
\end{equation*}
$$

which is an upper Hessenberg matrix when $T_{m+1, m}$ is upper Hessenberg, and, as before, we denote by $\widehat{T}_{m}$ its principal $m \times m$ submatrix.

Theorem 3.6 Assume that $m$ iterations of a non-optimal Krylov subspace method have been performed with the matrix $A$ and that $U_{m+1}=V_{m+1}^{*} W_{m+1}$ is nonsingular. Let $r_{m}=b-A W_{m} T_{m+1, m}^{+} e_{1} \beta$ and $r_{m}^{G}=b-A W_{m} y_{m}^{G} \equiv$ $V_{m+1} g_{m}^{G}$ be the GMRES residual, with $y_{m}^{G}=\widehat{T}_{m+1, m}^{+} e_{1} \beta$. Then

$$
\begin{equation*}
\left\|r_{m}-r_{m}^{G}\right\|=\left(\alpha_{m}^{2}-1\right)^{\frac{1}{2}}\left\|r_{m}^{G}\right\| \tag{3.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{m}=\frac{\left\|r_{m}\right\|}{\left\|r_{m}^{G}\right\|}=\frac{\left\|U_{m+1} t\right\|}{\left\|U_{m+1}^{*} d\right\|} \tag{3.7}
\end{equation*}
$$

with $t \in \mathcal{N}\left(T_{m+1, m}^{*}\right), d \in \mathcal{N}\left(\widehat{T}_{m+1, m}^{*}\right)$, both of unit length.
Proof. The identity (3.6) follows directly from Lemma 3.5. Let $T=T_{m+1, m}$ and $\widehat{T}=\widehat{T}_{m+1, m}$, for short. For $d \in \mathcal{N}\left(\widehat{T}^{*}\right),\|d\|=1$, we can write (by choosing the appropriate direction of $d$ )

$$
\begin{equation*}
g_{m}^{G}=\left(I-\widehat{T} \widehat{T}^{+}\right) e_{1} \beta=d d^{*} e_{1} \beta, \quad \text { so that } \quad\left\|g_{m}^{G}\right\|=\left\|r_{m}^{G}\right\|=\left|d^{*} e_{1} \beta\right| \tag{3.8}
\end{equation*}
$$

To prove the second equality in (3.7), for $t \in \mathcal{N}\left(T^{*}\right),\|t\|=1$, we write $\left\|r_{m}\right\|=\left\|W_{m+1} t t^{*} e_{1} \beta\right\|=\left\|W_{m+1} t\right\|\left|t^{*} e_{1} \beta\right|=\left\|U_{m+1} t\right\|\left|t^{*} e_{1} \beta\right|$. Using (3.5)
we can write (by choosing the appropriate direction of $t$ ) $t=U_{m+1}^{*} d /$ $\left\|U_{m+1}^{*} d\right\|$, from which, since $U_{m+1} e_{1}=e_{1}$, using (3.8) we obtain

$$
\left\|r_{m}\right\|=\left\|U_{m+1} t\right\|\left|t^{*} e_{1} \beta\right|=\frac{\left\|U_{m+1} t\right\|}{\left\|U_{m+1}^{*} d\right\|}\left|d^{*} U_{m+1} e_{1} \beta\right|=\frac{\left\|U_{m+1} t\right\|}{\left\|U_{m+1}^{*} d\right\|}\left\|r_{m}^{G}\right\| .
$$

We emphasize that as in the case of Theorem 3.1, our result (3.6) with (3.7) is an equality, but unlike that case, here its direct interpretation is less clear. What we can say in general is that since $U_{m+1}=V_{m+1}^{*} W_{m+1}$ and $t$ is of unit norm, we have that $\left\|U_{m+1} t\right\| \leq \sqrt{m+1}$, and thus its maximum growth is well understood. The analysis of the key quantity $\left\|U_{m+1}^{*} d\right\|$ is taken up in the next section for the particular case of GMRES.

We end this section with a general bound for the relative residual gap. By Lemma 3.5, we have that $r_{m}^{*} r_{m}^{G}=\left\|r_{m}^{G}\right\|^{2}$, so that we can write $\cos \theta=$ $r_{m}^{*} r_{m}^{G} /\left(\left\|r_{m}\right\|\left\|r_{m}^{G}\right\|\right)=1 / \alpha_{m}$, and thus $|\tan \theta|=\sqrt{\alpha_{m}^{2}-1}$. Therefore, the relative gap only depends on the angle between the two residual vectors, and not on the norm of $r_{m}$. A well-known bound for $\alpha_{m}$ is $\kappa\left(U_{m+1}\right)$, see, e.g., [13, Theorem 5.3.1], so that $|\tan \theta|<\alpha_{m} \leq \kappa\left(U_{m+1}\right)$. Here we present a slightly better bound, whose proof is given in the Appendix.

Proposition 3.7 With the notation of Theorem 3.6,

$$
\begin{equation*}
\frac{\left\|r_{m}-r_{m}^{G}\right\|}{\left\|r_{m}^{G}\right\|}=|\tan \theta| \leq \frac{1}{2} \kappa\left(U_{m+1}\right)\left(1-\frac{1}{\kappa\left(U_{m+1}\right)}\right)<\kappa\left(U_{m+1}\right) . \tag{3.9}
\end{equation*}
$$

The estimate of Proposition 3.7 is in line with earlier results for quasi-minimal residual type methods, see, e.g., [10], [27], which relate the loss of optimality to the ill-conditioning of the non-orthogonal basis. Experimental results indicate that this bound is very pessimistic, and that the relative gap may be several orders of magnitude lower than $\kappa\left(U_{m+1}\right)$ in practice. In the next section we analyze the quantity $\left\|U_{m+1}^{*} d\right\|$, resulting in an understanding of the behavior of the relative residual gap in the particular case of GMRES.

## 4 Analysis of the residual gap for GMRES

In this section we analyze the vector $U_{m+1}^{*} d$, which determines the size of the relative residual gap for GMRES in the bound

$$
\begin{equation*}
\frac{\left\|r_{m}-r_{m}^{G}\right\|}{\left\|r_{m}^{G}\right\|} \leq \frac{\sqrt{m+1}}{\left\|U_{m+1}^{*} d\right\|} \tag{4.1}
\end{equation*}
$$

see Theorem 3.6 and the comments following it. We want to see when we can expect $\left\|U_{m+1}^{*} d\right\|$ to remain sufficiently away from zero, so that the relative
residual gap is not amplified as $m$ grows. Thus, we can obtain a least qualitatively, a bound not as pessimistic as (3.9). The structure of the null vector $d$ plays a crucial role in this analysis.

Consider the QR factorization of $\widehat{T}_{m+1, m}=Q_{m+1} R$, and observe that $d$ is the $(m+1)$ st column of $Q_{m+1}$ and that the orthogonal matrix $Q_{m+1}$ is the same as one would obtain in the QR factorization of $H_{m+1, m}$. Indeed, $H_{m+1, m}=T_{m+1, m} U_{m}^{-1}=Q_{m+1} R U_{m}^{-1}:=Q_{m+1} R_{1}$. We recall that

$$
Q_{m+1}^{*}=\Omega_{m} \Omega_{m-1} \cdots \Omega_{1}, \quad \text { where } \quad \Omega_{i}=\left[\begin{array}{cccc}
I_{i-1} & & & \\
0 & c_{i} & s_{i} & 0 \\
0 & -s_{i} & c_{i} & 0 \\
& & & I
\end{array}\right]
$$

is the appropriate Givens rotation; see, e.g., [27]. Explicit computation shows that
$d=Q_{m+1} e_{m+1}=\left[\begin{array}{c}s_{m} s_{m-1} \cdots s_{1} \\ s_{m} s_{m-1} \cdots s_{2} c_{1} \\ s_{m} s_{m-1} \cdots s_{3} c_{2} \\ \vdots \\ s_{m} c_{m-1} \\ c_{m}\end{array}\right]=\left[\begin{array}{c}s_{m} s_{m-1} \cdots s_{1} \\ s_{m} s_{m-1} \cdots s_{1}\left(c_{1} / s_{1}\right) \\ s_{m} s_{m-1} \cdots s_{1}\left(c_{2} /\left(s_{1} s_{2}\right)\right) \\ \vdots \\ s_{m} s_{m-1} \cdots s_{1}\left(c_{m-1} /\left(s_{1} s_{2} \cdots s_{m-1}\right)\right) \\ c_{m}\end{array}\right]$.
We also recall that $\beta\left|s_{k} s_{k-1} \cdots s_{1}\right|=\left\|r_{k}^{G}\right\|$ with $\beta=\left\|r_{0}^{G}\right\|$, so that

$$
d=\left[\begin{array}{c}
\left\|r_{m}^{G}\right\| /\left\|r_{0}^{G}\right\| \\
\left(\left\|r_{m}^{G}\right\| /\left\|r_{1}^{G}\right\|\right) c_{1} \\
\vdots \\
\left(\left\|r_{m}^{G}\right\| /\left\|r_{m-1}^{G}\right\|\right) c_{m-1} \\
c_{m}
\end{array}\right]
$$

Therefore, as $\left\|r_{j}^{G}\right\|$ decreases with $j$, the components of $|d|$ are expected to have an increasing pattern. In particular, the $i$ th component $\delta_{i}=e_{i}^{*} d$ is characterized by the ratio $\left\|r_{m}^{G}\right\| /\left\|r_{i-1}^{G}\right\|$, which indicates how much the residual has decreased in the last $m-i$ iterations. In fact, if we let $\rho$ be the smallest positive number such that $\left\|r_{j}^{G}\right\| /\left\|r_{j-1}^{G}\right\| \leq \rho$, for all $j \leq m$, we have

$$
\begin{equation*}
\left|\delta_{i}\right| \leq \rho^{m-i+1}, i=1, \ldots, m+1 \tag{4.2}
\end{equation*}
$$

We call $\rho$ the convergence rate of GMRES. Moreover, writing $U_{m+1}^{*} d=$ $W_{m+1}^{*} V_{m+1} d$, we see that the gap between the optimal and non-optimal residuals solely depends on how well the "residual" direction vector $V_{m+1} d$ is
represented in the non-optimal basis. A related important consideration is that, apart from the sign, we can write

$$
\begin{equation*}
\frac{1}{\left\|r_{m}^{G}\right\|} r_{m}^{G}=V_{m+1} d=\sum_{i=1}^{m+1} \delta_{i} v_{i} \tag{4.3}
\end{equation*}
$$

The linear combination in (4.3) and the bounds (4.2) lead to the following remark which applies to the cases of interest described in the introduction, i.e., fast convergence of the optimal method. In the following remark we attempt to quantify what we mean by fast convergence, and illustrate this with Example 4.2 below.

Remark 4.1 If GMRES converges with convergence rate $\rho \ll 1$, then the residual direction vector $r_{m}^{G} /\left\|r_{m}^{G}\right\|$ lies very close to the subspace generated by the last computed basis vectors. In other words, if the convergence is fast, i.e., $\rho \ll 1$, we may not need to orthogonalize with respect to older vectors, since $r_{m}^{G}$ may have very small components in them, i.e., $r_{m}^{G}$ may be essentially a linear combination of the last few vectors (but not necessarily only a multiple of the last one).

Remark 4.1 has some insightful consequences. Firstly, if the rate $\rho$ is significantly less than one, then for $\left\|r_{m}-r_{m}^{G}\right\| /\left\|r_{m}^{G}\right\|$ to be bounded is sufficient that the last columns in $W_{m+1}$ have a non-negligible projection onto the corresponding portion of $V_{m+1}$. More precisely, for $\ell \geq 0$, we write

$$
d=\left[\begin{array}{l}
d_{1} \\
d_{2}
\end{array}\right], \quad d_{2} \in \mathbb{R}^{\ell+1}, \quad U_{m+1}=\left[\begin{array}{cc}
\mathcal{U}_{1} & \mathcal{U}_{2} \\
0 & \mathcal{U}_{3}
\end{array}\right], \quad \mathcal{U}_{3} \in \mathbb{R}^{(\ell+1) \times(\ell+1)}
$$

We have $\left\|d_{1}\right\|^{2} \leq \rho^{2 m}+\rho^{2 m-2}+\cdots+\rho^{2(\ell+1)}$, so that $\left\|d_{1}\right\| \leq \sqrt{m-\ell} \rho^{\ell+1} \equiv$ $\varepsilon$. Then, for $\varepsilon \ll 1$,

$$
U_{m+1}^{*} d=\left[\begin{array}{c}
\mathcal{U}_{1}^{*} d_{1} \\
\mathcal{U}_{2}^{*} d_{1}+\mathcal{U}_{3}^{*} d_{2}
\end{array}\right], \quad \text { with } \quad \begin{aligned}
& \left\|\mathcal{U}_{1}^{*} d_{1}\right\| \approx \varepsilon \\
& \left\|\mathcal{U}_{2}^{*} d_{1}+\mathcal{U}_{3}^{*} d_{2}\right\| \approx\left\|\mathcal{U}_{3}^{*} d_{2}\right\| .
\end{aligned}
$$

To maintain $\left\|U_{m+1}^{*} d\right\|$ sufficiently larger than zero, it appears that it is only required that $\mathcal{U}_{3}=V_{m-k: m+1}^{*} W_{m-k: m+1}$ be not too ill-conditioned (and this need is mitigated somehow by the fact that $\left\|d_{2}\right\| \approx \rho$, and no smaller). This goal may be achieved if the subspace dimension is ensured to increase while using the non-optimal basis $W_{m+1}$. In this respect, full orthogonality of the basis seems to be an unnecessarily strict condition.

A second, though related, consequence of Remark 4.1 is that if $\rho \ll 1$, then loss of orthogonality with respect to older vectors in the basis $W_{m+1}$ may be harmless. Indeed, $\left\|\mathcal{U}_{1}^{*} d_{1}\right\| \approx \varepsilon$ even for $\mathcal{U}_{1}$ close to the identity matrix. The first block of the vector $U_{m+1}^{*} d$ does not contribute to the size of the vector, as it may be $\left\|\mathcal{U}_{1}^{*} d_{1}\right\| \ll\left\|U_{m+1}^{*} d\right\|$. Hence, enforcing orthogonality seems
to be beneficial only as a means to enlarge the subspace dimension, i.e., to maintain linear independence. We mention here again that orthogonality of the basis is not needed for stability of GMRES, only linear independence is; see, e.g., [14], [20].

The two considerations just discussed remain valid without the assumption (4.2) if $\left\|r_{m}^{G}\right\|$ is much smaller than $\left\|r_{0}^{G}\right\|,\left\|r_{1}^{G}\right\|, \ldots$, yielding small first components in $d$. This is the case for example when the GMRES residual norm shows initial stagnation, followed by a substantial decrease. Our experiments in the rest of the paper indeed show that the non-optimal methods are not significantly affected by an initial stagnation of the optimal residual, as long as they are able to capture the reduction in the residual norm, cf. [20], [21], [22].

Finally, since $U_{m+1} e_{1}=e_{1}$, an obvious lower bound for $\left\|U_{m+1}^{*} d\right\|$ can be obtained by setting $\ell=m-1$ in the relation of the paragraph after Remark 4.1, so that $\left\|U_{m+1}^{*} d\right\| \geq\left\|\mathcal{U}_{1}^{*} \delta_{1}\right\|=\left\|r_{m}^{G}\right\| /\left\|r_{0}\right\|$, and thus

$$
\left\|U_{m+1}^{*} d\right\| \geq \max \left\{\sigma_{\min }\left(U_{m+1}\right), \frac{\left\|r_{m}^{G}\right\|}{\left\|r_{0}\right\|}\right\}
$$

This bound ensures that the non-optimal method does not significantly deviate from the optimal iteration, when, for instance, GMRES convergence experiences a slow initial phase.

A more optimistic estimate can be obtained when using truncated methods. Indeed, if $k+1$ consecutive basis vectors are maintained orthogonal, then the leading $(k+1) \times(k+1)$ block of $U_{m+1}$ is the identity matrix, so that

$$
\begin{equation*}
\left\|U_{m+1}^{*} d\right\| \geq\left\|\left[U_{k+1}^{*}, O\right] d\right\| \approx \rho^{m-k+1} \tag{4.4}
\end{equation*}
$$

We illustrate our results and in particular this estimate with the following example.

Example 4.2 The aim of this example is to show that in (4.1), the quantity $\left\|U_{m+1}^{*} d\right\|$ may be much larger than $\sigma_{\min }\left(U_{m+1}\right)$, and that (4.4) may provide a computable quantity to estimate $\left\|U_{m+1}^{*} d\right\|$ when using a truncated method.

We consider the same problem as in Example 3.2. In the left plot of Figure 4 we report the convergence history for GMRES and for the truncated method, with $k=10$. In the right plot we report the values of $\sigma_{\min }\left(U_{m+1}\right)$ (dashed) and of $\left\|U_{m+1}^{*} d\right\|$ (solid), as the iteration proceeds. As anticipated, the estimate using $\sigma_{\min }\left(U_{m+1}\right)$ would provide an extremely pessimistic picture. The dash-dotted line is the graph of $\rho_{k}^{m-k+1}$, where $\rho_{k}=\left\|r_{k}\right\| /\left\|r_{k-1}\right\|$ is the residual decrease at the last step before truncation takes place, that is, at the last iteration the optimal residual is available. If the optimal method is converging fast, and $\rho_{k} \leq \rho$, then we expect that $\rho_{k}^{m-k+1}$ be a good measure of $\left\|U_{m+1}^{*} d\right\|$, which cannot be computed when running the non-optimal


Fig. 4. Example 4.2:GMRES and truncated GMRES $(k=10)$. Left: Convergence history. Right: Illustration of estimate (4.4)
method. This statement is confirmed by the curve in the right plot of Figure 4. It should be remarked, however, that this is a very rough measure, since it strongly depends on the convergence rate at the $k$ th iteration. A more reliable measure should take into account all available information, while possibly dynamically adapting the parameter as the iteration proceeds.

## 5 Delay and Invariant Subspaces

We return to the question on when one can expect larger or smaller delays, depending on the matrix $A$ and the method used. We begin by rewriting (2.1) as

$$
\begin{align*}
A W_{m} & =W_{m+1} T_{m+1, m}=V_{m+1} T_{m+1, m}+\left(W_{m+1}-V_{m+1}\right) T_{m+1, m}  \tag{5.1}\\
& =: V_{m+1} T_{m+1, m}+E_{m}
\end{align*}
$$

implying the relation

$$
\begin{equation*}
\left(A+\mathcal{E}_{m}\right) W_{m}=V_{m+1} T_{m+1, m}, \tag{5.2}
\end{equation*}
$$

with $\mathcal{E}_{m}=-E_{m} U_{m}^{-1} V_{m}^{*}$. We highlight the difference between this last relation and the identities (3.1) and (2.1). In these earlier relations we represented the matrix $A$ using optimal (orthogonal) or non-optimal bases of $\mathcal{K}_{m}\left(A, r_{0}\right)$, via their representations $H_{m+1, m}$ or $T_{m+1, m}$. In (5.2) we keep the non-optimal representation $T_{m+1, m}$, which becomes "optimal" for a modified matrix $\left(A+\mathcal{E}_{m}\right)$, i.e., the result of a projection with an orthogonal matrix $V_{m+1}$.

In the context of this paper $\left\|E_{m}\right\|=\left\|\left(U_{m+1}-I\right) T_{m+1, m}\right\|$ tends to grow with $m$ (as the columns of $W_{m}$ are less and less orthogonal); this fact and the
relations (5.1) and (5.2) resemble those for inexact Krylov subspace methods [32]. This similarity allows us to naturally generalize the theory developed for those inexact methods in [33] to the non-optimal approaches studied here.

The general idea of this superlinear convergence theory is that the iterative method changes convergence rate, i.e., the residual curve gets steeper, if the Krylov subspace contains a good approximation to an invariant subspace of $A$. For the unperturbed problem, i.e., for $\mathcal{E}_{m}=0$, it is shown in [33] that the norm of the $(m+j)$ th GMRES residual is comparable to that of another GMRES method whose initial vector is the $m$ th GMRES residual stripped of components on the appropriate invariant subspace of $A$; see Theorem 5.1 below and the comments following it. Furthermore, the perturbed problem with $A+\mathcal{E}_{m}$ behaves as the unperturbed one as long as the iterative method is able to capture similar invariant subspace information. This is particularly apparent when considering truncated methods: if one orthogonalizes with respect to the previous $k$ vectors, we have that $\mathcal{E}_{m}=0, m=1, \ldots, k$, so that the perturbed problem coincides with the unperturbed one, for $m \leq k$.

The following result formalizes the application of our theory from [33]. We comment further on its implications later in this section. Let $r_{m}$, as before, be the residual at the $m$ th step of a non-optimal minimal residual method based on (2.1), or equivalently on (5.2). Here $\|\cdot\|$ represents the norm induced by the underlying inner product $\langle x, y\rangle$.

Theorem 5.1 Let $P_{Q}$ be a spectral projector onto a simple invariant subspace $\mathcal{R}(Q)$ of $A+\mathcal{E}_{m}$ of dimension $s$, and $\Pi_{Y}$ the orthogonal projector onto an s-dimensional subspace $\mathcal{R}(Y) \subset\left(A+\mathcal{E}_{m}\right) \mathcal{K}_{m}\left(A+\mathcal{E}_{m}, r_{0}\right)$. Then, the following bound holds for $j=1, \ldots$,

$$
\begin{align*}
\left\|r_{m+j}\right\| & =\min _{d \in\left(A+\mathcal{E}_{m+j}\right) \mathcal{K}_{m+j}\left(A+\mathcal{E}_{m+j}, r_{0}\right)}\left\|r_{0}-d\right\| \\
& \leq \sqrt{2} \min _{d \in\left(A+\mathcal{E}_{m+j}\right) \mathcal{K}_{j}\left(A+\mathcal{E}_{m+j}, r_{m}\right)}\left\|\left[\begin{array}{c}
I-P_{Q} \\
\gamma P_{Q}
\end{array}\right]\left(r_{m}-d\right)\right\|, \tag{5.3}
\end{align*}
$$

where $\gamma=\left\|\left(I-\Pi_{Y}\right) P_{Q}\right\|$.
Proof. Observe first that $\mathcal{R}\left(A W_{m}\right)=\mathcal{R}\left(A V_{m}\right)=A \mathcal{K}_{m}\left(A, r_{0}\right)$, and similarly

$$
\begin{aligned}
\mathcal{R}\left(\left(A+\mathcal{E}_{m}\right) W_{m}\right) & =\mathcal{R}\left(\left(A+\mathcal{E}_{m}\right) V_{m}\right)=\left(A+\mathcal{E}_{m}\right) \mathcal{K}_{m}\left(A+\mathcal{E}_{m}, r_{0}\right) \\
& =\mathcal{R}\left(V_{m+1} T_{m+1, m}\right)
\end{aligned}
$$

Furthermore, using the form of the upper Hessenberg matrix $T_{m+j+1, m+j}$, whose $(m+1) \times m$ submatrix is $T_{m+1, m}$ and by considering $V_{m+j+1}=$ [ $V_{m+1}, \hat{V}_{j}$ ] for some matrix $\hat{V}_{j}$, we have $\mathcal{R}\left(V_{m+1} T_{m+1, m}\right) \subset \mathcal{R}\left(V_{m+j+1}\right.$ $T_{m+j+1, m+j}$ ), for $j=1, \ldots$. The theorem follows now by applying [33, Theo. 3.1].

The value of $\gamma$ quantifies the proximity of two subspaces: the invariant subspace, and a subspace $\mathcal{R}(Y)$ of the same dimension in $\left(A+\mathcal{E}_{m}\right) \mathcal{K}_{m}(A+$ $\left.\mathcal{E}_{m}, r_{0}\right)$. The better approximated the invariant subspace is in $\mathcal{R}(Y)$, the smaller $\gamma$ is; see further [33]. When $\gamma$ is small, Proposition 3.4 and Corollary 3.6 of [33] ensure that the solution of the least squares problem (5.3) is very close to the solution of the minimization problem with initial vector $\bar{r}_{m}=\left(I-P_{Q}\right) r_{m}$, namely, to the solution of

$$
\min _{d \in\left(A+\mathcal{E}_{m+j}\right) \mathcal{K}_{j}\left(A+\mathcal{E}_{m+j}, \bar{r}_{m}\right)}\left\|\bar{r}_{m}-d\right\| .
$$

In summary, the spectral properties of matrix $A$ and the initial residual $r_{0}$ determine if the non-optimal iterative method has a superlinear convergence behavior similar to that of the optimal method or if there is a convergence delay. If $A$ is such that an invariant subspace of $A$ is well approximated in $\mathcal{K}_{m}\left(A, r_{0}\right)$ and if similarly an invariant subspace of the perturbed matrix $A+\mathcal{E}_{m}$ is well approximated in $\mathcal{K}_{m}\left(A+\mathcal{E}_{m}, r_{0}\right)$, then the delay is small. This will happen if, for example, the truncation parameter $k$ is large enough.

In general, and not necessarily related to the superlinear convergence described in Theorem 5.1, small delay occurs when the spectrum of $A$ is sufficiently clustered and not too sensitive to perturbations, so that the spectral properties of $A+\mathcal{E}_{m}$ do not significantly differ from those of $A$. In this case, a small number of iterations is enough to capture the information for the optimal and non-optimal methods to have fast convergence. This is the case, for example, of optimally preconditioned problems.

In the rest of the section we report on some additional numerical experiments which illustrate and support our theoretical analysis. Again, we remind the reader that all our analysis assumes finite precision arithmetic, whereas the experiments obviously do not. In the following two examples we analyze the dependence of the non-optimal method on the clustering of the spectrum.
Example 5.2 Consider the $100 \times 100$ matrix $A=X J_{1} X^{-1}$, where $X$ is a random matrix with normally distributed entries (Matlab function randn with initial random generator state), with condition number of about 500. Matrix $J_{1}$ is a block diagonal matrix with $2 \times 2$ blocks of the form

$$
I_{2}+\frac{1}{2}\left[\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right]
$$

and $\theta$ uniformly distributed in $[-\pi, \pi]$. The eigenvalues are depicted in the left plot of Figure 5. We compare the residual history for optimal GMRES and for truncated GMRES, with truncation parameter $k=5,10$, and righthand side equal to a nonzero vector of equal entries. Due to this particular eigenvalue distribution, the convergence of GMRES is linear, with convergence rate depending on the disk radius [27]. Both truncated methods are


Fig. 5. Example 5.2. Left: Spectrum of the matrix. Right: Convergence history of GMRES and truncated GMRES $(k=5,10)$
able to correctly identify the perturbed cluster, maintaining the same rate of convergence, even for the strict truncation parameter, $k=5$.

Example 5.3 We next modify some of the eigenvalues of $A$ in the previous example, that is, we consider the $100 \times 100$ matrix $A=X J_{2} X^{-1}$, with $X$ the same as before, where $J_{2}$ differs from $J_{1}$ only in the first and last four eigenvalues. These are real, as reported in the left plot of Figure 6. The right-hand side is as before. The performance is now significantly different for the truncated methods, as can be deduced from the right plot of Figure 6. On the one hand, GMRES is able to capture the invariant subspaces associated with the


Fig. 6. Example 5.3. Left: Spectrum of the matrix. Right: Convergence history of GMRES and truncated GMRES $(k=5,10,20)$


Fig. 7. Example 5.4. Convergence history of GMRES and truncated GMRES ( $k=$ 10, 20, 30)
outlying eigenvalues, showing superlinear convergence. On the other hand, according to the setting of (5.2), the truncated procedures solve a perturbed problem with eigenvalues in a larger region, with no outliers. Hence, superlinearity does not occur. It is also remarkable that the convergence slope does not change considerably when passing from 10 to 5 orthogonal vectors, showing that similar information is carried on in the two cases.

Example 5.4 We again modify the matrix in Example 5.2. This time, we maintain the same matrix $J_{1}$, yielding the clustered spectrum as in the left plot of Figure 5, whereas we consider an eigenvector matrix $X_{1}$ whose condition number is $\kappa\left(X_{1}\right)=10^{6}$, providing a matrix $A=X_{1} J_{1} X_{1}^{-1}$ with condition number $\kappa(A) \approx 3 \cdot 10^{10}$. The matrix $X_{1}$ was generated by means of the the Matlab function randsvd in the Higham's TestMatrix Toolbox [17], by requiring geometrically distributed singular values (a zero seed was used for the random number generator before calling randsvd). The convergence curves for the optimal GMRES method and for its truncated version $(k=10,20,30)$ are reported in Figure 7. They show a dramatic difference in the performance, as compared to Figure 5, due to the conditioning of $X_{1}$. As discussed earlier in this section, the non-optimal method can be viewed as an inexact method. It was shown in [33] that the condition number of the eigenvector matrix plays a fundamental role in the performance of inexact methods. Our numerical results are thus in agreement with the arguments in [33]. Finally, we remark that in this experiment, the Krylov basis in the non-optimal case looses rank soon after truncation takes place.

Example 5.5 In this last example, we consider a $100 \times 100$ symmetric positive definite matrix, corresponding to the finite differences discretization of the


Fig. 8. Example 5.5: convergence history for GMRES and truncated GMRES, $k=2,3$

2D Laplacian on the unit square. The right-hand side is once again a constant nonzero vector. We explore the typical situation that arises in practice when the preconditioner is only known via a function that, given a vector $v$, returns the action of the preconditioner as $w=\mathcal{P}(v)$, as is the case for instance in multilevel preconditioning techniques. To simulate this situation, we considered an incomplete Cholesky preconditioner with threshold $10^{-1}$ (matrix $L^{*}$ obtained with the Matlab function cholinc), together with a perturbation, that is, $w=L^{-*} L^{-1} v+\varepsilon e$, with $\varepsilon=10^{-5}$ and $e$ a vector of all ones. Here the situation is completely analogous to that described in [1] and [24].

The left plot of Figure 8 reports the convergence history of standard PCG (vertical dashes), as implemented for instance in [11]. As expected, the final attainable accuracy is reached at a level that depends on the nonsymmetry of the preconditioner. In the plot, the convergence history of FOM and that of the truncated version with $k=2,3$, are also reported. Right preconditioning is employed. The highly truncated versions are able to capture the fast convergence of the full method. It is important to observe that this is not due to a quasi-orthogonality of the basis, nor to an almost banded form of the representation matrix $T_{m+1, m}$. Indeed, the right plot of Figure 8 shows that for $k=2$, the basis vectors in $W_{m+1}$ are far from being orthogonal for $m>3$ (solid curve), and that $\left\|E_{m}\right\|=\left\|\widehat{T}_{m+1, m}-T_{m+1, m}\right\|$ is highly non-negligible (dashed curve). Our results earlier in this section help explain the good observed behavior of the truncated methods. The clustering of the preconditioned problem is such that high perturbations in the operator can only mildly alter the linear convergence rate.

## 6 Conclusion

We have presented new results which help our understanding of the convergence behavior of truncated and other non-optimal Krylov subspace methods. In the non-optimal case, the matrix $W_{m}$ whose columns span $\mathcal{K}_{m}\left(A, r_{0}\right)$ may be very far from orthogonal, and we may still have good convergence. The symmetry of $A$ or of its restriction to $\mathcal{K}_{m}\left(A, r_{0}\right), T_{m}$, does not enter into our analysis, we only require that $T_{m}$ be nonsingular or $T_{m+1, m}$ be full rank, so that the solutions in (2.2) and (2.3) respectively, are well defined. On the other hand, certain properties of $A$ do matter, for example its spectral properties. Furthermore, if $A$ is very sensitive to perturbations, then the non-optimal method may have a considerable delay. In particular, our experiments show that for the non-optimal methods to be competitive, the eigenvector matrix should not be too ill-conditioned; this property should be taken into account when designing effective preconditioning procedures.

## Appendix

In this appendix we prove Proposition 3.7.
Proof of Proposition 3.7. Let $T=T_{m+1, m}$ and $\widehat{T}=\widehat{T}_{m+1, m}$, for short, and let $d, t$ be two unit norm vectors spanning $\mathcal{N}\left(\widehat{T}^{*}\right)$ and $\mathcal{N}\left(T^{*}\right)$, respectively. As in the proof of Theorem 3.6, we have $g_{m}=t\left\|g_{m}\right\|$ with $t=U_{m+1}^{*} d /\left\|U_{m+1}^{*} d\right\|$, and $r_{m}^{G}= \pm V_{m+1} d\left\|r_{m}^{G}\right\|$. Hence, letting $\sigma_{\min } \neq 0, \sigma_{\max }$ denote the smallest and largest singular values of $U_{m+1}$, we have

$$
\begin{aligned}
\frac{1}{\alpha}=|\cos \theta| & =\frac{\left|r_{m}^{*} r_{m}^{G}\right|}{\left\|r_{m}\right\|\left\|r_{m}^{G}\right\|}=\frac{\left|\left(U_{m+1} g_{m}\right)^{*} d\right|}{\left\|U_{m+1} g_{m}\right\|}=\frac{\left(U_{m+1} U_{m+1}^{*} d\right)^{*} d}{\left\|U_{m+1} U_{m+1}^{*} d\right\|} \\
& =\frac{d^{*} U_{m+1} U_{m+1}^{*} d}{\left\|U_{m+1} U_{m+1}^{*} d\right\|} \geq \min _{\|z\|=1} \frac{z^{*} U_{m+1} U_{m+1}^{*} z}{\left\|U_{m+1} U_{m+1}^{*} z\right\|}=\frac{2 \sigma_{\max } \sigma_{\min }}{\sigma_{\min }^{2}+\sigma_{\max }^{2}}
\end{aligned}
$$

where the last equality follows from [16, Theorem 3.1-2]. The result follows from using the bound above in $|\tan \theta|=\sqrt{\alpha^{2}-1}$.
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[^0]:    ${ }^{1}$ The same projector $P_{A}$, can alternatively be defined as $A W_{m}\left(W_{m}^{*} A W_{m}\right)^{1} W_{m}^{*}$.

