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Abstract
Detection of foreground structured objects in the images is an 
essential task in many image processing applications. This paper 
presents a region merging and region growing approach for 
automatic detection of the foreground objects in the image. The 
proposed approach identifies objects in the given image based on 
general properties of the objects without depending on the prior 
knowledge about specific objects. The region contrast information 
is used to separate the regions of the structured objects from the 
background regions. The perceptual organization laws are used 
in the region merging process to group the various regions i.e. 
parts of the object. The system is adaptive to the image content. 
The results of the experiments show that the proposed scheme can 
efficiently extract object boundary from the background.
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I. Introduction 
Image segmentation is the task of dividing an image into coherent 
regions so that each region corresponds to an object or area of 
interest. The detection of structured foreground objects in an image 
is useful in many applications like image classification, image 
retrieval, content-aware image resizing etc. 
The structured objects are more difficult to identify as they are 
composed of multiple parts. Different parts of object may have 
distinct surface characteristics (e.g. colors, texture etc.). The 
proposed approach tries to detect the structured foreground objects 
in the image using region contrast information and perceptual 
organization of object parts. The approach is based on the general 
properties of real-world objects (e.g. similarity, proximity etc.) and 
hence does not depend on specific properties of objects.
The structured objects usually have high contrast to their 
background. Hence region contrast information is used to separate 
the regions that belong to unstructured and structured objects. 
Perceptual organization is the basic capability of human visual 
system to identify relevant groupings and structures from an image 
without any prior knowledge of its content. The Gestalt Laws are 
based on human visual perception of objects. In the proposed 
approach Law of similarity, Law of Symmetry, Law of Alignment  
& Law of Proximity are used to group the regions together to form 
a region that constitutes a structured object in an image.
The proposed approach applies Gestalt laws to image regions 
and merge the regions together to identify one single region that 
represents a structured object. The accuracy of region merging is 
measured by using boundary energy function.

II. Related Works
In the top down approach of image segmentation prior knowledge 
about an object such as its shape, color or texture is used to guide 
the segmentation. In bottom-up approach the pixels are grouped 
according to the similarity among low-level features such as color, 
textures etc. 
There are two types of bottom-up segmentation methods, region-
based and edge based segmentation. In the graph based image 

segmentation approach each pixel of the image is equivalent to 
a node in the graph and edges represent adjacent pixels. Weights 
on each edge are the dissimilarity between pixels. The boundaries 
between regions are defined by measuring the dissimilarity 
between the neighboring pixels. In the Ncut method the nodes 
are arranged into groups so that within the group the similarity is 
high and between the groups the similarity is low. 
In the region-based approach, each pixel is assigned to a particular 
region. In region growing method of image segmentation a seed 
region is selected at start and a new region is identified by merging 
as many neighboring regions with the seed region. 
The boundary detection of objects was also implemented as a 
supervised learning problem [12]. A large data set of human-
labeled boundaries in natural images is used to train a boundary 
model. The model can then identify boundary pixels based on a set 
of low-level cues such as brightness, color and texture extracted 
from local image patches. 
In the multi-class image segmentation technique [9] a number of 
classes (e.g., road, sky, water, etc.) are defined for labeling every 
pixel in an image. In this method the image is first segmented 
into multiple coherent initial regions and then each region is 
assigned to one of predefined classes. Gestalt grouping laws can 
also be used for segmenting an image. They used boundary energy 
functions to identify the regions that can be grouped together. The 
energy function includes information about the region. The energy 
function measures the accuracy of grouping the regions.

III. Problem Statement
Accurate detection of foreground objects in an image is a difficult 
task as images may contain several different types of objects. Also 
an object is composed of multiple parts with each part having 
different surface characteristics. 
In this paper we propose a novel approach to identify boundary 
of foreground objects in an image by using general properties of 
real world objects. 
Therefore the problem is to design, develop and implement a 
system, that takes an image as input, separates the background 
and foreground object regions and detects boundary of structured 
objects solely based on perceptual organization laws, without 
depending on a priori knowledge of the specific objects.

IV. Objective
Given an image, the objective is to detect boundary of structured 
objects in the image solely based on some general properties of the 
real world objects, without depending on the a priori knowledge 
of the specific objects.

V. Methodology
The proposed approach uses region contrast information and 
Gestalt perceptual organization laws to identify the structured 
objects in the image. Contrast is defined as the difference between 
maximum and minimum intensities in the image. Perceptual 
organization is the basic capability of human vision system to 
identify relevant groupings in an image without prior knowledge 
of its content. The Gestalt laws reflect the general properties of 
man-made and natural objects.
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Figure 1 shows the major steps in the system:

Fig. 1: Steps for Boundary Detection of Structured Objects

The input to the system is an image in the RGB color format. The 
preprocessing involves applying a smoothing filter to remove the 
noise from the input image. 

The image is first segmented into multiple uniform regions (i.e. 
superpixels) by using the Felzenszwalb and Huttenlocher’s [3] 
segmentation algorithm. These initial super-pixels carry more 
information as compared to pixels as well as use of superpixels 
reduces execution time as number of superpixels is less than 
number of image pixels. Also the superpixels having similar 
color are merged together. These initial regions approximately 
correspond to parts of the object. 
As the object detection is done based on color contrast information, 
a color histogram is created for each region. The structured objects 
have high contrast to background. Hence based on the region 
contrast information we can identify regions that belong to 
structured object [6]. For each region its color contrast is calculated 
based on region’s histogram, by measuring its color contrast to 
all the other regions in the image.
The proposed approach used thresholding technique to identify 
the regions that form the structured object. A threshold of region 
contrast is calculated as,

Threshold = meanregion_contrast 

The regions having region contrast more than threshold are 
considered as regions that belong to structured objects. The initial 
regions or superpixels roughly correspond to object parts. The 
regions having region contrast less than threshold are considered 
as regions that belong to background (i.e. unstructured objects).

Next these multiple regions (i.e. object parts) are grouped together 
to detect a structured object[7]. To start the grouping process, we 
select  a seed region from the set of structured object regions.  

The seed region is a region with highest region contrast. The 
regions are grouped together by using perceptual organization laws 
(i.e. similarity, symmetry, alignment and proximity). The regions 
are grouped together based on their structural relationships. 

A boundary energy function is defined to measure the accuracy 
of region grouping. The energy function incorporates region 
information. This region grouping procedure is repeated for 
multiple rounds until no region can be grouped with other region. 
The function tries to find the best region that corresponds to 
structured object. The structured object is extracted from the 
background when the merging process ends. The output generated 
is an image with detected structured objects.
VI. Results & Discussion
The system is tested on Berkley dataset. The Berkley dataset is 
widely used as a benchmark dataset for many boundary detection 
and segmentation algorithms. 

The dataset contains images with a wide variety of man-made and 
biological objects with various types of backgrounds. The size of 
the images are 481 X 321.This dataset also provides ground truth 
object segmentation.  

The input to the system is an image file and output is an image with 
foreground structured object separated from the background. The 
accuracy of boundary detection is measured by using F-Measure. 
F measure considers both the precision  and the recall of the test 
to compute the score. 
Precision p is defined as

Recall is defined as

The F score can be interpreted as a weighted average of the 
precision and recall, where an F score reaches its best value at 1 
and worst score at 0. The F score is given as,

The images in the dataset are falling into 3 categories :
• Images containing one object (70 images)
• Images containing two objects (34 images)
• Images containing three or more objects (196 images)
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Figures 2 shows the results of the system on images under different categories. 

Image with 1 object Image with 2 objects Image with 3 or more objects

Input Image

Ground truth

Output Image

Precision 0.82 0.83 0.81
Recall 0.92 0.98 0.95

F Measure 0.87 0.90 0.88

Fig. 2: Sample of Structured Object Detection Using Berkley Dataset

Table 1 shows average precision, recall and F-measure values for each image category.

Table 1: Test Results of Proposed System
Image Category Total No. of Images Avg.Precision Avg. Recall Avg. F-measure

1 object  70 0.84 0.91 0.87
2 objects 34 0.86 0.92 0.88

3 or Multiple objects 196 0.80 0.88 0.83
Total 300 0.83 0.90 0.86

Table 2 shows comparison between existing method and the proposed method based on precision, recall and F-measure values. The 
results of both the systems are tested on Berkley dataset with total 300 images.

Table 2: Comparison of Test Results
Parameter Existing Method [1] Proposed Method
Precision 0.75 0.83

Recall 0.69 0.90
F-Measure 0.72 0.86

V. Conclusion
We have presented a system for boundary detection of foreground structured objects. The system follows a region merging & growing 
approach. The system uses region contrast information and perceptual organization laws to group the regions.

The experimental results show that, the system can identify various types of structured objects in the image. The objects are identified 
based on general properties of real world objects without requiring object-specific knowledge. 
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The system can detect different types of objects with variety 
of complex backgrounds. The system is adaptive to the image 
content. The system can segment an object without the need of 
recognizing it.
In future, the system accuracy will be improved by combining 
region and edge information.
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