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ABSTRACT 

Consumer 3D scanners and depth cameras are increasingly being 

used to generate content and avatars for Virtual Reality (VR) 

environments and avoid the inconveniences of hand modeling; 

however, it is sometimes difficult to evaluate quantitatively the 

mesh quality at which consumer available 3D scans should be 

exported, and whether the object perception might be affected by 

its shading. We propose using a paired-comparisons test based on 

psychophysics of perception to do that evaluation. As 

psychophysics is not subject to opinion, skill level, mental state, or 

economic situation it can be considered a quantitative way to 

measure how people perceive the mesh quality. In particular, we 

compare four different levels of mesh quality (1K, 5K, 10K and 

20K triangles). We present two studies within subjects: in one we 

investigate the influences of seeing an object in a regular screen vs. 

in a Head Mounted Display (HMD); while in the second 

experiment we aim at detecting the effects of shading into quality 

perception. At each iteration of the pair-test comparisons 

participants pick the mesh that they think had higher quality; by the 

end of the experiment we compile a preference matrix. The results 

show a correlation between real and assessed quality, despite 

participants’ reported uncertainty. We also find an interaction with 

quality and shading, which gains importance for quality perception 

when the mesh has high definition. Furthermore, we assess the 

subjective realism of the most/least preferred scans using an 

Immersive Augmented Reality (IAR) video-see-through setup to 

compare the real vs the 3D scanned object in the same HMD 

environment. Results show higher levels of realism were perceived 

through the HMD than when using a regular monitor, although the 

quality was similarly perceived in both systems.   
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1. INTRODUCTION 
Content creation and 3D modeling have long been a critical 

restriction to the VR expansion. In the game industry one approach 

to tackle this problem has been based on self-content creation, by 

providing tools for the users, they can generate and share their own 

content, scenes and avatars [1]. Thus, moving from the pre-

modeled content to personalized environments with infinite content 

combinations. Similar ideas for content creation are appearing for 

VR setups, e.g. with digital sculpting [2], however some methods 

can get increasingly complex and require artistic skills from the 

users. With the appearance of depth sensors and 3D scans, we have 

seen a new boost in self-content creation. Using this technology 

users create new content out of real-life objects [3], own look-a-

like avatars [4], [5] or complete scenes [6]. The quality of the 

scenes or objects created may vary across different scanning 

technologies and researchers have turned to the field of mesh 

quality evaluation in order to optimize the newly generated meshes 

so they can be used in scenarios such as Immersive Virtual 

Environments (IVE).  

A classical evaluation approach in the domain of imaging that has 

been applied to computer rendering is the Visible Difference 

Predictor (VDP) [7], which assesses the dissimilarities with 

original inputs to estimate changes in perception [8]. Besides, 

research on mesh quality evaluation has also focused on geometric 

criteria or algebraic theories [9]. These approaches are able to 

quantify the results of meshing processes and influence the 

specifications of the mesh creation, optimization or smoothing 

algorithms. However, it is clear that the quality of the mesh is also 

bound to the fundamental limits of human perception, thus more 

subjective components have also been explored with questionnaires 

[9], or with ordered selections [10]. Some more complex 

approaches have created predictors of the subjective effect that a 

new rendering or lossy compression technique will have on the 

participants’ perception [9]. Additionally, human perceptual 

evaluations can also be measured through behavioral responses 

[11], or even physiological measures [12], [13]; other research has 

looked at finding thresholds of perception through psychophysics 

[14], [15]. In fact, psychophysics is a good way to explore the 

fundamental limits of perception, since it involves the use of innate 

skills in estimation and sensory mechanisms [16]. For the case of 

mesh quality perception the psychophysics methodology can be 

borrowed from colorimetric matching [17]; where subjects 

determine equivalence classes of spectral content based on 

matching colors until they are perceptually indistinguishable, at 

Just-Noticeable-Differences [18] and bellow subjective thresholds. 

By analogy with the psychophysics of color matching, equivalence 

between different mesh qualities can be determined via a forced-

choice pair-based comparison [19]. This method builds a full 
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ranking of preference ordered mesh qualities instead of providing 

only absolute values.  

In the current paper we present two experimental studies that 

explore the feasibility of the pair-based psychophysics approach to 

research mesh quality perception thresholds as well as to determine 

the importance of the two influencing factors (display and shading) 

[20]. 

2. Materials and Methods 

2.1 Procedure 
The primary investigation was to determine the extent to which 

participants were able to distinguish the different qualities of 3D 

scanned meshes using psychophysics (Figure 1). The secondary 

purpose of the study was to determine the influence of the use of 

HMD stereoscopic displays compared to traditional desktop 

screens (Experiment 1, n=20 participants aged 33.5 ± 8.9 years, 2 

females), as well as the importance of shading (Experiment 2, n=21 

participants aged 31.9 ± 8.9 years, 3 females). The two experiments 

were run within subjects, Experiment 2 also had a full factorial 

design with two factors: mesh quality (with 4 levels corresponding 

to the four exported models); and rendering mode (with 2 levels: 

unlit shader vs. Lambert diffuse shader) and was fully provided via 

HMD.  

During the paired-comparisons, the 3D scanned objects were 

presented in random order appearing side by side and their position 

was also randomized. At each comparison participants were asked 

to select “which polygonal mesh had higher quality”.  

At the end of both experiments, participants were asked to measure 

the absolute realism of their most and least preferred meshes as 

described in the Measures section. 

2.2 Apparatus 

2.2.1 Scan 

The models were scanned using an Asus Xtion PRO LIVE RGB 

and Depth Sensor camera and the software Skanect (see 

supplementary video). 3D models were trimmed and converted to 

watertight using the lowest smoothing option, they were also colour 

textured using the standard colourize settings within Skanect. 

Models were finally exported to the different resolutions of 1K, 5K, 

10K and 20K to be used in the experiment. The scanned object was 

unknown to the participants.  

2.2.2 Display 

The mesh quality was tested in a monoscopic display HP LP2065 

LCD running at a 1600x1200 pixel resolution, true life 32-bit at 

60Hz. And in an Oculus Rift DK1 HMD. The scenario was built in 

Unity3D and rendered with a resolution of 1024x768, to match it 

of the HMD. The selections in the force-choice paired comparisons 

were done with a mouse click in the monoscopic display, and 

though a wand interaction on the HMD. Participants were allowed 

to explore the objects by moving the mouse in the monoscopic 

display and through real-time motion tracking in the HMD. The 

HMD head tracking was performed with a NaturalPoint Motive 

motion capture system (24 x Flex 13 cameras) running at 120Hz 

that streams the head’s position and rotation providing a first person 

perspective to explore the object [21]. Since depth perception could 

also play a larger role in the selection, objects were equidistant at 

20cm in both conditions (see supplementary video).  

For the subjective comparisons with the real object in the 

stereoscopic condition we implement a video-see-through 

augmented reality rift [22], [23] (Figure 2), coupled to the HMD 

with a 3D printed body that holds two Logitech C310 cameras. The 

lenses were replaced by those of a Genius Widecam F100 to reduce 

the disparity in FOV between the HMD and the cameras. As a 

result, the setup features a 90º horizontal FOV and the aspect ratio 

is 1.33:1 for both the cameras and the Rift (the resulting FOV can 

be observed in Figure 2b). Although the frame rate of the cameras 

is less than the one featured by the HMD’s (~45Hz and 60Hz 

respectively) the system is operative in real-time. The camera 

lenses optical distortion was corrected in real-time with a shader 

using pre-calculated camera calibrations [24].  

2.3 Measures 

2.3.1 Paired comparisons test 

Participants compared the different quality models exported from 

the scanning software in a forced-choice paired comparison 

psychometric task [19]. This comparative approach is based on 

context interpretation rather than abstract rankings and can be used 

to explore thresholds of perception while reaching statistical 

stability [19]; indeed paired comparisons can provide reliable 

rankings for an entire set of elements especially when participants 

are completely unable to subjectively determine a difference 

between the options at first glance [19]. The total number of 

comparisons presented is given by equation (1), 

𝑐 =  
𝑛 (𝑛 − 1)

2
 (1) 

where n is the number of meshes in the set and c is the total number 

of comparisons between them.  

During the experiments, the comparisons are performed twice for 

each pair, i.e. 2𝑐. If the participant’s choice is not consistent in both 

comparisons, a third one is presented. This method results in a 

Figure 1. Scanned objects with 1K, 5K, 10K, 20K triangles 

(from left to right). (a) Unlit objects and (b) Lambert 

diffuse shaded objects are compared through paired-

comparisons psychophysics. (c) Corresponding wireframe. 

 

. 

 

 

Figure 2. Augmented Reality Stereoscopic Setup: a) head 

tracked HMD and stereo cameras for video see through; b) 

the selected mesh can be seen together with the real object. 

148



greater reliability of the final result. Therefore, the maximum 

number of comparisons 𝑐𝑚𝑎𝑥 is given by equation (2). 

𝑐𝑚𝑎𝑥 =  
3𝑛 (𝑛 − 1)

2
 (2) 

Therefore, in the first experiment with four meshes to be compared 

(n=4), participants had to do between 12 and 18 comparisons in 

each condition (stereoscopic and monoscopic). While in the second 

experiment with the full factorial design comparing four meshes 

and two shaders (n=8), participants had to perform between 56 and 

84 comparisons in total. 

While one way to determine confidence is to directly ask 

participants, this information can also be derived from the number 

of comparisons they underwent. Peterson and Brown’s method 

accounts for the ambiguity of choices by creating a preference score 

that includes the number of comparisons that were needed at each 

step [19]. Therefore, the preference score ps between two meshes 

A, B corresponds to the difference in number of times the 

participant selected each mesh over the number of times the 

comparison was presented, represented by equation (3), 

𝑝𝑠 =  
(𝑡𝐴 − 𝑡𝐵)

(𝑡𝐴 + 𝑡𝐵)
 (3) 

where 𝑡𝐴 and 𝑡𝐵 are the number of times the participant preferred 

meshes A and B correspondingly. I.e. if two meshes were compared 

and the same mesh was selected both times the preference score for 

that comparison would be (2-0)/(2+0)=1, if a third comparison was 

needed because no clear choice was found, the preference score 

would reduce and be (2-1)/(2+1)=0.333. The final preference score 

for a mesh would include the scores from all the comparisons 

within all the meshes: ∑ 𝑝𝑠. I.e, when comparing 4 meshes the 

maximum preference score for a mesh would be 3. Additionally 

Peterson and Brown also propose consistency checks on the 

decisions through the evaluation of circular triads in a person’s 

choices [19].  

2.3.2 Subjective evaluation, realism and confidence 

In order to have a more absolute evaluation of the realism we select 

the most and least preferred mesh and asked for a comparison with 

the real object using the Immersive AR setup. In the monoscopic 

condition participants undergo a screen to real object comparison. 

“How much from 1 to 10 does this mesh look like the real object?” 

(From 1 not at all, 10 looks just like the real object). 

Additionally, in the second experiment we also assessed 

participants’ confidence level during the choices “How often were 

you certain of the answers or were you guessing?” (From 1 always 

certain to 10 always guessing). 

3. Results 

3.1 Experiment 1: Stereoscopy 

3.1.1  Paired-test comparison 

Participants compared the different quality models exported in a 

regular monitor condition and in the HMD condition, all under the 

same unlit shading conditions (Figure 1a). In both conditions we 

find a correlation between the mesh quality and the preference 

score in the force-choice paired test (Pearson correlation for 

monoscopic r(78)=0.61, p<0.001, and for stereoscopic r(78)=0.55, 

p<0.001), this correlation shows how the preference (number of 

times each mesh is selected) increases for higher mesh qualities 

(Figure 3). When looking into the data more in detail, we find that 

the thresholds of perception were not so clear for participants when 

comparing smaller quality changes such as 5K to 10K or 10K to 

20K (Wilcoxon signed-rank test, Z <-1.3 p>0.1), but bigger mesh 

qualities where significantly differentiated such as 5K to 20K or 1K 

to the rest (Z <-2.7, p<0.01), both in the monoscopic and 

stereoscopic condition. Post-hoc comparisons between the two 

viewing conditions do not show significant differences (Z=0.37, 

p=0.7). Regarding confidence, the number of repeated comparisons 

needed both the monoscopic and the stereoscopic condition were 

similar (Z=-0.42, p=0.7). 

3.1.2 Subjective realism evaluation 

Meshes seen in the stereoscopic condition were significantly 

perceived as more realistic than in the monoscopic condition 

(Wilcoxon paired signed rank test, Z=-2.5, p=0.01), independently 

of the quality mesh (Figure 3). Furthermore, as expected, the 

realism of the perceived highest quality mesh was ranked 

significantly higher than the one perceived as lowest quality mesh 

in both conditions (Z =-3.5, p<0.001). This result is a consistency 

check as when the quality mesh is increased so is the perceived 

realism of the object.  

3.2 Experiment 2: Shading and Confidence 
Participants compared the different quality meshes (5K, 10K and 

20K) in two rendering conditions with an unlit shader vs. a Lambert 

diffuse shader, which computationally is not much more expensive 

than no shading. This experiment was run in the HMD and had a 

full factorial design, we analysed the results within and between 

class comparisons covariate by the subjective confidence level as a 

result to the question “How often were you certain of the answers 

or were you guessing?” (From 1 always certain to 10 always 

guessing). Participants were clustered as High Confidence (HC) if 

scored from 1 to 4, (n=8) and as Low Confidence (LC) if scored 

from 5 to 8 (n=13), nobody reported values higher than 8. Scores 

of 5 or higher can arguably be considered LC as it would represent 

guessing in 50% or more of the cases. 

3.2.1 Within comparisons 

We find that while the HC participants were able to suitably assess 

the mesh quality in the unlit meshes (significant Pearson correlation 

r(24)=0.53, p=0.007), the LC had a reduced ability to detect higher 

qualities (no correlation, Pearson p=0.85) (Figure 4). 

Those differences were not found for the shaded models, where 

both HC and LC participants were not able to tell which mesh was 

better (no correlations, Pearson p>0.48). This can be interpreted as 

if the thresholds of perception where more diffused in the Lambert 

shaded condition, the original differences and correlations found in 

Figure 3. Left: boxplot representing distributions of the 

psychophysical preference score between the different 

meshes. Right: subjective realism of the most and least 

preferred meshes for both conditions. (Quartiles, median, 

standard deviation, and outliers marked). 
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the Unlit condition disappear as if the different qualities of the mesh 

were harder to distinguish in the Lambert condition. 

3.2.2 Between comparisons 

When considering all the between comparisons (unlit vs lit and 

different qualities) we did not find significant differences in 

preference between the two modes of shading per mesh quality, 

(Unlit and Lambert). No differences nor significant correlations 

were found when clustering the HC and LC participants’ 

preferences (Figure 5). This can be interpreted as if participants 

were not taking shading into account to judge the mesh quality of 

3D objects, although they might find higher realism in the Lambert 

shaded condition. 

4. Discussion 

In the first experiment exploring mesh quality perception under two 

levels of immersion (monoscopic and stereoscopic viewing) we 

found a significant correlation between the quality of the mesh and 

the frequency of selection for both modalities. I.e. participants were 

equally good at estimating the quality of the meshes in both 

conditions. These results are consistent with previous studies 

comparing stereo to mono when performing different tasks (see 

recent review of over 70 papers [25]). Indeed, our study would be 

included into the "Finding/Identifying/Classifying Objects" group; 

over half of the papers in this group found that the stereoscopic 

view did not directly increase participant performance. Other tasks 

such as judging distances beneficiated more of stereoscopic 

viewing [25]. However, participants in our study consistently rated 

meshes in the stereoscopic view as more realistic than in the 

monoscopic view. This indicates that although they were not able 

to differentiate between the mesh qualities in both conditions, the 

stereoscopic view still made the meshes look more realistic overall. 

This is consistent with previous research that found clinicians 

assessing whether the optic disc of patients was presenting signs of 

glaucoma performed equally well on both viewing modes but had 

a slight preference towards the stereoscopic condition as being 

more realistic [26]. 

In a second experiment we analysed the effect of shading on the 

quality perception of a mesh with different levels of detail. We 

introduced an additional subjective assessment to compare high 

confident and low confident results. Results showed a decreased 

discernibility of mesh quality in the Lambert shaded condition that 

was not present in the Unlit comparisons. This perceptual glitch 

was particularly interesting for the case of the High Confident 

participants: their ability to discern the higher quality mesh 

significantly reduced only in the Lambert shading condition. Our 

results are in the same line as results obtained with VDPs [7] and 

visual equivalences [8]. Certain light directions can affect the 

quality perception and then higher and lower quality meshes cannot 

be distinguished well under shading [27]. In sum improved shading 

tends to mask lower definition and participants subjectively 

perceive objects as if they had the same quality as the high 

definition ones. However, participants did not show preference for 

the shaded models over the unlit ones. Other research has also 

shown that people are not actually so concerned when objects and 

scenes are Not Photorealistic (NPR) in Virtual Reality [28]. 

Suggesting that object rendering styles do not influence basic 

object identification, and mesh quality assessment could arguably 

qualify as basic object identification.  

Our findings suggest that lower polygonal resolutions can achieve 

similar levels of quality perception when using shading. Indeed, the 

discernibility of the mesh quality dropped significantly when using 

shading; up to a point that even highly confident participants were 

unable of distinguishing the quality of meshes of 20K, 10K and 5K 

triangles. 

5. Conclusions 

Up to date several approaches have been presented to objectively 

and subjectively evaluate mesh quality [9], which are basic to the 

future of 3D scanning and self-content creation for VR. However, 

current objective techniques based on mathematical approaches do 

not always replicate the actual human perception of the meshes [9], 

while the subjective approaches have been mostly restricted to 

questionnaires that can be inadequate to measure differences at the 

level of perceptual thresholds [9]. The present approach based on 

psychophysics can help the community in that sense, and provide a 

more adequate methodology to discover the boundaries in human 

mesh quality perception [16].  

Future research might include: more computationally expensive 

shading aimed at more realism; or the evaluation of the exported 

meshes with VDPs and mathematical methods to see how they 

compare to the psychophysiological results.  

In general, we believe the findings and the methodology here 

presented are of great interest to the Multimedia and VR 

communities, as they can be used to help generate simpler meshes 

that are optimized for real-time rendering with fewer triangles and 

still be perceived as high quality.  

Figure 5. Left: HC participants’ results for the Unlit vs. 

Lambert. Right: LC participants’ results for the Unlit vs. 

Lambert. The boxplot represents the preference for the 

different mesh qualities. The Y axis goes from preferred 

Unlit to preferred Lambert, Zero means no preference. 

Figure 4. Left: HC preferences for the unlit comparisons. 

Right: LC results for the unlit comparisons. 
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