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The problem of almost sure (a.s.) asymptotic adaptive synchronization for neutral-type neural networks with stochastic
perturbation and Markovian switching is researched. Firstly, we proposed a new criterion of a.s. asymptotic stability for a
general neutral-type stochastic differential equation which extends the existing results. Secondly, based upon this stability
criterion, by making use of Lyapunov functional method and designing an adaptive controller, we obtained a condition of a.s.
asymptotic adaptive synchronization for neutral-type neural networks with stochastic perturbation and Markovian switching. The
synchronization condition is expressed as linear matrix inequality which can be easily solved by Matlab. Finally, we introduced a
numerical example to illustrate the effectiveness of the method and result obtained in this paper.

1. Introduction

As it iswell known, the stability and synchronization of neural
networks can be applied to create chemical and biological sys-
tems, secure communication systems, information science,
image processing, and so on. In recent years, different control
methods are derived to achieve different synchronization,
such as randomly occurring control [1], sampled-data control
[2, 3], passivity analysis [4], impulsive control [5–8], and
adaptive control [9].

By utilizing adaptive control method, the parameters of
the system need to be estimated and the control law needs
to be updated when the neural networks evolve. In the past
decade, much attention has been devoted to the research of
the adaptive synchronization for neural networks. In [9, 10],
the adaptive lag synchronization of unknown chaotic neural
networks is considered. Adaptive synchronization problem
of delayed neural networks with stochastic perturbation is
studied in [11]. Besides these, there are many literatures to
study adaptive synchronization problems (see, e.g., [12, 13]
and the references therein).

Recently, the stability and synchronization of neutral-
type systems, specially neutral-type neural networks, which

depend on the derivative of the state and the delay state
have attracted a lot of attention (see, e.g., [14–19] and the
references therein) due to the fact that some physical systems
in the real world can be described by neutral-typemodels (see
[20]). However, the adaptive control was not investigated in
[14–17], and the neutral term of derivative of the delay state
was not taken into account in the neural networks proposed
in [9–13]. Zhou et al. in [18] did not study the almost sure
(a.s.) synchronization for neutral-type neural networks. Zhu
et al. in [19] did not research the synchronization problem
for neural networks with Markovian switching parame-
ters. From the authors’ best knowledge, so far the almost
surely adaptive synchronization problem for neutral-type
neural networks with stochastic perturbation andMarkovian
switching parameters has not been fully investigated yet.This
motivates our current work.

In this paper, the problem of almost sure (a.s.) asymptotic
adaptive synchronization for neutral-type neural networks
with stochastic perturbation and Markovian switching is
researched. By making use of Lyapunov functional method
and designing an adaptive controller, we obtained a condition
of a.s. asymptotic adaptive synchronization for neutral-type
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neural networks with stochastic perturbation andMarkovian
switching. Finally, we introduced a numerical example to
illustrate the effectiveness of the method and result obtained
in this paper. The main contributions of this paper are as
follows.

(1) A new model for a class of neutral-type neural net-
works with stochastic perturbation and Markovian
switching is given; it is more general than other
models.

(2) A new criterion of a.s. asymptotic stability for a
general neutral-type stochastic differential equation is
proposed which extends the existing results.

The notations are quite standard. Throughout this paper,
R
+
,R𝑛, andR𝑛×𝑛 denote the set of nonnegative real numbers,

𝑛-dimensional Euclidean space, and the set of all 𝑛 × 𝑛

real matrices, respectively. The superscript 𝑇 denotes matrix
transposition, trace(⋅) denotes the trace of the corresponding
matrix, and 𝐼 denotes the identity matrix. | ⋅ | stands for the
Euclidean norm inR𝑛. diag{⋅ ⋅ ⋅ } stands for the block diagonal
matrix. Let (Ω,F,P) be a complete probability space with
a filtration {F

𝑡
}
𝑡≥0

satisfying the usual conditions (i.e., the
filtration contains all 𝑃-null sets and is increasing and right
continuous). For 𝑝 > 0, denote by L

𝑝

F0
([−𝜏, 0];R𝑛

) the
family of all F

0
-measurable, C([−𝜏, 0];R𝑛

)-valued random
variables 𝜉 such that the mathematical expectation E ‖ 𝜉‖

𝑝

<

∞, where C([−𝜏, 0];R𝑛
) denotes the family of all continuous

R𝑛-valued functions, and the norm ‖ 𝜉 ‖= sup
−𝜏≤𝑠≤0

|𝜉(𝑠)|.
Denote by C𝑏

F0
([−𝜏, 0];R𝑛

) the family of allF
0
-measurable,

bounded and C𝑏
([−𝜏, 0];R𝑛

)-value random variables. If 𝑥(𝑡)
is a continuous R𝑛-valued stochastic process on 𝑡 ∈ [−𝜏,∞),
we let 𝑥

𝑡
= {𝑥(𝑡 + 𝜃) : −𝜏 ≤ 𝜃 ≤ 0} for 𝑡 ≥ 0 which is regarded

as a C([−𝜏, 0];R𝑛
)-valued stochastic process. C2,1

(R
+
× 𝑆 ×

R𝑛
;R) denotes the set of functions from R

+
× 𝑆 × R𝑛 to R

which are continuously twice differentiable in 𝑥 ∈ R𝑛 and
once differentiable in 𝑡 ∈ R

+
.

2. Problem Formulation and Preliminaries

Let {𝑟(𝑡)}
𝑡≥0

be a right-continuous Markov chain on the
probability space taking values in a finite state space 𝑆 =

{1, 2, . . . , 𝑁} with generator Γ = (𝛾
𝑖𝑗
)
𝑁×𝑁

given by

P {𝑟 (𝑡 + 𝛿) = 𝑗 | 𝑟 (𝑡) = 𝑖} = {

𝛾
𝑖𝑗
𝛿 + 𝑜 (𝛿) , if 𝑖 ̸= 𝑗,

1 + 𝛾
𝑖𝑗
𝛿 + 𝑜 (𝛿) , if 𝑖 = 𝑗,

(1)

where 𝛿 > 0 and 𝛾
𝑖𝑗
≥ 0 is the transition rate from 𝑖 to 𝑗 if 𝑖 ̸= 𝑗

while

𝛾
𝑖𝑖
= −

𝑁

∑

𝑗=1,𝑗 ̸= 𝑖

𝛾
𝑖𝑗
. (2)

Consider the following neutral-type neural networks
called drive system and represented by the compact form as
follows:

𝑑 [𝑥 (𝑡) − 𝐷 (𝑟 (𝑡)) 𝑥 (𝑡 − 𝜏)]

= [− 𝐶 (𝑟 (𝑡)) 𝑥 (𝑡) + 𝐴 (𝑟 (𝑡)) 𝑓 (𝑥 (𝑡)) + 𝐵 (𝑟 (𝑡))

× 𝑓 (𝑥 (𝑡 − 𝜏)) + 𝐸 (𝑟 (𝑡))

× ∫

𝑡

𝑡−𝜏

𝑓 (𝑥 (𝑠)) 𝑑𝑠 + 𝐽 (𝑟 (𝑡))] 𝑑𝑡,

(3)

where 𝑥(𝑡) = [𝑥
1
(𝑡), 𝑥

2
(𝑡), . . . , 𝑥

𝑛
(𝑡)]

𝑇

∈ R𝑛 is the state
vector associated with 𝑛 neurons, 𝑓(⋅) denotes the neuron
activation functions, and 𝜏 represents the transmission delay.
For 𝑡 ≥ 0, we denote 𝑟(𝑡) = 𝑖, 𝐴(𝑟(𝑡)) = 𝐴

𝑖, 𝐵(𝑟(𝑡)) = 𝐵
𝑖,

𝐶(𝑟(𝑡)) = 𝐶
𝑖, 𝐷(𝑟(𝑡)) = 𝐷

𝑖
, 𝐸(𝑟(𝑡)) = 𝐸

𝑖, and 𝐽(𝑟(𝑡)) =

𝐽
𝑖, respectively. In neural network (3), ∀𝑖 ∈ 𝑆, 𝐴𝑖, 𝐵𝑖, and
𝐸
𝑖 are the connection weight, the discrete delay connection

weight, and distributed delay connection weight matrix,
respectively; 𝐶𝑖

= diag{𝑐𝑖
1
, 𝑐
𝑖

2
, . . . , 𝑐

𝑖

𝑛
} is a positive diagonal

matrix; 𝐷𝑖 is called the neutral-type parameter matrix; 𝐽𝑖 =
[𝐽
𝑖

1
, 𝐽
𝑖

2
, . . . , 𝐽

𝑖

𝑛
]
𝑇

∈ R𝑛 is the constant external input vector.
The initial condition of system (3) is given in the following

form:

𝑥 (𝑠) = 𝜉
𝑥
(𝑠) , 𝑠 ∈ [−𝜏, 0] , 𝑟 (0) = 𝑖

0
(4)

for any 𝜉
𝑥
∈ L2F0([−𝜏, 0];R

𝑛
).

For the drive system (3), the response system is

𝑑 [𝑦 (𝑡) − 𝐷 (𝑟 (𝑡)) 𝑦 (𝑡 − 𝜏)]

= [− 𝐶 (𝑟 (𝑡)) 𝑦 (𝑡) + 𝐴 (𝑟 (𝑡)) 𝑓 (𝑦 (𝑡))

+ 𝐵 (𝑟 (𝑡)) 𝑓 (𝑦 (𝑡 − 𝜏)) + 𝐸 (𝑟 (𝑡))

× ∫

𝑡

𝑡−𝜏

𝑓 (𝑦 (𝑠)) 𝑑𝑠 + 𝐽 (𝑟 (𝑡)) + 𝑈 (𝑟 (𝑡))] 𝑑𝑡

+ 𝜎 (𝑡, 𝑟 (𝑡) , 𝑦 (𝑡) − 𝑥 (𝑡) , 𝑦 (𝑡 − 𝜏) − 𝑥 (𝑡 − 𝜏)) 𝑑𝜔 (𝑡) ,

(5)

where 𝑦(𝑡) = [𝑦
1
(𝑡), 𝑦

2
(𝑡), . . . , 𝑦

𝑛
(𝑡)]

𝑇

∈ R𝑛 is the state
vector of the response system (5), 𝑈(𝑟(𝑡)) = 𝑈

𝑖
=

[𝑈
𝑖

1
, 𝑈

𝑖

2
, . . . , 𝑈

𝑖

𝑛
]
𝑇

∈ R𝑛 is a control input vector, 𝜔(𝑡) =

[𝜔
1
(𝑡), 𝜔

2
(𝑡), . . . , 𝜔

𝑛
(𝑡)]

𝑇 is an 𝑛-dimensional Brownian
motion defined on the complete probability space (Ω,F, 𝑃)

with a natural filtration {F
𝑡
}
𝑡≥0

(i.e.,F
𝑡
= 𝜎{𝜔(𝑠) : 0 ≤ 𝑠 ≤ 𝑡}

is a 𝜎-algebra) and is independent of the Markovian process
{𝑟(𝑡)}

𝑡≥0
, and 𝜎 : R

+
× 𝑆 × R𝑛

× R𝑛
→ R𝑛×𝑛 is the

noise intensity matrix. It is known that external random
fluctuation and other probabilistic causes often lead to this
type of stochastic perturbations.



Mathematical Problems in Engineering 3

The initial condition of system (5) is given in the following
form:

𝑦 (𝑠) = 𝜉
𝑦
(𝑠) , 𝑠 ∈ [−𝜏, 0] , 𝑟 (0) = 𝑖

0 (6)

for any 𝜉
𝑦
∈ L2F0([−𝜏, 0];R

𝑛
).

Let 𝑒(𝑡) = 𝑦(𝑡) − 𝑥(𝑡) be the synchronization error vector.
From the drive system and the response system, the error
system can be written as follows:

𝑑 [𝑒 (𝑡) − 𝐷 (𝑟 (𝑡)) 𝑒
𝜏
]

= [− 𝐶 (𝑟 (𝑡)) 𝑒 (𝑡) + 𝐴 (𝑟 (𝑡)) 𝑔 (𝑒 (𝑡)) + 𝐵 (𝑟 (𝑡)) 𝑔 (𝑒
𝜏
)

+ 𝐸 (𝑟 (𝑡)) ∫

𝑡

𝑡−𝜏

𝑔 (𝑒 (𝑠)) 𝑑𝑠 + 𝑈 (𝑟 (𝑡))] 𝑑𝑡

+ 𝜎 (𝑡, 𝑟 (𝑡) , 𝑒 (𝑡) , 𝑒
𝜏
) 𝑑𝜔 (𝑡) ,

(7)

where 𝑒
𝜏
= 𝑒(𝑡 − 𝜏), 𝑔(𝑒(𝑡)) = 𝑓(𝑥(𝑡) + 𝑒(𝑡)) − 𝑓(𝑥(𝑡)).

The initial condition of system (7) is given in the following
form:

𝑒 (𝑠) = 𝜉 (𝑠) = 𝜉
𝑦
(𝑠) − 𝜉

𝑥
(𝑠) , 𝑠 ∈ [−𝜏, 0] , 𝑟 (0) = 𝑖

0
,

(8)

with 𝑒(0) = 0.
The primary object here is to deal with the adaptive

synchronization problem of the drive system (3) and the
response system (5) and derive sufficient conditions such that
the response system (5) synchronizes with the drive system
(3).

To prove our main results, the following assumptions are
needed.

Assumption 1. The activation functions of the neurons 𝑓(⋅)
satisfy the Lipschitz condition.That is, there exists a constant
𝐿
1
, 𝐿

2
> 0 such that

𝐿
1

󵄨
󵄨
󵄨
󵄨
𝑥 − 𝑦

󵄨
󵄨
󵄨
󵄨
≤
󵄨
󵄨
󵄨
󵄨
𝑓 (𝑥) − 𝑓 (𝑦)

󵄨
󵄨
󵄨
󵄨
≤ 𝐿

2

󵄨
󵄨
󵄨
󵄨
𝑥 − 𝑦

󵄨
󵄨
󵄨
󵄨
, ∀𝑥, 𝑦 ∈ 𝑅

𝑛

.

(9)

Assumption 2. The noise intensity matrix 𝜎(⋅, ⋅, ⋅, ⋅) satisfies
the bounded condition. That is, there exist two positive
constants𝐻

1
and𝐻

2
, such that

trace (𝜎(𝑡, 𝑟 (𝑡) , 𝑥 (𝑡) , 𝑦 (𝑡))𝑇𝜎 (𝑡, 𝑟 (𝑡) , 𝑥 (𝑡) , 𝑦 (𝑡)))

≤ 𝐻
1
|𝑥 (𝑡)|

2

+ 𝐻
2

󵄨
󵄨
󵄨
󵄨
𝑦 (𝑡)

󵄨
󵄨
󵄨
󵄨

2

,

(10)

for all (𝑡, 𝑟(𝑡), 𝑥(𝑡), 𝑦(𝑡)) ∈ 𝑅
+
×𝑆×𝑅

𝑛
×𝑅

𝑛, and 𝜎(𝑡, 𝑖, 0, 0) = 0

for all (𝑡, 𝑖) ∈ R
+
× 𝑆.

Assumption 3. For the external input matrix 𝐷𝑖
(𝑖 ∈ 𝑆), there

exists positive constant 𝜅
𝑖
∈ (0, 1), such that

𝜌 (𝐷
𝑖

) = 𝜅
𝑖
≤ 𝜅 ∈ (0, 1) , (11)

where 𝜅 = max
𝑖∈𝑆
𝜅
𝑖
and 𝜌(𝐷𝑖

) is the spectral radius of matrix
𝐷
𝑖.

The following concept is necessary in this paper.

Definition 4 (see [21]). The trivial solution 𝑒(𝑡; 𝜉, 𝑖
0
) of the

error system (7) is said to be almost surely asymptotically
stable if

P( lim
𝑡→∞

󵄨
󵄨
󵄨
󵄨
𝑒 (𝑡; 𝜉, 𝑖

0
)
󵄨
󵄨
󵄨
󵄨
= 0) = 1 (12)

for any initial value 𝜉 ∈ C([−𝜏, 0];R𝑛
).

If the error system (7) is almost surely asymptotically
stable, then the drive system (3) and the response system (5)
are said to be almost surely asymptotically synchronization.

Consider the more general neutral-type stochastic delay
differential equation (NSDDE) with Markovian switching:

𝑑 [𝑥 (𝑡) − 𝐷 (𝑥 (𝑡 − 𝜏) , 𝑟 (𝑡))]

= 𝐹 (𝑡, 𝑟 (𝑡) , 𝑥 (𝑡) , 𝑥 (𝑡 − 𝜏)) 𝑑𝑡

+ 𝐺 (𝑡, 𝑟 (𝑡) , 𝑥 (𝑡) , 𝑥 (𝑡 − 𝜏)) 𝑑𝐵 (𝑡) ,

(13)

where 𝐵(𝑡) is an 𝑛-dimensional Brownian motion defined
on the probability space (Ω,F,P) but independent of the
Markov chain {𝑟(𝑡)}

𝑡≥0
and

𝐷 : R
𝑛

× 𝑆 󳨀→ R
𝑛

,

𝐹 : R
+
× 𝑆 ×R

𝑛

×R
𝑛

󳨀→ R
𝑛

,

𝐺 : R
+
× 𝑆 ×R

𝑛

×R
𝑛

󳨀→ R
𝑛×𝑛

(14)

are all Borel-measurable functions.
For NSDDE (13), the following hypothesis is needed.

(H1) Both 𝐹 and 𝐺 satisfy the local Lipschitz condition.
That is, for each ℎ > 0, there is an 𝐿

ℎ
> 0 such that

󵄨
󵄨
󵄨
󵄨
󵄨
𝐹 (𝑡, 𝑖, 𝑥, 𝑦) − 𝐹 (𝑡, 𝑖, 𝑥, 𝑦)

󵄨
󵄨
󵄨
󵄨
󵄨

∨

󵄨
󵄨
󵄨
󵄨
󵄨
𝐺 (𝑡, 𝑖, 𝑥, 𝑦) − 𝐺 (𝑡, 𝑖, 𝑥, 𝑦)

󵄨
󵄨
󵄨
󵄨
󵄨

≤ 𝐿
ℎ
(|𝑥 − 𝑥| +

󵄨
󵄨
󵄨
󵄨
𝑦 − 𝑦

󵄨
󵄨
󵄨
󵄨
)

(15)

for all (𝑡, 𝑖) ∈ R
+
× 𝑆 and those 𝑥, 𝑦, 𝑥, 𝑦 ∈ R𝑛 with 𝑥 ∨ 𝑦 ∨

𝑥 ∨ 𝑦 ≤ ℎ.

(H1)󸀠 Given any initial data {𝑥(𝜃) : −𝜏 ≤ 𝜃 ≤ 0} = 𝜉 ∈

C𝑏

F0
([−𝜏, 0];R𝑛

), (13) has a unique solution denoted by
𝑥(𝑡; 𝜉, 𝑖

0
) on 𝑡 ≥ 0. Moreover, both 𝐹(𝑡, 𝑟(𝑡), 𝑥(𝑡), 𝑦(𝑡))

and 𝐺(𝑡, 𝑟(𝑡), 𝑥(𝑡), 𝑦(𝑡)) are locally bounded in (𝑥, 𝑦)

while uniformly bounded in (𝑡, 𝑟(𝑡)). That is, for any
ℎ > 0, there is a 𝐾

ℎ
> 0, such that

󵄨
󵄨
󵄨
󵄨
󵄨
𝐹 (𝑡, 𝑟 (𝑡) , 𝑥 (𝑡) , 𝑦 (𝑡))

󵄨
󵄨
󵄨
󵄨
󵄨
∨

󵄨
󵄨
󵄨
󵄨
󵄨
𝐺 (𝑡, 𝑟 (𝑡) , 𝑥 (𝑡) , 𝑦 (𝑡))

󵄨
󵄨
󵄨
󵄨
󵄨
≤ 𝐾

ℎ
,

(16)

for all 𝑡 ≥ 0, 𝑟(𝑡) ∈ 𝑆, and 𝑥, 𝑦 ∈ R𝑛 with |𝑥| ∨ |𝑦| ≤ ℎ.
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(H2) For each 𝑖 ∈ 𝑆, there is a constant 𝜅
𝑖
∈ (0, 1) such that

󵄨
󵄨
󵄨
󵄨
󵄨
𝐷 (𝑥, 𝑖) − 𝐷 (𝑥, 𝑖)

󵄨
󵄨
󵄨
󵄨
󵄨
≤ 𝜅

𝑖
|𝑥 − 𝑥| ∀𝑥, 𝑥 ∈ R

𝑛

. (17)

(H3) For each (𝑡, 𝑖) ∈ R
+
× 𝑆,

𝐹 (𝑡, 𝑖, 0, 0) = 0, 𝐺 (𝑡, 𝑖, 0, 0) = 0, 𝐷 (0, 𝑖) = 0. (18)

Then, we present some preliminary lemmas which play
an important role in the proof of the main results.

Lemma 5 (see [16]). Let 𝑥, 𝑦 ∈ R𝑛. Then

𝑥
𝑇

𝑦 + 𝑦
𝑇

𝑥 ≤ 𝜖𝑥
𝑇

𝑥 + 𝜖
−1

𝑦
𝑇

𝑦 (19)

for any 𝜖 > 0.

Lemma 6 (the generalized Ito formula, see [17]). Let 𝑉 ∈

C2,1
(R

+
× 𝑆 × R𝑛

;R) and 𝑥(𝑡) be a solution of neutral-type
stochastic delay differential equation (13).

Then for any stopping times 0 ≤ 𝜌
1
≤ 𝜌

2
< ∞ a.s.

E𝑉(𝜌
2
, 𝑟 (𝜌

2
) , 𝑥 (𝜌

2
) − 𝐷 (𝑥 (𝜌

2
− 𝜏) , 𝑟 (𝜌

2
)))

= E𝑉(𝜌
1
, 𝑟 (𝜌

1
) , 𝑥 (𝜌

1
) − 𝐷 (𝑥 (𝜌

1
− 𝜏) , 𝑟 (𝜌

1
)))

+ E∫

𝜌2

𝜌1

L𝑉 (𝑠, 𝑟 (𝑠) , 𝑥 (𝑠) , 𝑥 (𝑠 − 𝜏)) 𝑑𝑠

(20)

holds provided that 𝑉(𝑡, 𝑟(𝑡), 𝑥(𝑡) − 𝐷(𝑥(𝑡), 𝑟(𝑡))) and
L𝑉(𝑡, 𝑟(𝑡), 𝑥(𝑡), 𝑥(𝑡 − 𝜏)) are bounded on 𝑡 ∈ [𝜌

1
, 𝜌

2
] with

probability 1, where the operatorL𝑉 : R
+
×𝑆×R𝑛

×R𝑛
→ R

is defined by

L𝑉 (𝑡, 𝑖, 𝑥, 𝑦)

= 𝑉
𝑡
(𝑡, 𝑖, 𝑥 − 𝐷 (𝑦, 𝑖)) + 𝑉

𝑥
(𝑡, 𝑖, 𝑥 − 𝐷 (𝑦, 𝑖)) 𝐹 (𝑡, 𝑖, 𝑥, 𝑦)

+

1

2

trace [𝐺

𝑇

(𝑡, 𝑖, 𝑥, y) 𝑉
𝑥𝑥

(𝑡, 𝑖, 𝑥 − 𝐷 (𝑦, 𝑖))

× 𝐺 (𝑡, 𝑖, 𝑥, 𝑦)]

+

𝑁

∑

𝑗=1

𝛾
𝑖𝑗
𝑉(𝑡, 𝑗, 𝑥 − 𝐷 (𝑦, 𝑖)) ,

𝑉
𝑡
(𝑡, 𝑖, 𝑥 (𝑡))

=

𝜕𝑉 (𝑡, 𝑖, 𝑥 (𝑡))

𝜕𝑡

,

𝑉
𝑥
(𝑡, 𝑖, 𝑥 (𝑡))

= (

𝜕𝑉 (𝑡, 𝑖, 𝑥 (𝑡))

𝜕𝑥
1

,

𝜕𝑉 (𝑡, 𝑖, 𝑥 (𝑡))

𝜕𝑥
2

, . . . ,

𝜕𝑉 (𝑡, 𝑖, 𝑥 (𝑡))

𝜕𝑥
𝑛

) ,

𝑉
𝑥𝑥

(𝑡, 𝑖, 𝑥 (𝑡))

= (

𝜕
2
𝑉 (𝑡, 𝑖, 𝑥 (𝑡))

𝜕𝑥
𝑗
𝜕𝑥

𝑘

)

𝑛×𝑛

.

(21)

Now we cite the convergence theorem of nonnegative
semimartingales (see [22],Theorem 7 on page 139) which is a
useful lemma.

Lemma 7 (the convergence theorem of nonnegative semi-
martingales). Let𝐴

1
(𝑡) and𝐴

2
(𝑡) be two continuous adapted

increasing processes on 𝑡 ≥ 0 with 𝐴
1
(0) = 𝐴

2
(0) = 0 a.s.

Let 𝑀(𝑡) be a real-valued continuous local martingale with
𝑀(0) = 0 a.s. Let 𝜁 be a nonnegativeF

0
-measurable random

variable such that E𝜁 < ∞. Define

𝑋 (𝑡) = 𝜁 + 𝐴
1
(𝑡) − 𝐴

2
(𝑡) + 𝑀 (𝑡) , 𝑡 ≥ 0. (22)

If𝑋(𝑡) is nonnegative, then

{ lim
𝑡→∞

𝐴
1
(𝑡) < ∞} ⊂ { lim

𝑡→∞

𝑋(𝑡) < ∞}

∩ { lim
𝑡→∞

𝐴
2
(𝑡) < ∞} a.s.,

(23)

where 𝐶 ⊂ 𝐷 𝑎.𝑠. means P(𝐶 ∩ 𝐷
𝑐
) = 0. In particular, if

lim
𝑡→∞

𝐴
1
(𝑡) < ∞ 𝑎.𝑠., then, with probability one, we have

lim
𝑡→∞

𝑋 (𝑡) < ∞, lim
𝑡→∞

𝐴
2
(𝑡) < ∞,

−∞ < lim
𝑡→∞

𝑀(𝑡) < ∞.

(24)

That is, all of the three processes𝑋(𝑡), 𝐴
2
(𝑡), and𝑀(𝑡) converge

to finite random variables.

Lemma 8 (Hölder inequality; see [21]). Let 𝑎
𝑖
∈ R, 𝑘, 𝑝 ∈ Z,

and 𝑝 ≥ 1. Then

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

𝑘

∑

𝑖=1

𝑎
𝑖

󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨
󵄨

𝑝

≤ 𝑘
𝑝−1

𝑘

∑

𝑖=1

󵄨
󵄨
󵄨
󵄨
𝑎
𝑖

󵄨
󵄨
󵄨
󵄨

𝑝

. (25)

Lemma 9 (Doobmartingale inequality; see [21]). Let {𝑀
𝑡
}
𝑡≥0

be anR𝑛-martingale. Let [𝑎, 𝑏] be a bounded interval inR
+
. If

𝑝 > 1, and𝑀
𝑡
∈ L𝑝(Ω;R𝑛

) (the family of R𝑛-valued random
variables𝑋 with E|𝑋|

𝑝
< ∞), then

E( sup
𝑎≤𝑡≤𝑏

󵄨
󵄨
󵄨
󵄨
𝑀

𝑡

󵄨
󵄨
󵄨
󵄨

𝑝

) ≤ (

𝑝

𝑝 − 1

)

𝑝

E
󵄨
󵄨
󵄨
󵄨
𝑀

𝑏

󵄨
󵄨
󵄨
󵄨

𝑝

. (26)

Lemma 10 (Chebyshev’s inequality; see [21]). If 𝑐 > 0, 𝑝 >

0,𝑋 ∈ L𝑝(Ω;R𝑛
), then

P {𝜔 : |𝑋 (𝜔)| ≥ 𝑐} ≤ 𝑐
−𝑝

E|𝑋|
𝑝

. (27)

3. Main Results

In this section, we give some criteria of adaptive synchroniza-
tion for the drive system (3) and the response system (5). First,
we establish a general result which can be applied widely.

3.1. Almost Surely Asymptotically Stable

Theorem 11. Let (H1), (H2), and (H3) hold. Assume that there
are functions 𝑉 ∈ C2,1

(R
+
× 𝑆 × R𝑛

;R), 𝛾 ∈ L1(R
+
;R

+
), and

𝑊
1
,𝑊

2
, ,𝑊

3
∈ C(R𝑛

;R
+
) such that
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(C1)

|𝑥| 󳨀→ ∞, 𝑖 ∈ 𝑆, 0 ≤ 𝑡 < ∞, (28)

(C2)

L𝑉 (𝑡, 𝑖, 𝑥, 𝑦)

≤ 𝛾 (𝑡) − 𝑊
1
(𝑥) + 𝑊

2
(𝑦) −𝑊

3
(𝑥 − 𝐷 (𝑦, 𝑖)) ,

(29)

for (𝑡, 𝑖, 𝑥, 𝑦) ∈ R
+
× 𝑆 ×Rn

×R𝑛, and

lim
|𝑥|→∞

[ inf
(𝑡,𝑖)∈R+×𝑆

𝑉 (𝑡, 𝑖, 𝑥)] = ∞, (30)

(C3)

𝑊
1
(0) = 𝑊

2
(0) = 𝑊

3
(0) = 0,

𝑊
1
(𝑥) ≥ 𝑊

2
(𝑥) , ∀𝑥 ̸= 0.

(31)

Then for any initial data {𝑥(𝜃) : −𝜏 ≤ 𝜃 ≤ 0} = 𝜉 ∈

C𝑏

F0
([−𝜏, 0];R𝑛

) and 𝑟(0) = 𝑖
0
∈ 𝑆, one has the following.

(R1) Equation (13) has a unique global solution which is
denoted by 𝑥(𝑡; 𝜉, 𝑖

0
).

(R2) Assume that 𝑊
3
(𝑥) = 0 if and only if 𝑥 = 0. The

solution 𝑥(𝑡; 𝜉, 𝑖
0
) obeys that

lim
𝑡→∞

𝑥 (𝑡; 𝜉, 𝑖
0
) = 0 𝑎.𝑠. (32)

That is, 𝑥(𝑡; 𝜉, 𝑖
0
) is almost surely asymptotically stable.

The proof of this theorem is given in the Appendix.

Remark 12. Theorem 11 is an extension ofTheorem 11 in [16];
that is, when we take 𝑊

1
(𝑥) = 𝑊

2
(𝑥) in our theorem, then

Theorem 11 is coincident withTheorem 3.1 in [16]. Moreover,
Theorem 11 is also an extension of Theorem 2.1 in [23] when
we take𝑊

3
(𝑥) = 0 with𝐷 = 0.

Remark 13. From the proof of Theorem 11, we can see that if
condition (H1) is substituted by (H1)

󸀠 , then the conclusion
(R2) is also true.

3.2. Almost Sure Asymptotical Synchronization. In this sub-
section, we give a criterion of adaptive almost sure asymptot-
ical synchronization for the drive system (3) and the response
system (5).

Theorem 14. For systems (3) and (5), let Assumptions 1–3
hold, and the error system (7) has a unique solution denoted
by 𝑒(𝑡; 𝜉, 𝑖

0
) on 𝑡 ≥ 0 for any initial data {𝑒(𝜃) : −𝜏 ≤ 𝜃 ≤ 0} =

𝜉 ∈ C𝑏

F0
([−𝜏, 0];R𝑛

) with e(0) = 0.

Assume also that there exist symmetric matrix 𝑄
1
> 0,

diagonal matrix 𝑃
𝑖
> 0 (𝑖 = 1, . . . , 𝑁), and positive scalars

𝜌, 𝜌
1
, 𝜌

2
, 𝜖

𝑖
(𝑖 = 1, 2, 3, 4), such that

𝜌
2
𝐼 < 𝑄

1
< 𝜌

1
𝐼, (33)

𝑃
𝑖

< 𝜌𝐼, (34)

[

[

[

[

(𝐿
2

2
𝜌
1
+ 𝐻

1
𝜌) 𝐼 − 2𝑃

𝑖
𝐶
𝑖
𝐶
𝑖
𝑃
𝑖

𝐿
2
𝐼 𝜏𝐿

2
𝐼

∗ −𝜖
1
𝐼 0 0

∗ 0 −𝜖
2
𝐼 0

∗ 0 0 −𝜖
4
𝐼

]

]

]

]

< 0, (35)

(𝜌
2
𝐿
2

1
− 𝜌𝐻

2
− 𝜖

−1

3
𝐿
2

2
) 𝐼 − 𝜖

1
𝐷
𝑖𝑇

𝐷
𝑖

< 0, (36)

[

[

[

[

[

[

[

𝑁

∑

𝑘=1

𝛾
𝑖𝑘
𝑃
𝑘
+ 2𝑃

𝑖
𝐾
∗

𝜖
2
𝑃
𝑖
𝐴
𝑖
𝜖
3
𝑃
𝑖
𝐵
𝑖
𝜖
4
𝑃
𝑖
𝐸
𝑖

∗ −𝜖
2
𝐼 0 0

∗ 0 −𝜖
3
𝐼 0

∗ 0 0 −𝜖
4
𝐼

]

]

]

]

]

]

]

< 0, (37)

[

[

[

[

[

[

Ξ
11

𝐶
𝑖
𝑃
𝑖

𝐿
2
𝐼 𝐿

2
𝐼 𝜏𝐿

2
𝐼

∗ −𝜖
1
𝐼 0 0 0

∗ 0 −𝜖
2
𝐼 0 0

∗ 0 0 −𝜖
3
𝐼 0

∗ 0 0 0 −𝜖
4
𝐼

]

]

]

]

]

]

< 0, (38)

where 𝑖 = 1, 2, . . . , 𝑁,𝐾∗
= diag{𝑘∗

1
, 𝑘

∗

2
, . . . , 𝑘

∗

𝑛
} with 𝑘∗

𝑗
being

arbitrary negative constants to be chosen, and Ξ
11

= (𝐿
2

2
𝜌
1
+

𝐻
1
𝜌 − 𝜌

2
𝐿
2

1
+ 𝐻

2
𝜌)𝐼 − 2𝑃

𝑖
𝐶
𝑖
+ 𝜖

1
𝐷
𝑖𝑇
𝐷
𝑖.

We choose the feedback control 𝑈𝑖 with the update law as
𝑈
𝑖
= diag{𝑘

1
, . . . , 𝑘

𝑛
}(𝑒 − 𝐷

𝑖
𝑒
𝜏
) and ̇

𝑘
𝑗
= −𝛽

𝑗
𝑝
𝑖

𝑗
(𝑒 − 𝐷

𝑖
(𝑒
𝜏
))
2

𝑗
,

where 𝛽
𝑗
> 0 (𝑗 = 1, 2, . . . , 𝑛) are arbitrary constants, 𝑝𝑖

𝑗
is

the 𝑗th diagonal entry of matrix 𝑃𝑖, and (𝑒 − 𝐷
𝑖
𝑒
𝜏
)
𝑗
is the 𝑗th

element of 𝑒 − 𝐷
𝑖
𝑒
𝜏
. Then the error system (7) is almost surely

asymptotically stable. Therefore, the drive system (3) and the
response system (5) are adaptive synchronized a.s.

Proof . Under Assumptions 1–3 and the existence of 𝑒(𝑡; 𝜉, 𝑖
0
),

it can be seen that 𝐹(𝑡, 𝑟(𝑡), 𝑒(𝑡), 𝑒
𝜏
(𝑡)), 𝐺(𝑡, 𝑟(𝑡), 𝑒(𝑡), 𝑒

𝜏
(𝑡)),

and𝐷(𝑒
𝜏
(𝑡), 𝑟(𝑡)) satisfy (H1)

󸀠 , (H2), and (H3), where

𝐹 (𝑡, 𝑟 (𝑡) , 𝑒 (𝑡) , 𝑒
𝜏
(𝑡))

= −𝐶 (𝑟 (𝑡)) 𝑒 (𝑡) + 𝐴 (𝑟 (𝑡)) 𝑔 (𝑒 (𝑡)) + 𝐵 (𝑟 (𝑡)) 𝑔 (𝑒
𝜏
(𝑡))

+ 𝐸 (𝑟 (𝑡)) ∫

𝑡

𝑡−𝜏

𝑔 (𝑒 (𝑠)) 𝑑𝑠 + 𝑈 (𝑟 (𝑡)) ,

𝐺 (𝑡, 𝑟 (𝑡) , 𝑒 (𝑡) , 𝑒
𝜏
(𝑡)) = 𝜎 (𝑡, 𝑟 (𝑡) , 𝑒 (𝑡) , 𝑒

𝜏
(𝑡)) ,

𝐷 (𝑒
𝜏
(𝑡) , 𝑟 (𝑡)) = 𝐷 (𝑟 (𝑡)) 𝑒

𝜏
(𝑡) .

(39)
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For each 𝑖 ∈ 𝑆, choosing a nonnegative function

𝑉 (𝑡, 𝑖, 𝑒) = 𝑥
𝑇

𝑃
𝑖

𝑥 + ∫

𝑡

𝑡−𝜏

𝑔
𝑇

(𝑒 (𝑠)) 𝑄
1
𝑔 (𝑒 (𝑠)) 𝑑𝑠

+ ∫

0

−𝜏

∫

𝑡

𝑡+𝑠

𝑒
𝑇

(𝜃) 𝑄
2
𝑒 (𝜃) 𝑑𝜃𝑑𝑠

+

𝑛

∑

𝑗=1

1

𝛽
𝑗

(𝑘
𝑗
− 𝑘

∗

𝑗
)

2

,

(40)

where 𝑄
2
= 𝜀

−1

4
𝜏𝐿

2

2
𝐼, and computingL𝑉(𝑡, 𝑖, 𝑒, 𝑒

𝜏
) along the

trajectory of error system (7), we have

LV (𝑡, 𝑖, 𝑒, 𝑒
𝜏
)

= 𝑉
𝑡
(𝑡, 𝑖, 𝑒 − 𝐷

𝑖

𝑒
𝜏
)

+ 𝑉
𝑥
(𝑡, 𝑖, 𝑒 − 𝐷

𝑖

𝑒
𝜏
) [− 𝐶

𝑖

𝑒 + 𝐴
𝑖

𝑔 (𝑒) + 𝐵
𝑖

𝑔 (𝑒
𝜏
)

+ 𝐸
𝑖

∫

𝑡

𝑡−𝜏

𝑔 (𝑒 (𝑠)) 𝑑𝑠 + 𝑈
𝑖

]

+

1

2

trace [𝜎𝑇 (𝑡, 𝑖, 𝑒, 𝑒
𝜏
) 𝑉

𝑥𝑥
(𝑡, 𝑖, 𝑒 − 𝐷

𝑖

𝑒
𝜏
) 𝜎 (𝑡, 𝑖, 𝑒, 𝑒

𝜏
)]

+

𝑁

∑

𝑘=1

𝛾
𝑖𝑘
𝑉(𝑡, 𝑘, 𝑒 − 𝐷

𝑖

𝑒
𝜏
) .

(41)

While

𝑉
𝑡
(𝑡, 𝑖, 𝑒 − 𝐷

𝑖

𝑒
𝜏
)

= 𝑔
𝑇

(𝑒 (𝑡)) 𝑄
1
𝑔 (𝑒 (𝑡)) − 𝑔

𝑇

(𝑒 (𝑡 − 𝜏)) 𝑄
1
𝑔 (𝑒 (𝑡 − 𝜏))

+ 𝜏𝑒
𝑇

(𝑡) 𝑄
2
𝑒 (𝑡) − ∫

0

−𝜏

𝑒
𝑇

(𝑡 + 𝑠) 𝑄
2
𝑒 (𝑡 + 𝑠) 𝑑𝑠

+

𝑛

∑

𝑗=1

2

𝛽
𝑗

(𝑘
𝑗
− 𝑘

∗

𝑗
)

̇
𝑘
𝑗

= 𝑔
𝑇

(𝑒 (𝑡)) 𝑄
1
𝑔 (𝑒 (𝑡)) − 𝑔

𝑇

(𝑒
𝜏
) 𝑄

1
𝑔 (𝑒

𝜏
)

+ 𝜏𝑒
𝑇

(𝑡)Q
2
𝑒 (𝑡) − ∫

𝑡

𝑡−𝜏

𝑒
𝑇

(𝑠) 𝑄
2
𝑒 (𝑠) 𝑑𝑠

− 2

𝑛

∑

𝑗=1

(𝑘
𝑗
+ 𝑘

∗

𝑗
) 𝑝

𝑖

𝑗
(𝑒 − 𝐷

𝑖

𝑒
𝜏
)

2

𝑗

,

𝑉
𝑥
(𝑡, 𝑖, 𝑒 − 𝐷

𝑖

𝑒
𝜏
) = 2(𝑒 − 𝐷

𝑖

𝑒
𝜏
)

𝑇

𝑃
𝑖

,

𝑉
𝑥𝑥

(𝑡, 𝑖, 𝑒 − 𝐷
𝑖

𝑒
𝜏
) = 2𝑃

𝑖

,

𝑁

∑

𝑘=1

𝛾
𝑖𝑘
𝑉(𝑡, 𝑘, 𝑒 − 𝐷

𝑖

𝑒
𝜏
)

=

𝑁

∑

𝑘=1

𝛾
𝑖𝑘
(𝑒 − 𝐷

𝑖

𝑒
𝜏
)

𝑇

𝑃
𝑘

(𝑒 − 𝐷
𝑖

𝑒
𝜏
) ,

(42)

so

L𝑉 (𝑡, 𝑖, 𝑒, 𝑒
𝜏
)

≤ 𝑔
𝑇

(𝑒) 𝑄
1
𝑔 (𝑒) − 𝑔

𝑇

(𝑒
𝜏
) 𝑄

1
𝑔 (𝑒

𝜏
) + 𝜏𝑒

𝑇

𝑄
2
𝑒

− ∫

𝑡

𝑡−𝜏

𝑒
𝑇

(𝑠) 𝑄
2
𝑒 (𝑠) 𝑑𝑠 − 2

𝑛

∑

𝑗=1

(𝑘
𝑗
− 𝑘

∗

𝑗
)

× 𝑝
𝑖

𝑗
(𝑒 − 𝐷

𝑖

𝑒
𝜏
)

2

𝑗

+ 2(𝑒 − 𝐷
𝑖

𝑒
𝜏
)

𝑇

× 𝑃
𝑖

[−𝐶
𝑖

𝑒 + 𝐴
𝑖

𝑔 (𝑒) + 𝐵
𝑖

𝑔 (𝑒
𝜏
)

+ 𝐸
𝑖

∫

𝑡

𝑡−𝜏

𝑔 (𝑒 (𝑠)) 𝑑𝑠

+ diag {𝑘
1
, . . . , 𝑘

𝑛
} (𝑒 − 𝐷

𝑖

𝑒
𝜏
)]

+ trace [𝜎𝑇 (𝑡, 𝑖, 𝑒, 𝑒
𝜏
) 𝑃

𝑖

𝜎 (𝑡, 𝑖, 𝑒, 𝑒
𝜏
)]

+

𝑁

∑

𝑘=1

𝛾
𝑖𝑘
(𝑒 − 𝐷

𝑖

𝑒
𝜏
)

𝑇

𝑃
𝑘

(𝑒 − 𝐷
𝑖

𝑒
𝜏
) .

(43)

It is easy to get that

2(𝑒 − 𝐷
𝑖

𝑒
𝜏
)

𝑇

𝑃
𝑖 diag {𝑘

1
, . . . , 𝑘

𝑛
} (𝑒 − 𝐷

𝑖

𝑒
𝜏
)

= 2

𝑛

∑

𝑗=1

𝑘
𝑗
𝑝
𝑖

𝑗
(𝑒 − 𝐷

𝑖

𝑒
𝜏
)

2

𝑗

.

(44)

By (44), we have

2(𝑒 − 𝐷
𝑖

𝑒
𝜏
)

𝑇

𝑃
𝑖 diag {𝑘

1
, . . . , 𝑘

𝑛
} (𝑒 − 𝐷

𝑖

𝑒
𝜏
)

− 2

𝑛

∑

𝑗=1

(𝑘
𝑗
− 𝑘

∗

𝑗
) 𝑝

𝑖

𝑗
(𝑒 − 𝐷

𝑖

𝑒
𝜏
)

2

𝑗

= 2

𝑛

∑

𝑗=1

𝑘
∗

𝑗
𝑝
𝑖

𝑗
(𝑒 − 𝐷

𝑖

𝑒
𝜏
)

2

𝑗

= 2(𝑒 − 𝐷
𝑖

𝑒
𝜏
)

𝑇

𝑃
𝑖

𝐾
∗

(𝑒 − 𝐷
𝑖

𝑒
𝜏
) .

(45)

According to Assumption 1 and Lemma 5, we have that

𝑔
𝑇

(𝑒) 𝑄
1
𝑔 (𝑒) ≤ 𝜆max (𝑄1

) 𝑔
𝑇

(𝑒) 𝑔 (𝑒) ≤ 𝜌
1
𝐿
2

2
|𝑒|

2

,

− 𝑔
𝑇

(𝑒
𝜏
) 𝑄

1
𝑔 (𝑒

𝜏
)

≤ −𝜆min (𝑄1
) 𝑔

𝑇

(𝑒
𝜏
) 𝑔 (𝑒

𝜏
) ≤ −𝜌

2
𝐿
2

1

󵄨
󵄨
󵄨
󵄨
𝑒
𝜏

󵄨
󵄨
󵄨
󵄨

2

,

2𝑒
𝑇

𝜏
𝐷
𝑖𝑇
𝑃
𝑖
𝐶
𝑖
𝑒 ≤ 𝜖

1
𝑒
𝑇

𝜏
𝐷
𝑖𝑇
𝐷
𝑖
𝑒
𝜏
+ 𝜖

−1

1
𝑒
𝑇
𝐶
𝑖
𝑃
𝑖
𝑃
𝑖
𝐶
𝑖
𝑒,

2(𝑒 − 𝐷
𝑖

𝑒
𝜏
)

𝑇

𝑃
𝑖

𝐴
𝑖

𝑔 (𝑒)

≤ 𝜖
2
(𝑒 − 𝐷

𝑖

𝑒
𝜏
)

𝑇

𝑃
𝑖

𝐴
𝑖

𝐴
𝑖𝑇

𝑃
𝑖

(𝑒 − 𝐷
𝑖

𝑒
𝜏
) + 𝜖

−1

2
𝑔
𝑇

(𝑒) 𝑔 (𝑒)

≤ 𝜖
2
(𝑒 − 𝐷

𝑖

𝑒
𝜏
)

𝑇

𝑃
𝑖

𝐴
𝑖

𝐴
𝑖𝑇

𝑃
𝑖

(𝑒 − 𝐷
𝑖

𝑒
𝜏
) + 𝜖

−1

2
𝐿
2

2
𝑒
𝑇

𝑒,
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2(𝑒 − 𝐷
𝑖

𝑒
𝜏
)

𝑇

𝑃
𝑖

𝐵
𝑖

𝑔 (𝑒
𝜏
)

≤ 𝜖
3
(𝑒 − 𝐷

𝑖

𝑒
𝜏
)

𝑇

𝑃
𝑖

𝐵
𝑖

𝐵
𝑖𝑇

𝑃
𝑖

(𝑒 − 𝐷
𝑖

𝑒
𝜏
) + 𝜖

−1

3
𝑔
𝑇

(𝑒) 𝑔 (𝑒
𝜏
)

≤ 𝜖
3
(𝑒 − 𝐷

𝑖

𝑒
𝜏
)

𝑇

𝑃
𝑖

𝐵
𝑖

𝐵
𝑖𝑇

𝑃
𝑖

(𝑒 − 𝐷
𝑖

𝑒
𝜏
) + 𝜖

−1

3
𝐿
2

2
𝑒
𝑇

𝜏
𝑒
𝜏
,

2(𝑒 − 𝐷
𝑖

𝑒
𝜏
)

𝑇

𝑃
𝑖

𝐸
𝑖

∫

𝑡

𝑡−𝜏

𝑔 (𝑒 (𝑠)) 𝑑𝑠

≤ 𝜖
4
(𝑒 − 𝐷

𝑖

𝑒
𝜏
)

𝑇

𝑃
𝑖

𝐸
𝑖

𝐸
𝑖𝑇

𝑃
𝑖

(𝑒 − 𝐷
𝑖

𝑒
𝜏
)

+ 𝜖
−1

4
(∫

𝑡

𝑡−𝜏

𝑔 (𝑒 (𝑠)) 𝑑𝑠)

𝑇

(∫

𝑡

𝑡−𝜏

𝑔 (𝑒 (𝑠)) 𝑑𝑠)

≤ 𝜖
4
(𝑒 − 𝐷

𝑖

𝑒
𝜏
)

𝑇

𝑃
𝑖

𝐸
𝑖

𝐸
𝑖𝑇

𝑃
𝑖

(𝑒 − 𝐷
𝑖

𝑒
𝜏
)

+ 𝜖
−1

4
𝜏∫

𝑡

𝑡−𝜏

𝑔
𝑇

(𝑒 (𝑠)) 𝑔 (𝑒 (𝑠)) 𝑑𝑠

≤ 𝜖
4
(𝑒 − 𝐷

𝑖

𝑒
𝜏
)

𝑇

P𝑖𝐸𝑖𝐸𝑖𝑇𝑃𝑖 (𝑒 − 𝐷
𝑖

𝑒
𝜏
)

+ 𝜖
−1

4
𝜏𝐿

2

2
∫

𝑡

𝑡−𝜏

𝑒
𝑇

(𝑠) 𝑒 (𝑠) 𝑑𝑠,

trace (𝜎𝑇 (𝑡, 𝑖, 𝑒, 𝑒
𝜏
) 𝑃

𝑖

𝜎 (𝑡, 𝑖, 𝑒, 𝑒
𝜏
))

≤ 𝜌 (𝐻
1
𝑒
𝑇

𝑒 + 𝐻
2
𝑒
𝑇

𝜏
𝑒
𝜏
) .

(46)

Substituting (45)-(46) into (43) yields

L𝑉 (𝑡, 𝑖, 𝑒, 𝑒
𝜏
)

≤ 𝑒
𝑇

[𝜌
1
𝐿
2

2
𝐼 − 2𝑃

𝑖

𝐶
𝑖

+ 𝜖
−1

1
𝐶
𝑖𝑇

𝑃
𝑖

𝑃
𝑖

𝐶
𝑖

+ 𝜖
−1

2
𝐿
2

2
𝐼 + 𝜌𝐻

1
𝐼 + 𝜀

−1

4
𝜏
2

𝐿
2

2
𝐼] 𝑒

+ 𝑒
𝑇

𝜏
[−𝜌

2
𝐿
2

1
𝐼 + 𝜖

1
𝐷
𝑖𝑇

𝐷
𝑖

+ 𝜖
−1

3
𝐿
2

2
𝐼

+𝜌𝐻
2
𝐼] 𝑒

𝜏
− (𝑒 − 𝐷

𝑖

𝑒
𝜏
)

𝑇

× [𝜖
2
𝑃
𝑖

𝐴
𝑖

𝐴
𝑖𝑇

𝑃
𝑖

+ 𝜖
3
𝑃
𝑖

𝐵
𝑖

𝐵
𝑖𝑇

𝑃
𝑖

+ 𝜖
4
𝑃
𝑖

𝐸
𝑖

𝐸
𝑖𝑇

𝑃
𝑖

+

𝑁

∑

𝑘=1

𝛾
𝑖𝑘
𝑃
𝑘

+ 2𝑃
𝑖

𝐾
∗

] (𝑒 − 𝐷
𝑖

𝑒
𝜏
) .

(47)

Therefore,
L𝑉 (𝑡, 𝑖, 𝑒, 𝑒

𝜏
)

≤ −𝑊
1
(𝑒) + 𝑊

2
(𝑒
𝜏
) − 𝑊

3
(𝑒 − 𝐷

𝑖

𝑒
𝜏
) ,

(48)

where
𝑊
1
(𝑒) = 𝑒

𝑇

𝑊
1
𝑒,

𝑊
2
(𝑒
𝜏
) = 𝑒

𝑇

𝜏
𝑊

2
𝑒
𝜏
,

𝑊
3
(𝑒 − 𝐷

𝑖

𝑒
𝜏
) = (𝑒 − 𝐷

𝑖

𝑒
𝜏
)

𝑇

𝑊
3
(𝑒 − 𝐷

𝑖

𝑒
𝜏
) ,

(49)

with

𝑊
1
= − [𝜌

1
𝐿
2

2
𝐼 − 2𝑃

𝑖

𝐶
𝑖

+ 𝜖
−1

1
𝐶
𝑖𝑇

𝑃
𝑖

𝑃
𝑖

𝐶
𝑖

+𝜖
−1

2
𝐿
2

2
𝐼 + 𝜌𝐻

1
𝐼 + 𝜀

−1

4
𝜏
2

𝐿
2

2
𝐼] ,

(50)

𝑊
2
= −𝜌

2
𝐿
2

1
𝐼 + 𝜖

1
𝐷
𝑖𝑇
𝐷
𝑖
+ 𝜖

−1

3
𝐿
2

2
𝐼 + 𝜌𝐻

2
𝐼, (51)

𝑊
3
= −[𝜖

2
𝑃
𝑖

𝐴
𝑖

𝐴
𝑖𝑇

𝑃
𝑖

+ 𝜖
3
𝑃
𝑖

𝐵
𝑖

𝐵
𝑖𝑇

𝑃
𝑖

+ 𝜖
4
𝑃
𝑖

𝐸
𝑖

𝐸
𝑖𝑇

𝑃
𝑖

+

𝑁

∑

𝑘=1

𝛾
𝑖𝑘
𝑃
𝑘

+ 2𝑃
𝑖

𝐾
∗

] .

(52)

Now, (35) is equivalent to 𝑊
1
> 0, (36) is just 𝑊

2
>

0, (37) is equivalent to 𝑊
3
> 0, and (38) is equivalent to

𝑊
1
> 𝑊

2
. So from the conditions of this theorem, we know

that conditions (C1), (C2), and (C3) in Theorem 11 are all
satisfied. So by Theorem 11, the error system (7) is almost
surely asymptotically stable. And hence the drive system (3)
and the response system (5) are adaptive synchronized a.s.
The proof of Theorem 14 is completed.

Remark 15. In this section, a numerical example will be given
to support the main results obtained in this paper.

4. Numerical Examples

In this section, a numerical example will be given to support
the main results obtained in this paper.

Letting Γ = [
−4 4

2 −2
], which means 𝑁 = 2, we give the

parameters concerning the drive system (3), the response
system (5), and the error system (7) as follows:

𝐷(1) = [

0.2 0

0 0.3
] , 𝐷 (2) = [

0.3 0

0 0.1
] ,

𝐶 (1) = [

6 1

1 7
] , 𝐶 (2) = [

4 0

0 7
] ,

𝐴 (1) = [

−4 2

−6 2
] , 𝐴 (2) = [

−3 2

−3 1
] ,

𝐵 (1) = [

−2 1

1 −3
] , 𝐵 (2) = [

−4 3

1 −2
] ,

𝐸 (1) = [

−5 2

2 −3
] , 𝐸 (2) = [

−4 −2

−2 −3
] ,

J (1) = [1, 0]
𝑇

, 𝐽 (2) = [−1, 1]
𝑇

.

(53)

We further set 𝜏 = 1,𝑓(⋅) = tanh(⋅),𝜎(⋅) = 𝑒(𝑡)+𝑒
𝜏
(𝑡).Thenwe

can confirm that Assumptions 1–3 are satisfied with 𝐿
1
= 0,

𝐿
2
= 1,𝐻

1
= 𝐻

2
= 2, and 𝜅

1
= 𝜅

2
= 𝜅 = 0.3.
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0 5 10 15 20 25 30
0

0.5

1

1.5

2

2.5

3 Two-state Markov chain

Time

r(
t)

Figure 1: The varying curve of Markov chain with 2 states.

Letting 𝐾∗
= [

6 0

0 8
] and using LMI toolbox in Matlab, we

solve matrix inequalities (33)-(38) and obtain the following
results:

𝑄
1
= [

0.3196 0

0 0.3196
] , 𝑃

1

= [

0.3899 0

0 0.3899
] ,

𝑃
2

= [

0.4690 0

0 0.4690
] , 𝜌 = 0.5077,

𝜌
1
= 0.4498, 𝜌

2
= 0.1078, 𝜖

1
= 9.9260,

𝜖
2
= 178.9801, 𝜖

3
= 194.4959, 𝜖

4
= 226.2334.

(54)

So from Theorem 14, the drive system (3) and the
response system (5) are adaptive synchronized a.s. when the
error system (7) has a unique solution.

To illustrate the effectiveness of the result in this paper,
we depict the evolution figures of the systems as Figures
1, 2, 3, and 4. Figure 1 shows the two-state Markov chain
in the systems. Figure 2 shows that the drive system (3)
synchronizes the response system (5) from the moment of
𝑡 = 7. It can be seen from Figure 3 that the state of the error
system (7) tends to zero from 𝑡 = 7, which also describes
the synchronization of the drive system (3) and the response
system (5). The update law of the adaptive control gain 𝐾(𝑡)

is depicted in Figure 4. Figure 4 shows us that the update law
of the control gain 𝐾(𝑡) no longer varies after the response
system (5) synchronizes with the drive system (3).

5. Conclusions

In this paper, we have proposed a new criterion of a.s. asymp-
totic stability for a general neutral-type stochastic differential
equation which extends the existing results. Based upon
this new stability criterion, we have obtained a condition
of a.s. asymptotic adaptive synchronization for neutral-type
neural networks with stochastic perturbation andMarkovian

0 5 10 15 20 25 30
−2
−1

0
1
2
3

0 5 10 15 20 25 30
−2
−1

0
1
2
3

x1 and y1

x1
y1

x2
y2

x2 and y2

Figure 2: The dynamic trajectory of the drive system and the
response system.

0 5 10 15 20 25 30
−4

−3

−2

−1

0

1

2

3

4

Time

The error state 

e(
t)

e1
e2

Figure 3: The trajectory of the error state.

switching by making use of Lyapunov functional method
and designing an adaptive controller. The synchronization
condition is expressed as linear matrix inequality which
can be easily solved by Matlab. Finally, we have employed
a numerical example to illustrate the effectiveness of the
method and result obtained in this paper. In the future,
we will consider the condition of a.s. asymptotic adaptive
synchronization for neutral-type neural networks with time-
varying delay by making use of M-matrix method.
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0 5 10 15 20 25 30
−3

−2.5

−2

−1.5

−1

−0.5

0

0.5

1

1.5

Time

Update law

K
(t
)

K1

K2

Figure 4: The dynamic curve of the update law of the gain 𝐾(𝑡).

Appendix

Proof. The proof of (R1) is the same as [16] and is omitted
here. To prove (R2), wewill divide it into five steps.We change
𝐷 into𝐷 in subsequence for simplicity.

Step 1.Weprove that the solution𝑥(𝑡, 𝑖
0
, 𝜉) of the systemobeys

lim sup⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

𝑡→∞

𝑉 (𝑡, 𝑟 (𝑡) , 𝑥 (𝑡) − 𝐷 (𝑟 (𝑡) , 𝑥 (𝑡 − 𝜏))) < ∞ a.s.

(A.1)

In fact, let

𝑀(𝑡)

= ∫

𝑡

0

𝑉
𝑥
(𝑠, 𝑟 (𝑠) , 𝑥 (𝑠) − 𝐷 (𝑥 (𝑠 − 𝜏) , 𝑟 (𝑠))) 𝑑𝐵 (𝑠)

+ ∫

𝑡

0

∫

𝑅

(𝑉(𝑠, 𝑖
0
+ ℎ (𝑟 (𝑠−) , 𝑙) , 𝑥 (𝑠)

−𝐷 (𝑥 (𝑠 − 𝜏) , 𝑟 (𝑠)) )

−𝑉 (𝑠, 𝑟 (𝑠) , 𝑥 (𝑠) − 𝐷 (𝑥 (𝑠 − 𝜏) , 𝑟 (𝑠))) ) 𝜇 (𝑑𝑠, 𝑑𝑙)

(A.2)

which is a continuous local martingale with𝑀(0) = 0, a.s. By
generalized Ito formula (Lemma 6), we have

𝑉 (𝑡, 𝑖, 𝑥 (𝑡) − 𝐷 (𝑖, 𝑥 (𝑡 − 𝜏)))

≤ 𝑉 (0, 𝑖
0
, 𝑥 (0) − 𝐷 (𝑖, 𝑥 (−𝜏)))

+ ∫

𝑡

0

L𝑉 (𝑠, 𝑟 (𝑠) , 𝑥 (𝑠) , 𝑥 (𝑠) − 𝐷 (𝑟 (𝑠) , 𝑥 (𝑠 − 𝜏))) 𝑑𝑠

+𝑀 (𝑡)

≤ 𝑉 (0, 𝑖
0
, 𝑥 (0) − 𝐷 (𝑖, 𝑥 (−𝜏)))

+ ∫

𝑡

0

(𝛾 (𝑠) − 𝑊
1
(𝑥 (𝑠)) + 𝑊

2
(𝑥 (𝑠 − 𝜏))

− 𝑊
3
(𝑥 (𝑠) − 𝐷 (𝑟 (𝑠) , 𝑥 (𝑠 − 𝜏)))) 𝑑𝑠 +𝑀 (𝑡)

≤ 𝑉 (0, 𝑖
0
, 𝑥 (0) − 𝐷 (𝑖, 𝑥 (−𝜏)))

+ ∫

𝑡

0

𝛾 (𝑠) 𝑑𝑠 − ∫

𝑡

0

𝑊
1
(𝑥 (𝑠)) 𝑑𝑠 + ∫

𝑡

0

𝑊
2
(𝑥 (𝑠 − 𝜏)) 𝑑𝑠

− ∫

𝑡

0

𝑊
3
(𝑥 (𝑠) − 𝐷 (𝑟 (𝑠) , 𝑥 (𝑠 − 𝜏))) 𝑑𝑠 +𝑀 (𝑡)

= 𝑉 (0, 𝑖
0
, 𝑥 (0) − 𝐷 (𝑖, 𝜉 (−𝜏)))

+ ∫

𝑡

0

𝛾 (𝑠) 𝑑𝑠 − ∫

𝑡

0

𝑊
1
(𝑥 (𝑠)) 𝑑𝑠 + ∫

𝑡−𝜏

−𝜏

𝑊
2
(𝑥 (𝑠)) 𝑑𝑠

− ∫

𝑡

0

𝑊
3
(𝑥 (𝑠) − 𝐷 (𝑟 (𝑠) , 𝑥 (𝑠 − 𝜏))) 𝑑𝑠 +𝑀 (𝑡)

≤ 𝑉 (0, 𝑖
0
, 𝑥 (0) − 𝐷 (𝑖, 𝜉 (−𝜏))) + ∫

0

−𝜏

𝑊
2
(𝑥 (𝑠)) 𝑑𝑠

+ ∫

𝑡

0

𝛾 (𝑠) 𝑑𝑠 − ∫

𝑡

0

(𝑊
1
(𝑥 (𝑠)) − 𝑊

2
(𝑥 (𝑠))) 𝑑𝑠

− ∫

𝑡

0

𝑊
3
(𝑥 (𝑠) − 𝐷 (𝑟 (𝑠) , 𝑥 (𝑠 − 𝜏))) 𝑑𝑠 +𝑀 (𝑡) .

(A.3)

By the convergence theorem of nonnegative semimartin-
gales (Lemma 7), we have (A.1).

Step 2. We prove

sup
0≤𝑡<∞

|𝑥 (𝑡)| < ∞ a.s. (A.4)

Indeed, from (A.1), we have

sup
0≤𝑡<∞

𝑉 (𝑡, 𝑟 (𝑡) , 𝑥 (𝑡) − 𝐷 (𝑟 (𝑡) , 𝑥 (𝑡 − 𝜏))) < ∞ a.s. (A.5)

which together with (C1) yields

sup
0≤𝑡<∞

|𝑥 (𝑡) − 𝐷 (𝑟 (𝑡) , 𝑥 (𝑡 − 𝜏))| < ∞ a.s. (A.6)

Now, for any 𝑇 > 0, by (H2), we have that if 0 ≤ 𝑡 ≤ 𝑇, then

|𝑥 (𝑡)|

≤ |𝐷 (𝑟 (𝑡) , 𝑥 (𝑡 − 𝜏))| + |𝑥 (t) − 𝐷 (𝑟 (𝑡) , 𝑥 (𝑡 − 𝜏))|

≤ 𝜅 |𝑥 (𝑡 − 𝜏)| + |𝑥 (𝑡) − 𝐷 (𝑟 (𝑡) , 𝑥 (𝑡 − 𝜏))| .

(A.7)
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where 𝜅 = max
𝑖∈𝑆

𝜅
𝑖
< 1. This implies

sup
0≤𝑡≤𝑇

|𝑥 (𝑡)|

≤ 𝜅 sup
0≤𝑡≤𝑇

|𝑥 (𝑡 − 𝜏)| + sup
0≤𝑡≤𝑇

|𝑥 (𝑡) − 𝐷 (𝑟 (𝑡) , 𝑥 (𝑡 − 𝜏))|

= 𝜅𝛽 + 𝜅 sup
0≤𝑡≤𝑇

|𝑥 (𝑡)| + sup
0≤𝑡≤𝑇

|𝑥 (𝑡) − 𝐷 (𝑟 (𝑡) , 𝑥 (𝑡 − 𝜏))| .

(A.8)

where 𝛽 is the bound for the initial data 𝜉. Hence

sup
0≤𝑡≤𝑇

|𝑥 (𝑡)|

≤

1

1 − 𝜅

(𝜅𝛽 + sup
0≤𝑡≤𝑇

|𝑥 (𝑡) − 𝐷 (𝑟 (𝑡) , 𝑥 (𝑡 − 𝜏))|) .

(A.9)

Letting 𝑇 → ∞ and using (A.6), we obtain (A.4).

Step 3. We prove

lim
𝑡→∞

𝑊
3
(𝑥 (𝑡) − 𝐷 (𝑟 (𝑡) , 𝑥 (𝑡 − 𝜏))) = 0 a.s. (A.10)

In fact, taking the expectations on both sides of (A.3) and
letting 𝑡 → ∞, we obtain that

E∫

∞

0

𝑊(𝑠) 𝑑𝑠 < ∞, (A.11)

where𝑊(𝑠) = 𝑊
1
(𝑥(𝑠)) − 𝑊

2
(𝑥(𝑠)) + 𝑊

3
(𝑧(𝑠)), 𝑧(𝑠) = 𝑥(𝑠) −

𝐷(𝑟(𝑠), 𝑥(𝑠 − 𝜏)).
This implies

∫

∞

0

𝑊(𝑠) 𝑑𝑠 < ∞ a.s. (A.12)

or equivalently

∫

∞

0

(𝑊
1
(𝑥 (𝑠)) − 𝑊

2
(𝑥 (𝑠))) 𝑑𝑠 < ∞ a.s.

∫

∞

0

𝑊
3
(𝑧 (𝑠)) 𝑑𝑠 < ∞ a.s.

(A.13)

From (A.12), we have

lim inf⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

𝑡→∞

𝑊(𝑡) = 0 a.s. (A.14)

or equivalently

lim inf⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

𝑡→∞

(𝑊
1
(𝑥 (𝑡)) − 𝑊

2
(𝑥 (𝑡)) = 0 a.s.

lim inf⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

𝑡→∞

𝑊
3
(𝑧 (𝑡)) = 0 a.s.

(A.15)

Now we will prove (A.10): lim
𝑡→∞

𝑊
3
(𝑧(𝑡)) = 0 a.s. In fact, if

(A.10) is false, then

P{lim sup⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

𝑡→∞

𝑊
3
(𝑧 (𝑡)) > 0} > 0. (A.16)

Hence there is a number 𝜀 > 0 such that

P (Ω
1
) ≥ 3𝜀 (A.17)

whereΩ
1
= {lim sup⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

𝑡→∞

𝑊
3
(𝑧(𝑡)) > 2𝜀}.

Recalling (A.4), as well as the boundedness of the initial
data 𝜉, we can find a positive number ℎ, which depends on 𝜀,
sufficiently large for

P (Ω
2
) ≥ 1 − 𝜀, (A.18)

whereΩ
2
= {sup

−𝜏≤𝑡<∞
|𝑧(𝑡)| < ℎ}.

It is easy to see from (A.17) and (A.18) that

P (Ω
1
∩ Ω

2
) ≥ 2𝜀. (A.19)

We now define a sequence of stopping times as follows:

𝜏
ℎ
= inf {𝑡 ≥ 0 : |𝑥 (𝑡)| ∧ |𝑧 (𝑡)| ≥ ℎ}

𝜎
1
= inf {𝑡 ≥ 0 : 𝑊

3
(𝑧 (𝑡)) ≥ 2𝜀}

𝜎
2𝑘

= {𝑡 ≥ 𝜎
2𝑘−1

: 𝑊
3
(𝑧 (𝑡)) < 𝜀} , 𝑘 = 1, 2, . . .

𝜎
2𝑘+1

= {𝑡 ≥ 𝜎
2𝑘

: 𝑊
3
(𝑧 (𝑡)) ≥ 2𝜀} , 𝑘 = 1, 2, . . . ,

(A.20)

where, throughout this paper, we set inf 0 = ∞.
From (A.14) and the definition of Ω

1
and Ω

2
, we observe

that if 𝜔 ∈ Ω
1
∩ Ω

2
, then

𝜏
ℎ
= ∞ , 𝜎

𝑘
< ∞ ∀𝑘 ≥ 1. (A.21)

Let 𝐼
𝐴
denote the indication function of set𝐴. Noting the fact

that𝜎
2𝑘

< ∞, whenever𝜎
2𝑘−1

< ∞, we can derive from (A.11)
that

∞ > E∫

∞

0

𝑊
3
(𝑧 (𝑡)) 𝑑𝑡

≥

∞

∑

𝑘=1

E [𝐼
𝜎2𝑘−1<∞,𝜎2𝑘<∞,𝜏ℎ=∞

∫

𝜎2𝑘

𝜎2𝑘−1

𝑊
3
(𝑧 (𝑡)) 𝑑𝑡]

≥ 𝜀

∞

∑

𝑘=1

E [𝐼
𝜎2𝑘−1<∞,𝜏ℎ=∞

(𝜎
2𝑘
− 𝜎

2𝑘−1
)] .

(A.22)

On the other hand, by (H1), there exists a constant 𝐾
ℎ
> 0,

such that
󵄨
󵄨
󵄨
󵄨
𝑓 (𝑡, 𝑖, 𝑥, 𝑦)

󵄨
󵄨
󵄨
󵄨

2

∨
󵄨
󵄨
󵄨
󵄨
𝑔 (𝑡, 𝑖, 𝑥, 𝑦)

󵄨
󵄨
󵄨
󵄨

2

≤ 𝐾
2

ℎ
(A.23)

whenever |𝑥| ∨ |𝑦| < ℎ and (𝑡, 𝑖) ∈ 𝑅
+
× 𝑆.

By the H ̈𝑜lder inequality (Lemma 8) and the Doob
martingale inequality (Lemma 9), we compute that, for any
𝑇 > 0 and 𝑘 = 1, 2, . . .,

E[𝐼
𝜏ℎ∧𝜎2𝑘−1<∞

sup
0≤𝑡≤𝑇

󵄨
󵄨
󵄨
󵄨
𝑧 (𝜏

ℎ
∧ (𝜎

2𝑘−1
+ 𝑡))

− 𝑧 (𝜏
ℎ
∧ 𝜎

2𝑘−1
)
󵄨
󵄨
󵄨
󵄨

2

] ≤ 2𝐾
2

ℎ
𝑇 (𝑇 + 4) .

(A.24)
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Since𝑊
3
(⋅) is continuous inR𝑛, there exists a closed ball 𝑆

ℎ
=

{𝑥 ∈ R𝑛
: |𝑥| < ℎ} such that𝑊

3
(⋅) is uniformly continuous in

𝑆
ℎ
. We can therefore choose 𝛿 = 𝛿(𝜀) > 0 so small such that

󵄨
󵄨
󵄨
󵄨
𝑊
3
(𝑥) − 𝑊

3
(𝑦)

󵄨
󵄨
󵄨
󵄨
<

𝜀

2

whenever 𝑥, 𝑦 ∈ 𝑆
ℎ
,
󵄨
󵄨
󵄨
󵄨
𝑥 − 𝑦

󵄨
󵄨
󵄨
󵄨
< 𝛿.

(A.25)

We furthermore choose 𝑇 = 𝑇(𝜀, 𝛿, ℎ) > 0 sufficiently small
for

2𝐾
2

ℎ
𝑇 (𝑇 + 4)

𝛿
2

< 𝜀. (A.26)

It then follows from (A.24) and Chebyshev’s inequality
(Lemma 10) that

P({𝜎
2𝑘−1

∧ 𝜏
ℎ
< ∞} ∩ { sup

0≤𝑡≤𝑇

󵄨
󵄨
󵄨
󵄨
𝑧 (𝜏

ℎ
∧ (𝜎

2𝑘−1
+ 𝑡))

−𝑧 (𝜏
ℎ
∧ 𝜎

2𝑘−1
)
󵄨
󵄨
󵄨
󵄨
≥ 𝛿) ≤

1

𝛿
2
(2𝐾

2

ℎ
𝑇 (𝑇 + 4)) < 𝜀.

(A.27)

Note that

{𝜎
2𝑘−1

< ∞, 𝜏
ℎ
= ∞} = {𝜏

ℎ
∧ 𝜎

2𝑘−1
< ∞, 𝜏 < ∞}

⊆ {𝜏
ℎ
∧ 𝜎

2𝑘−1
< ∞} .

(A.28)

We hence have

P( {𝜎
2𝑘−1

< ∞, 𝜏
ℎ
= ∞}

∩ { sup
0≤𝑡≤𝑇

󵄨
󵄨
󵄨
󵄨
𝑧 (𝜎

2𝑘−1
+ 𝑡) − 𝑧 (𝜎

2𝑘−1
)
󵄨
󵄨
󵄨
󵄨
≥ 𝛿}) < 𝜀.

(A.29)

By (A.19) and (A.21), we further compute

P( {𝜎
2𝑘−1

< ∞, 𝜏
ℎ
= ∞}

∩ { sup
0≤𝑡≤𝑇

󵄨
󵄨
󵄨
󵄨
𝑧 (𝜎

2𝑘−1
+ 𝑡) − 𝑧 (𝜎

2𝑘−1
)
󵄨
󵄨
󵄨
󵄨
< 𝛿})

= P ({𝜎
2𝑘−1

< ∞, 𝜏
ℎ
= ∞})

× P( {𝜎
2𝑘−1

< ∞, 𝜏
ℎ
= ∞}

∩ { sup
0≤𝑡≤𝑇

󵄨
󵄨
󵄨
󵄨
𝑧 (𝜎

2𝑘−1
+ 𝑡)

−𝑧 (𝜎
2𝑘−1

)
󵄨
󵄨
󵄨
󵄨
≥ 𝛿}) > 2𝜀 − 𝜀 = 𝜀.

(A.30)

By (A.25), we hence obtain that

P( {𝜎
2𝑘−1

< ∞, 𝜏
ℎ
= ∞}

∩ { sup
0≤𝑡≤𝑇

󵄨
󵄨
󵄨
󵄨
𝑊
3
(𝑧 (𝜎

2𝑘−1
+ 𝑡))

−𝑊
3
(𝑧 (𝜎

2𝑘−1
))
󵄨
󵄨
󵄨
󵄨
< 𝜀}) > 𝜀.

(A.31)

Set

Ω
𝑘
= { sup

0≤𝑡≤𝑇

󵄨
󵄨
󵄨
󵄨
𝑊
3
(𝑧 (𝜎

2𝑘−1
+ 𝑡)) − 𝑊

3
(𝑧 (𝜎

2𝑘−1
))
󵄨
󵄨
󵄨
󵄨
< 𝜀} .

(A.32)

Note that

𝜎
2𝑘
(𝜔) − 𝜎

2𝑘−1
(𝜔) ≥ 𝑇 if 𝜔 ∈ {𝜎

2𝑘−1
< ∞, 𝜏

ℎ
= ∞} ∩ Ω

𝑘
.

(A.33)

We derive from (A.22) and (A.31) that

∞ > 𝜀

∞

∑

𝑘=1

E [𝐼
(𝜎2𝑘−1<∞,𝜏ℎ=∞)

(𝜎
2𝑘
− 𝜎

2𝑘−1
)]

≥ 𝜀

∞

∑

𝑘=1

E [𝐼
(𝜎2𝑘−1<∞,𝜏ℎ=∞)∩Ω𝑘

(𝜎
2𝑘
− 𝜎

2𝑘−1
)]

≥ 𝜀𝑇

∞

∑

𝑘=1

P ({𝜎
2𝑘−1

< ∞, 𝜏
ℎ
= ∞} ∩ Ω

𝑘
)

≥ 𝜀𝑇

∞

∑

𝑘=1

𝜀 = ∞

(A.34)

which is a contradiction. So (A.10) must hold.

Step 4.We prove that Ker(𝑊
3
) ̸= 0 and

lim
𝑡→∞

𝑑 (𝑥 (𝑡; 𝜉, 𝑖
0
) − 𝐷 (𝑥 (𝑡 − 𝜏; 𝜉, 𝑖

0
) , 𝑟 (𝑡)) ,Ker (𝑊

3
))

= 0 a.s.
(A.35)

By (A.10) and (A.6), we see that there is an Ω
0
⊂ Ω with

P(Ω
0
) = 1 such that

lim
𝑡→∞

𝑊
3
(𝑧 (𝑡, 𝜔)) = 0, sup

0≤𝑡<∞

|𝑧 (𝑡, 𝜔)| < ∞ ∀ 𝜔 ∈ Ω
0
.

(A.36)

Choose any 𝜔 ∈ Ω
0
. Then {𝑧(𝑡, 𝜔)}

𝑡≥0
is bounded in R𝑛 so

there must be an increasing sequence {t
𝑘
}
𝑘≥1

such that 𝑡
𝑘
→

∞ and {𝑧(𝑡
𝑘
, 𝜔)}

𝑘≥1
converges to some 𝑧 ∈ R𝑛. Thus

𝑊
3
(𝑧) = lim

𝑘→∞

𝑊
3
(𝑧 (𝑡

𝑘
, 𝜔)) = 0 (A.37)

which implies that 𝑧 ∈ Ker(𝑊
3
) whence Ker(𝑊

3
) ̸= 0. From

this, we can show that

lim
𝑡→∞

𝑑 (𝑧 (𝑡, 𝜔) , Ker (𝑊
3
)) = 0 ∀𝜔 ∈ Ω

0
. (A.38)
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If this is false, then there is some 𝜔 ∈ Ω
0
such that

lim sup⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

𝑡→∞

𝑑 (𝑧 (𝑡, 𝜔) , Ker (𝑊
3
)) > 0. (A.39)

Hence there is a subsequence {𝑧(𝑡
𝑘
, 𝜔)}

𝑘≥0
of {𝑧(𝑡, 𝜔)}

𝑡≥0
such

that
lim
𝑘→∞

𝑑 (𝑧 (𝑡
𝑘
, 𝜔) , Ker (𝑊

3
)) > 𝜀 (A.40)

for some 𝜀 > 0. Since {𝑧(𝑡
𝑘
, 𝜔)}

𝑘≥0
is bounded, we can find its

subsequence {𝑧(𝑡
𝑘
, 𝜔)}

𝑘≥0
which converges to 𝑧̂ ∈ R𝑛. Clearly,

𝑧̂ ∉ Ker(𝑊
3
) so𝑊

3
(𝑧̂) > 0. But, by (A.36),

𝑊
3
(𝑧̂) = lim

𝑘→∞

𝑊
3
(𝑧 (𝑡

𝑘
, 𝜔)) = 0 (A.41)

a contradiction.Hence (A.38)must hold and (A.35) holds yet.

Step 5. We prove (R2).
Under the assumption that

𝑊
3
(𝑥) = 0 iff 𝑥 = 0, (A.42)

we have Ker(𝑊
3
) = {0}. It then follows from (A.35) that

lim
𝑡→0

[𝑥 (𝑡) − 𝐷 (𝑥 (𝑡 − 𝜏) , 𝑟 (𝑡))] = lim
𝑡→0

𝑧 (𝑡) = 0 a.s. (A.43)

But, by (H2),

|𝑥 (𝑡)|

≤ |𝐷 (𝑥 (𝑡 − 𝜏) , 𝑟 (𝑡))| + |𝑥 (𝑡) − 𝐷 (𝑥 (𝑡 − 𝜏) , 𝑟 (𝑡))|

≤ 𝜅 |𝑥 (𝑡 − 𝜏)| + |𝑥 (𝑡) − 𝐷 (𝑥 (𝑡 − 𝜏) , 𝑟 (𝑡))| ,

(A.44)

where 𝜅 ∈ (0, 1) has been defined above. Letting 𝑡 → ∞, we
obtain that

lim sup⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

𝑡→∞

|𝑥 (𝑡)| ≤ 𝜅 lim sup⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

𝑡→∞

|𝑥 (𝑡)| a.s. (A.45)

This together with (A.4) yields

lim
𝑡→∞

|𝑥 (𝑡)| = 0 a.s. (A.46)

which is (32) and the proof is therefore completed.
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