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ABSTRACT: 
Prostate cancer is one of the leading causes of death by cancer among men in the world. Ultrasonography is said to be 
the safest technique in medical imaging so it is used extensively in prostate cancer detection. On the other hand, 
determining of prostate’s boundary in TRUS (Transrectal Ultrasound) images is very necessary in lots of treatment 
methods prostate cancer. So the first and essential step for computer aided diagnosis (CAD) is the automatic prostate 
segmentation that is an open problem yet. But the low SNR, presence of strong speckle noise, Weak edges and shadow 
artifacts in these kinds of images limit the effectiveness of classical segmentation schemes. The classical segmentation 
methods fail completely or require post processing step to remove invalid object boundaries in the segmentation 
results. This paper has proposed a fully automatic algorithm for prostate segmentation in TRUS images that 
overcomes the explained problems completely. The presented algorithm contains three main stages. First, 
morphological smoothing and stick’s filter are used for noise removing. A neural network is employed in the second 
step to find a point in prostate region. Finally in the last step, the prostate boundaries are extracted by GVF active 
contour. Some experiments for the performance validity of the presented method, compared with the extracted prostate 
by the proposed algorithm with manually-delineated boundaries by radiologist. The results show that our method 
extracts prostate boundaries with mean square area error lower than 4.4%. 
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1.  INTRODUCTION 
Prostate cancer continues to be the most commonly 
diagnosed cancer in men in the world and is the second 
mortality factor of cancer, after lung cancer in this 
group [1], [2]. TRUS images in comparison with the 
other modalities such as CT and MRI are captured 
easier, in real-time, and with lower cost, so they are 
widely used for diagnosis of prostate cancer. Although 
prostate cancer is prevalent but it would be curable if it 
is recognized in the earlier step of disease. So 
recognition of the prostate region in TRUS images is 
necessary in many new treatment methods such as 
determination of prostate volume, determination of the 
biopsy needles location and etc. If there are many 
images, it will be time consuming when the prostate 
segmentation  is done by the radiologist. So, in order to 
save time, using computer for automatic prostate 
segmentation is necessary  when there are many 
images.  However, in ultrasound images, the contrast is 
usually low and the edges are fuzzy, so missing or 
diffusing boundaries is a very challenging problem for 

accurate segmentation of the prostate from the 
background. 
Nowadays, many methods have been presented to 
facilitate more accurate segmentation of the prostate  
boundaries in ultrasound images. Several methods are 
presented in [3]-[6] but, however, these methods need 
that the initial points are specified by an expert. An 
automatic algorithm based on kalman filter is presented 
here [7]. Although This method reaches to accurate 
results but it is time consuming for its checking points 
of prostate boundary. Other authors showed some other 
automatic and semiautomatic methods for prostate 
segmentation such as segmentation the region, 
segmentation the boundary and deformable models [8]-
[15].  
In [16] the authors have introduced a medical- texture’s 
local binary- pattern operator designed for applications 
of medical imaging where different tissues or micro 
organisms might maintain extremely weak underlying 
textures that make it impossible or very difficult for 
ordinary texture analysis approaches to classify them. 
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In the proposed method, Finally the deformations of a 
level set contour are controlled based on the medical 
texture- local binary pattern operator and extracts the 
prostate boundaries.  
The authors of reference [17] proposed Semiautomatic 
3-D Prostate Segmentation from TRUS Images Using 
Spherical Harmonics where the segmentation is defined 
in an optimization framework as fitting the best surface 
to the underlying images under shape constraints. To 
derive these constraints, the shape of the prostate are 
modeled by using spherical harmonics of eight degrees 
and performed statistical analysis on the shape 
parameters. After user initialization, the algorithm 
identifies the prostate boundaries. Samar et a1. 
presented a method based on spectral clustering 
segmentation algorithm is built on a totally different 
foundation that doesn't involve any function design or 
optimization [18]. The proposed algorithm depends 
mainly on graph theory techniques. It also doesn't need 
any contour or any points on the boundary to be 
estimated.  
In  paper of  reference [19] was proposed  to use graph 
cuts in a Bayesian framework for automatic 
initialization and propagate multiple mean parametric 
models derived from principal component analysis of 
shape and posterior probability information of the 
prostate region to segment the prostate. The authors of 
reference [20] presented a full automatic model based 
on a probabilistic framework for propagation of a 
parametric model derived from Principal Component 
Analysis (PCA) of prior shape and posterior probability 
values to achieve the prostate segmentation. In [21] is a 
method is proposed consists 4 main stages for prostate 
segmentation. For noise removing it uses a M3-Filter to 
generate a despeckled image. Then it is enhanced using 
morphological operations. In the third stage, The 
DBSCAN algorithm is applied to identify the core 
pixels, border pixels and noise pixels. The Clusters are 
formed by considering the density relations of the 
points. The clusters of core pixels and border pixels are 
used to automatically characterize the prostate region. 
Mahdavi et a1. presented a 3D semi-automatic prostate 
segmentation method for B-mode trans-rectal 
ultrasound (TRUS) images [22]. Segmentation is based 
on prior knowledge of the prostate transversal section 
shape which is assumed to be a tapered ellipse. The 
approach consists of an initial untapering and warping 
of the image to make the shape of the prostate 
approximately elliptical. The prostate contour is found 
in the untapered, warped images by edge detection and 
2D/3D ellipsoidal curve fitting, performed by solving 
convex optimization problem. 

The authors of reference [23] proposed to use Haar 
wavelet approximation coefficients to extract texture 
features of the prostate region in both modalities to 
guide a deformable parametric model to segment the 
prostate in a multi-resolution framework. Principal 
Component Analysis (PCA) of the shape and texture 
information of the prostate region obtained from the 
training data aids contour propagation of the 
deformable parametric model. Prior knowledge of the 
optimization space is utilized for optimal segmentation 
of the prostate. In [24] was presented to use Haar 
wavelet approximation coefficients to extract texture 
features of the prostate region in both modalities to 
guide a deformable parametric model to segment the 
prostate in a multi-resolution framework. Principal 
Component Analysis (PCA) of the shape and texture 
information of the prostate region obtained from the 
training data aids contour propagation of the 
deformable parametric model. Prior knowledge of the 
optimization space is utilized for optimal segmentation 
of the prostate. 
This paper consists 5 main sections. In section 2 the 
presented algorithm is introduced generally. section 3 
to 5 present a detailed description for preprocessing, 
inside point detecting and segmentation steps 
respectively. Finally the achieved results of experiment, 
is presented in section 6. 
 
2. PROSTATE SEGMENTATIOM SYSTEM 
The segmentation system consists 3 stages, shown in 
Fig. 1. The first stage is the preprocessing step that 
includes sticks filter and the morphological smoothing. 
The sticks filter is used to eliminate speckle noise as it 
preserves the edges information. The morphological 
operations are top-hat and bottom-hat transform and it 
used for more smoothing.  The second stage is the 
inside point detection that finds a pixel in prostate 
region. This pixel is a vital start point for segmentation. 
This stage includes 3 sub steps that are the threshold 
determining using a neural network system, the 
thresholding and the labeling and the region 
investigation. Finally prostate boundary is detected in 
the segmentation stage using GVF active contour 
algorithm. 

 
3.  PREPROCESSING 
The preprocessing stage contains two subdivision that 
are noise removing and morphological smoothing. The 
noise in the input image is removed by applying sticks 
filter in the noise removing step [25]-[27]. After the 
noise removing step, roughness of image is reduced  
  



www.SID.ir

Arc
hive

 of
 S

ID

Majlesi Journal of Electrical Engineering                                                                            Vol. 8, No. 1, March 2014 
 

21 
 

 
Fig. 1. System’s algorithm 

 

         
Fig. 2. Several windows for a sticks filter which length 
equals to 5. The White places are 0 and black places are 

1/5 
 

by applying the morphological smoothing. 
 

3.1.  Noise Removing Using Sticks Filter 
Further study of the performing low-pass filters and 
adaptive low-pass filters show that these filters, 
successfully eliminate most of the speckle noise but 
they cause a loss of details in low-contrast border 
regions. The stick’s filter eliminates the speckle noise 
in ultrasound images without losing edge details. The 
Sticks filter is similar to spatial filtering but There is a 
main difference between this kind of filter and other 
spatial filters. Against usual filters which use a window 
for filtering the noise (such as averaging filter which 
has a window with length equal L and pixels equal 
1/L), this kind of filter uses more than one window. 
The maximum number of possible orientation that the 
stick can be arranged in, determines the number of 
windows .On the other word for sticks filter with length 
equal L, there are 2L-2 orientation for sticks in a 
window. So, there are 2L-2 windows for a sticks filter 
with the length equal to L. A sample of windows for a 
sticks filter with the length equal to 5 are showed in 
Fig. 2. Equation (1) shows Mathematically the set of 
windows: 

 
 

Fig. 3. (1) Input image, (2) filtered image by sticks 
filter with L=5, T=3, (3) filtered image by with L=15, 

T=1 
 

{ }1...2 2
i

L LS sθ = −=                                                     (1) 

 
That: 
 

1

0
i

if pixel along to iL
otherwise

sθ
θ⎧⎪= ⎨

⎪⎩
                            (2) 

That S is set of windows, i is orientation, 
i

sθ  is 
window in the orientation of i and L is length of 
window. Then all of windows are convoluted in the 
main image. So 2L-2 the image will be obtained. The 
obtained set of images is showed as below: 
 
H={hi | i=1... 2L−2}                                                   (3) 
 
Where 
 
hi=f ∗ sθi                                                                     (4) 
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Fig. 4. (1) Output image of noise removing step, (2) 
output image of morphological smoothing 

 
Filtered image got from the H, after a pixel by pixel 
investigation, such that: 
 
g(x,y)=max{hi(x,y)}, for i… 2L−2.                            (5) 
 
Which in (3), (4) and (5) f is original image, g is the 
filtered image and H is the set of images which are 
obtained by convoluting original image with windows.  
Here the Stick’s filter is used twice, for the noise 
removing and smoothing. A sticks filter with length 
equal to 5 and thickness equal to 3, in first step is used 
and a stick’s filter with length equal to 15 and thickness 
equal to 1 is used in the second step. The Results of 
applying the stick’s filter for a typical prostate TRUS 
image is shown in Fig. 3. 
 
3.2.  Morphological Smoothing: 
The filtered image (Fa) obtained  from the noise 
removing step has some roughness. The morphological 
smoothing step is used to remove roughness and 
enhance the contrast of around edges. Top-hat and 
bottom-hat transforms [28], [29] are used in 
morphological smoothing step and are applied to output 
image of the noise removing step. Here for top-hat and 
bottom-hat functions has used a disk with radius equal 
to 3. The smoothed image has been gotten from 
equation (6): 
 

s a t bF F F F= + −                                                     (6) 
 
That: 
 

( )t aF top hat F= −                                                  (7) 
 
 

( )b aF bottom hat F= −                                          (8) 
 
Ft and Fb are the results of top-hat and bottom-hat 
transformations and Fs is the smoothed image. Results 
of applying the morphological smoothing step on the 
image obtained from the noise removing step is shown 
in Fig. 4. 

 
Fig. 5. 3 layers neural network 

 
4.  INSIDE POINT DETECTION: 
The inside point detection contains three sub steps that 
are  the prostate region thresholds determining, 
thresholding and finally,  the prostate region 
determining. In the next sections, all of the steps are 
described in details.   
 
4.1.  Prostate Region Thresholds Determining: 
Generally there is high roughness in TURS images and 
the objects are in this kind of images. So the 
preprocessing step is usually used to decrease this 
roughness. Although the preprocessing step decreases 
the roughness but it isn't good enough to obtain some 
critical thresholds using usual thresholding methods. 
Here, two feed forward neural network are employed to 
determine the prostate region thresholds. One of the 
networks is used to find the minimum threshold and 
other for the maximum threshold. These neural network 
have three layers which first layer has 64 neurons, 
second layer has 8 neurons and last layer has one 
neuron. The mentioned three layers- neural networks 
are shown in Fig. 5. The neural networks are trained by 
the back propagation method and their educational 
patterns are the average of pixels value in 200 central 
columns of smoothed image in preprocessing stage. 
The targets of the neural networks are the approximate 
thresholds (maximum threshold and minimum 
threshold) of the prostate region which is determined 
manually. 

 
4.2.  Thresholding: 
Thresholding that is usually one of the main steps in the 
presented segmentation algorithms is applied in this 
step. The neural network outputs are used to convert 
the smoothed image to binary image. So the object with 
the biggest surface will be prostate region in the binary 
image after the thresholding.   
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Fig. 6. (1) The binary image with using thresholds obtained by neural network, (2) object with biggest surface,  

(3) inside point inner prostate region 
 

4.3.  Prostate Region Determining: 
The main target in this step is to obtain a point in the  
prostate region which was achieved by morphological 
operations. First, an erosion operand is applied on the 
binary image, which was gotten from the threshold 
step, to separate the extra region from the prostate 
region. A disk with the radius equal to 5 is used in 
erosion operand. Then the holes which are in the image 
are filled. Finally, an object that has the largest surface 
is known approximately as the prostate region and the 
point which is in its center will be an inner point of the 
prostate region, certainly. The obtained inner point is 
used to the prostate boundaries detection  in the next 
step that is described and detailed in the next section. 
The results of applying the inside point detecting step 
on the image obtained from the noise removing step is 
shown in Fig. 6. 
 
5.  SEGMENTATION: 
At first in this step, a contour is drawn around the inner 
point obtained before step by using graphic methods 
and then the contour using the active contour algorithm 
is expanded, until it reaches to the prostate boundary. 
Finally, the prostate boundaries are segmented in the 
image. 
 
5.1.  Active Contour Algorithm: 
Active contour algorithm changes the contour form the 
searching to the suitable features within an object 
which is in the image [30]. The active contour can be 
defined as a n-points set of the points which are on the 
image that is known ''controlled points'' and it can be 
shown in equations (9) and (10): 
 

{ }1 2 3, , .... nV v v v v=                                             (9) 
 

( , )i i iv x y=                                                            (10) 
 
That, (xi, yi) is coordination of Vi in the image. The 
points which are on the contour is moved to the object 
boundary in a repeatedly method as an equation which 
is called energy equation is minimized. The total 

equation of an active contour's energy function is as 
bellow (11): 

( )2 2' ''1 ( ) ( )
2 i i ext i iE v v E v d vα β⎡ ⎤= + +⎢ ⎥⎣ ⎦∫              (11) 

 
That α, β are fixed coefficients that adjust bending and 
elastic energies. For minimizing the equation (11), 
active contour must satisfy the equation (12) which is 
called Oiler equation [15]: 
 

'' '''' 0i i extv v Eα β− −∇ =                                               (12) 
 
That ∇  is gradient operand. The proof of the equation 
(12) is presented in [25]. We can show the equation 
(11) as equation (13): 
 

intcontour ext bending elastic extE E E E E E= + = + +             (13) 
 
That Eelastic, Ebending are elastic energy and bending 
energy respectively. Elastic energy determines 
expansion and contraction of the  contour, and, it’s 
form in the discrete domain is similar to (14): 
 

1elastic i iE v v+= −                                                     (14) 
 
The bending energy causes that the controlled points 
could permeate better in the corners and the bending 
regions. This energy is got from equation (15) in the 
discrete domain: 
 

1 12bending i i iE v v v+ −= − +                                        (15) 
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Fig. 7. (1) Original image, (2) GVF vector filed, (3) traditional active contour vector filed 

 
 

5.2.  GVF Active Contour: 
The main difficulty of the traditional active contour is 
its external energy. The traditional active contour's 
external energy has low capture range. So, the active 
contour couldn’t move the controlled points to the 
curve of objects. The low edges of the objects in the 
ultrasound images cause the traditional active contour's 
difficulties which are more obvious. For using active 
contour in the ultrasound images, we need an active 
contour which has an external energy with stronger 
capture range. The GVF active contour [31] has 
stronger capture range than traditional active contour 
(The active contour which has been presented in 5.1) so 
it's suitable for object segmentation in the ultrasound 
images. The external vector field of traditional active 
contour and GVF for a typical object are shown in 
Fig.7. it's visible that the field of GVF is stronger than 
traditional active contour's field. The GVF vector field 
is used instead of the external force in the equation 
(12). The field of GVF is defined so that it minimizes 
the energy function: 
 

[ ]
2 22 2 2 2

( , ) ( , ), ( , )

( )x y x y

G x y u x y v x y

E u u v v f G f dxdyμ

=

⎡ ⎤= + + + + ∇ −∇⎣ ⎦∫∫
              (16) 

 
That f∇  is the edge map which is defined: 
 

( , ) ( , )extf x y E x y= −                                               (17) 
 

The field of GVF is obtained through solving the 
Oiler’s equation: 
 

2 2 2( )( ) 0x x yu u f f fμ∇ − − + =                    (18) 
 

2 2 2( )( ) 0y x yv v f f fμ∇ − − + =                                   (19) 
 
We can get a repeated algorithm for applying the active 
contour of GVF using (18) and (19). 
 

6.  RESULTS 
In this paper a full automatic algorithm for  prostate 
segmentation is presented in the TRUS images. The 
algorithm for noise removing used the stick’s filter 
twice. First a stick’s filter with length equal to 5 and 
thickness equal to 3 and then a stick’s filter with length 
equal to 15 and thickness equal to 1 are used 
respectively . In the morphological smoothing step, the 
structuring element that was used in this step, is a disk 
with radios equal to 3 pixels. A 3 layers neural network 
is used to find an inner prostate region. Our data set 
includes 23 TRUS images whose 8 images were used 
to train the neural network. The neural networks were 
trained using the back propagation algorithm and their 
weights converged after 300 thousand epochs. Table 1 
shows the value of extracted features for 15 selected 
test images that are obtained by using the trained neural 
networks manually. But the results applying of the 
presented algorithm on 15 TRUS images comprised 
with the results which had been abstained by the 
radiologist. For the comparison is used ''Area Mean 
Square Error '' that is defined as below: 

 
lg 100man a orithm

man

A A
AMSE

A
−

= ×                                 (20) 

 
That manA  and lga orithmA  are the area of region that are 
segmented by the radiologist manually and the 
presented algorithm respectively. The obtained errors 
for 10 images are shown in Table 2 and Table 3 shows 
the statistical information of Table2. 
The obtained results are demonstrated in table 2 by the 
kass active contour [30]. It is visible that the presented 
algorithm using the GVF active contour is achieved by 
the best results .The results of Table 2 show that the 
presented algorithm has better capability than the one 
proposed in [7]. The obtained output results of the 
proposed system for some images and the radiologist’s 
opinion about it are shown in Fig 8. 
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Table1. The targets and it's neural network outputs for 
15 typical TRUS images 

Test 
image

s 

Calculated 
Features Using 
Trained Neural 

Networks 

Calculated Features 
Manually 

Tlow Thigh Tlow Thigh 
1 0.122 0.285 0.117 0.292 
2 0.175 0.383 0.176 0.386 
3 0.128 0.293 0.101 0.269 
4 0.163 0.375 0.170 0.312 
5 0.227 0.343 0.209 0.362 
6 0.175 0.341 0.179 0.357 
7 0.179 0.439 0.138 0.418 
8 0.207 0.409 0.209 0.404 
9 0.187 0.426 0.137 0.398 

10 0.119 0.294 0.108 0.284 
11 0.121 0.301 0.115 0.336 
12 0.149 0.476 0.183 0.433 
13 0.279 0.457 0.234 0.448 
14 0.257 0.408 0.241 0.433 
15 0.326 0.446 0.342 0.492 

 
 

Table 2. Area Mean Square Error between prostate 
region segmented by presented image and prostate 

region segmented by radiologist 
Test 

images 
AMSE Using 

Presented 
Algorithm 

AMSE Using Kass 
Active Contour 

1 3.18% 3.79% 
2 4.4% 5.32% 
3 2.22% 3.41% 
4 0.047% 1.18% 
5 2.84% 3.74% 
6 0.037% 1.21% 
7 1.35% 2.92% 
8 0.87% 1.59% 
9 0.034% 1.28% 

10 1.54% 2.01% 
11 0.25% 1.61% 
12 3.54% 5.87% 
13 1.49% 2.59% 
14 0.58% 1.69% 
15 0.44% 1.85% 

Average 1.52% 2.67% 
 

 
Table 3. Static information of table 2 

Min Max Mean Std 
0.037% 4.4% 1.65% 1.54% 

 
 

 
Fig. 8. Red- the segmented image by presented 
algorithm, blue-the manual segmented image by 

radiologist 
 
7.  CONCLUSION 
In this study, we have presented a new algorithm for 
prostate segmentation in TRUS images. This algorithm 
also reduces speckle noise and it enhances the edge 
contrast. The presented algorithm consists 3 main 
stages. First step was the noise reduction by applying 
the stick filter and smoothing by the morphological 
operation. 
In the second step for inside point finding, a three 
layers networks is used to find an inner prostate region 
point. In each sub network, 3 layers are used. The input 
layer has 64 neurons, the hidden layers are 8 neurons 
layers and the output layer is a 1 neuron layer. With 
using inside point prostate region and active contour 
algorithm, prostate boundaries are detected in the last 
stage.  
Output Results show that the system which is presented 
in this article is a suitable system for automatic 
segmentation of prostate. 
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