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Statistical methods play an important role in salary discrimination 
litigation. Regression analysis is the most widely used method in this 
application. In regression analysis, group differences in salary are eval- 
uated among employees who have been matched on measured “merit” 
variables (e.g., years of job experience). DifSiculties often arise because 
important merit variables may be unmeasured, or because the available 
measures of merit are fallible. An alternative approach in this case lies 
in the use of several latent variable path models that have been proposed 
for the salary problem (Birnbaum, 1979; McFatter, 1987). The theoreti- 
cal and practical implications of these models are discussed. The use of 
the models is illustrated in real data. 

In the last several decades, statistical analyses have played an important role in 
legal decision-making (Finkelstein & Levin, 1990; Gastwirth, 1988). One area in 
which statistical evidence is often crucial is in employment discrimination litiga- 
tion. Employment discrimination concerns discrimination against one or more 
protected groups in employee selection, promotion, compensation, or discharge. 
Here we will focus on the use of statistical evidence in studies of salary discrimi- 
nation. A wide literature exists on this topic (Bimbaum, 1979; Conway & Roberts, 
1983; Dempster, 1988; Goldberger, 1984; Gollob, 1984; McFatter, 1987; Peterson, 
1986; Schafer, 1987). Our goal is to describe the use of latent variable models as an 
alternative to traditional methods in studies of salary fairness. Both the theoretical 
implications of these models and their practical use will be discussed. We begin 
with a brief review of the legal background and the definition of salary fairness. 

Salary Discrimination and the Law 

The allocation of salary and other forms of compensation is regulated by a 
number of statutes. Title VII of the Civil Rights Act, the Equal Pay Act, and the 
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654 ROGER E. MILLSAP AND ROSS TAYLOR 

Age Discrimination in Employment Act are important examples. Title VII prohib- 
its discrimination against any individual with respect to hiring, discharge, 
compensation, terms, or conditions of employment because of the individual’s 
race, color, religion, sex, or national origin. The Equal Pay Act prohibits sex- 
based wage discrimination between jobs that require equal skill, effort, and 
responsibility, and that are performed under similar working conditions. Note that 
this Act concerns pay differences between jobs. Pay differences are deemed 
acceptable only if the differences are based on either a seniority system, a merit- 
based system, a system that measures earnings by quantity or quality of produc- 
tion, or a factor other than gender. The Age Discrimination in Employment Act 
prohibits age discrimination in the hiring, discharge, promotion, or treatment of 
persons over the age of 40. Age may be considered by the employer when creating 
a seniority system or an employee benefit plan, or when age is a Bona Fide Occu- 
pational Qualification (BFOQ). In order for an employer to claim age as a BFOQ, 
it must be shown that an age limit is necessary to the essence of the business, and 
that anyone excluded on the basis of age is in fact disqualified. 

Under the law, salary discrimination may arise either from “disparate treat- 
ment” or “disparate impact.” Disparate treatment refers to intentional, willful 
discrimination against members of a protected class. For example, rules that 
explicitly provide higher compensation for men than women would create dispar- 
ate treatment. Disparate impact ordinarily refers to unintentional discrimination 
against members of a protected group. In this case, the employer’s actions appear 
to be fair in form, or “facially neutral,” but these actions result in discrimination 
against the protected class. For example, various neutral indicators of merit (e.g., 
tenure, education) may have been considered by the employer in allocating sala- 
ries, yet disparities in average salaries across groups may result. Statistical 
evidence can play a deciding role in such cases. 

One form of salary discrimination that will not be discussed in this paper 
concerns issues of comparable worth. In comparable worth litigation, discrimina- 
tion against a protected group is alleged to exist due to disparities in pay across 
different job titles. The different jobs appear to be equal in organizational value 
and complexity; discrimination occurs because members of the protected group 
tend to occupy the lower-paid job title. The unit of analysis in such cases is the 
job, rather than the individual employee. In contrast, our concern in this paper lies 
with discrimination against groups of employees within a single job title or job 
class. 

Fairness Definitions 

Before investigating salary discrimination, a clear definition of salary fair- 
ness must be formulated. Millsap and Meredith (1994) distinguished two types of 
fairness. Both types assume that salary should be allocated on the basis of one or 
more “merit” variables that in some way determine the employee’s worth for 
salary purposes. These merit variables may, or may not, be readily measurable. 
Both types of fairness also require that employees be matched on merit prior to 
comparing groups, but the two differ according to the type of merit considered. 
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True fairness is defined to hold when among employees whose “true merit” 
is identical, there are no group differences in salary distributions. True merit 
includes all of the information that is relevant for the determination of salary, 
regardless of whether this information is directly measured. True fairness can be 
formally stated, using conditional probability, as 

Pr(YIW=w,V=v)=Pr(YIW=w), (1) 

where Y is salary, W is true merit, V is the group membership variable, and 
h-(X 1 U = u) is the conditional probability of X given that the variable U assumes 
the value u. True merit W and group membership V may be multivariate in the 
above. The second type of fairness, observed fairness, holds when among 
employees whose observed merit is identical, there are no group differences in 
salary distributions. Observed merit includes the measures of merit that are avail- 
able for study. Formally, observed fairness holds if 

Pr(Y I Z = 2, V = v) = Pr(Y I Z = z), (2) 

where Z is observed merit (possibly multivariate). These two definitions of fair- 
ness are distinct because observed merit often differs from true merit in practice. 
Measurement error, omitted variables, and measurement bias all contribute to the 
distinction between true and observed merit. 

These two definitions are consistent with much of the literature on salary 
fairness (Bimbaum, 1979; Finkelstein & Levin, 1990; Gastwirth, 1988; Gollob, 
1984; Levin & Robbins, 1983; McFatter, 1987; Peterson, 1986) but other detini- 
tions are possible. A different approach would match employees on salary rather 
than merit, and define fairness by invariance across groups in the merit distribu- 
tions (Bimbaum, 1979; Conway & Roberts, 1983). This definition is generally 
inconsistent with the two definitions considered above. Another approach retains 
the idea of matching employees on merit, but does not require that the entire 
salary distributions be the same across groups. For example, one might simply 
require that the average salaries be identical. Gregory (199 1) discusses alternative 
definitions of this type. None of these alternative approaches will be considered 
here. 

Given that true and observed merit differ, are there conditions under which 
the two forms of fairness are equivalent? This question is important because 
statistical investigations of salary fairness are generally designed only for the 
study of observed fairness. The implications of these investigations for true fair- 
ness are often unclear. Millsap and Meredith (1992, 1994) described some condi- 
tions under which observed and true fairness are equivalent. Under these 
conditions, conclusions about observed fairness have direct implications for true 
fairness. We will return to these conditions below when describing the latent vari- 
able path models that have been proposed for salary investigations. 

In the next section, we review some traditional methods of statistical analysis 
that have been applied to the salary fairness problem. The difficulties facing these 
methods in reaching conclusions about true fairness are discussed. We then 
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describe some path models that have been proposed for the salary problem. The 
implications of these models for traditional methods of analysis, and for the inves- 
tigation of true fairness, are discussed. 

Statistical Method Review 

Group differences in average salaries among employees holding the same job 
could arise for reasons other than discrimination. Commonly, these groups will 
differ on other variables that are relevant to salary allocations. For example, men 
and women may differ in average salary but may also differ in the amount of 
previous job experience. Hence the question becomes: are the group salary differ- 
ences larger than we would expect, given the differences on the available merit 
variables? The answer to this question depends on how one “adjusts” for differ- 
ences in merit. Statistical methods are commonly used in making these adjust- 
ments; regression methods in particular are widely used. 

Regression Methods 

In regression analysis, the salary Y is regressed on an indicator variable V 
that codes group membership, and on one or more merit measures Z. For a single 
measure of merit, the regression equation is 

Y = PO + p,V + p,Z + e (3) 

where PO is the regression intercept, &, p, are regression coefficients, and e is a 
regression residual. If multiple merit measures are available, the equation can be 
expanded to include the additional variables. Observed unfairness in the salary 
allocation is evaluated by examining p,. A nonzero value for the estimate of this 
coefficient is taken to indicate unfairness in the salary allocation, and is tested for 
statistical significance. A nonzero value for p, indicates that group differences in 
salary exist among employees with identical measured merit Z. The adjustment 
for merit comes about by including measured merit in the regression equation. 

One difficulty with the above approach is that the regression of salary on 
measured merit is assumed to be identical across groups. Under this assumption, if 
one were to perform separate regressions of salary on measured merit within each 
group, the regression lines would be parallel. The only difference between the 
groups in these regressions must lie in the intercepts of the regression lines. The 
practical implication of this assumption is that unfairness, if present, simply acts 
as a constant additive increment in salary levels. The size of this increment must 
not depend on employee merit. This form of unfairness may be common, but more 
complex forms are possible in which unfairness depends on merit in some way. If 
present, this type of unfairness may not be detected in the above regression. 

An alternative regression procedure that eliminates the additivity assumption 
is to regress salary Y on measured merit Z separately within each group being 
compared. Observed fairness is then assessed by testing whether the regression 
equations are identical across groups. The regressions are identical only if both 
the regression intercepts and coefficients are identical across groups. Observed 
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fairness also requires that the residual variances about regression be the same 
across groups. Tests for equality of regression equations are available (Ali & 
Silver, 1985; Marascuilo & Levin, 1983), but are not part of standard statistical 
software. 

One controversy in the use of regression analysis for salary applications lies 
in the choice of the criterion variable for the regression. In Equation 3, salary Y is 
chosen as the criterion. This approach is known as direct regression or forward 
regression in the literature (Finkelstein & Levin, 1990; Gastwirth, 1988). An 
alternative reverse regression approach uses measured merit (or a composite of 
several merit measures) as the criterion, with group membership V and salary Y as 
predictors (Bimbaum, 1979; Conway & Roberts, 1983). In this reverse regression, 
unfairness is indicated by a nonzero value for the regression coefficient for group 
membership, as in direct regression. If both regressions are performed on the same 
data, the two methods need not lead to the same conclusion regarding fairness 
(Bimbaum, 1979). For example, direct regression may indicate that among 
employees of equal merit, the men’s average salary exceeds that given to women. 
On the other hand, the reverse regression may show that among employees receiv- 
ing identical salaries, men have higher scores on merit than women. The contra- 
diction arises in part because the reverse regression approach is based on a 
definition of fairness that is different from the definition underlying the direct 
regression. In general, the reverse regression approach does not provide a useful 
way of testing observed fairness as defined earlier. 

All regression methods require five assumptions, any of which could be 
violated in practice. These assumptions are: 

(Linearity) The salary/merit relationship must be well-approximated by a 
straight line. 

(Homoscedasticity) The variability of salaries around this straight line must 
not depend on merit, with higher variance at some merit values than at others. 

(Conditional Normality) Within any group and among employees with 
common merit values, the distribution of salaries should resemble a normal distri- 
bution. 

(Reliability) Merit variables are measured without measurement error. 
(Specification) No merit variables that are important to the salary alloca- 

tion are left out of the regression equation. 
Collectively, these assumptions are highly restrictive. The first three assumptions 
can be checked using the available data and standard methods (Draper & Smith, 
1981). The fourth and fifth assumptions are more difficult to evaluate, and are 
often controversial in actual applications. The choice of which merit measures to 
include in the regression is highly important. In the next section, we discuss the 
difficulties encountered when these assumptions may be violated. 

Regression is not the only statistical method that has been usefully applied to 
the salary discrimination problem. Levin and Robbins (1983) presented a method 
based on a less restrictive statistical model (an “urn model”) that allows the inves- 
tigator to test whether the salary allocation is related to group membership after 
removing the portion of the group difference that is related to merit. The advan- 
tage of this approach is that it requires fewer assumptions. The adjustment for 
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merit can take a variety of forms, and is not limited to a straight-line relationship. 
The reliability and specification assumptions are still required, however, because 
the method assumes that the adjustment for merit truly removes any salary differ- 
ences due to merit. 

Measurement Errors and Omitted Variables 

Under the above assumptions, the measures of merit used in the regression 
analysis must be perfectly reliable and must contain all of the important determi- 
nants of salary. These requirements are difficult to meet in practice. Some 
measures of merit that may be relevant to the salary allocation, such as supervi- 
sory performance evaluations, are seldom perfectly reliable. Frequently, the avail- 
able measures of merit do not include all of the merit information that affects 
salary. For example, a merit measure that is important for university faculty salary 
determination is the number of publications produced by the employee. The qual- 
ity of these publications may also be important, but formal measures of quality are 
usually unavailable. Either measurement error or the omission of important merit 
variables can lead to inaccuracies in the resulting regression coefficient estimates. 
These inaccuracies may in turn lead to spurious conclusions of fairness, or unfair- 
ness, in the salary allocation. 

To illustrate the influence of measurement error, Table 1 presents the results 
of a small simulation that included two groups of “employees” (100 per group) 
whose salaries were regressed on a single measure of merit and a dummy-coded 
indicator for group membership, as in Equation 1. The reliability of the merit 
measure was systematically varied to study its impact on the estimate of &, the 
coefficient for group membership. The salary and merit data were generated to fit 
a common factor model in which the latent variable plays the role of “true merit” 
(Bimbaum, 1979). The measure of merit was thus an imperfect indicator of true 
merit in this simulation. A path diagram for this model is given in Figure 1. The 
factor structure was held constant between groups, making the true value of p, 
equal to zero. The salary distribution was fair in relation to true merit: among 
employees with equal true merit, there are no group differences in salary. 

The nonzero values for the estimates of p, in Table 1 represent the distortion 
in these estimates created by the presence of measurement error in the merit 
measure. As the reliability of the merit measure becomes smaller, the coefficient 

Table 1. Regression Coefficient Estimates in Simulated Data under 
Varying Merit Measure Reliability 

Reliability l-x P,* 

.90 1.66 4.35 

.80 1.73 4.17 

.70 4.15 3.27 

.60 4.41 2.99 

.50 5.19 2.61 

Nur: *p,, is the regression coefficient for group membership. Its true value is zero. p, is 

the coefficient for merit. Its true value is 5.0. 
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Figure 1. A Common Factor Model 

estimate for group membership becomes larger. This distortion is meaningful 
even with a reliability of .90, as the coefficient estimate of 1.66 is statistically 
significant. Note that the unreliability in the measure of merit has the expected 
effect on the regression coefficient estimate &: as the reliability becomes smaller, 
the coefficient estimate also becomes smaller. A regression analysis of these data 
would suggest unfairness, although the salary distribution is fair. 

The omission of important merit variables from the regression analysis can 
also distort the estimate of the regression coefficient p,. This topic has been stud- 
ied intensively (Holland, 1986; Mauro, 1990; Rosenbaum, 1995). The omission 
may lead to a nonzero estimate when the true value is zero, as in the simulations. 
Conversely, the omission may mask the presence of unfairness by reducing the 
size of the estimates relative to their true values. In this case, the regression analy- 
sis would fail to detect the unfairness that exists in the salary allocation. Two 
conditions are required in order for either of these distortions to result from omit- 
ted variables: 

1. The omitted variables must be associated with salary, even after control- 
ling statistically for merit variables included in the regression analysis, 
and 

2. The omitted variables must be related to the variables included in the 
equation (both merit and group membership). 
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The second condition implies that the groups must differ on the omitted vari- 
ables (e.g., differences in means). The first condition implies that the measures of 
merit included in the regression must not exhaust all of the merit information that 
is relevant to the salary distribution. These conditions are not highly restrictive, 
and may hold fairly often in practice. 

To illustrate the effect of the omission of merit variables that fulfill the above 
two conditions, Table 2 gives a correlation matrix for four variables in a sample of 
947 employees. These data are described in more detail below; only a brief descrip- 
tion will be given here. STSAL is starting monthly salary, which serves as the crite- 
rion variable in the direct regression analysis. EDUC is the educational level of the 
employee measured on a O-7 scale. AGEGRP is a dichotomous variable based on 
the employee’s age. Employees who are at least 40 years of age received a “1,” and 
all other employees received a “0.” AGEGRP serves as the demographic variable 
(V) for the analysis. Finally, PRSAL is the employee’s monthly salary on his or her 
previous job. EDUC and PRSAL are the observed merit measures. 

In a direct regression analysis of these data, AGEGRP, EDUC and PRSAL 
serve as the predictors. As noted earlier, the estimated regression coefficient for 
AGEGRP is used to make judgements about observed fairness. The results of the 
direct regression analysis give an estimated regression coefficient for AGEGRP of 
127.90. This estimate means that on average, after adjusting for EDUC and 
PRSAL, the older employees make about $128 per month more than the younger 
employees. Suppose however that PRSAL is omitted from the analysis. How 
would the results change? If PRSAL is omitted and the data in Table 2 are again 
used to perform a direct regression using only EDUC as the merit measure, the 
estimated regression coeffcent for AGEGRP is 370.39. The estimated age differ- 
ence in monthly starting salary becomes about three times as large if PRSAL is 
omitted from the analysis. 

The effect of omitting PRSAL from the analysis depends on the correlations 
among the four variables, and hence the above results illustrate only one scenario. 
It is useful to illustrate some additional scenarios that would arise under different 
correlational structures. Table 3 presents these results. In all cases, it is assumed 
that the intercorrelations among STSAL, EDUC, and AGEGRP, and the correla- 
tion between PRSAL and EDUC, remain as in Table 2. For this reason, the regres- 
sion coefficent for AGEGRP in an equation that omits PRSAL is 370.39, as above. 
Table 3 presents the regression coefficient for AGEGRP in the full equation that 

Table 2. Correlation Matrix for the Omitted Variable Example 

STSAL EDUC AGREGRP PRSAL 

STSAL 1.0 

EDUC .1719 1.0 

AGREGP .2927 .1747 I.0 

PRSAL .5743 .1042 .3415 1.0 

N&zs: STSAL = Starting salary. EDUC = Education. AGEGRP = age of employee (under 40 = “o”, 40 and 
over = “I”), PRSAL = Previous salary 
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Table 3. Results of the Omitted Variable Analysis for AGEGRP 
Regression Weight 

STSAUPRSAL AGEGRP/PRSAL AGEGRP Regression 
Weight 

s143 ,341s 127.90 
.70 .3415 62.88 
.80 .3415 37.02 
.40 .3415 218.06 
s143 .40 7’9.67 
.5743 SO -15.52 
s743 .60 -140.76 
.5743 .20 234.21 

Notes: STSAL = Starting salary, PRSAL = previous salary, AGEGRP = age of employee 
(under 40 = “O”, 40 and over = “1”). 

includes PRSAL, under varying assumptions about the correlations between 
PRSAL and either AGEGRP or STSAL. 

The main trend to be noted in Table 3 is that as the correlation between 
PRSAL and either AGEGRP or STSAL increases, the effect of omitting PRSAL 
becomes larger. For example, if the correlation between PRSAL and AGEGRP is 
.50, the regression coefficient for AGEGRP would be -15.52 in a full equation that 
includes PRSAL. In this case, the full equation would indicate a low level of 
observed unfairness toward the older employee group. The amount of unfairness 
here is probably insignificant in practical terms. But as noted above, when PRSAL 
is omitted from the analysis, the AGEGRP regression coefficient reverses its sign 
and becomes 370.39. This estimate indicates substantial unfairness toward the 
younger employee group, a conclusion that is entirely at odds with the conclusion 
suggested by the full regression analysis. These results demonstrate that the omis- 
sion of observed merit variables can have important consequences for conclusions 
drawn from a direct regression analysis. 

Latent Variable Models 

The difficulties created by measurement error and omitted variables in regres- 
sion analysis have led researchers to consider more complex models for salary 
discrimination (Bimbaum, 1979; Goldberger, 1984; McFatter, 1987). These 
models have usually taken the form of path models, often including unobserved or 
latent variables. Path analysis is the simultaneous analysis of a set of regression 
equations. These equations correspond to the network of hypothesized relation- 
ships among the variables being studied. Measurement error is incorporated in the 
path model by including latent variables to represent the “error-free” constructs 
that are measured by the fallible observed variables. A full description of path 
analysis is not given here, as many references are available (e.g., Bollen, 1989). 

An important motivation for considering path models in the salary discrimi- 
nation problem has been to understand the conditions under which ordinary 
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regression analysis, such as the direct regression discussed earlier, will correctly 
indicate true fairness, or unfairness. Each path model has implications for how 
ordinary regression analysis would perform if applied to data that follow the 
proposed model. Regression analysis can be shown to perform adequately under 
some path models, while giving misleading results under others. The results given 
by a regression analysis depend heavily upon the model that underlies the vari- 
ables under study. 

The path model represents the hypothesized relationships among the salary, 
merit, and group membership variables. A latent variable is often included in the 
model to represent true merit. Group membership may be represented in the 
model by a group-membership indicator, or may be implicitly represented by 
specifying separate models in each group, with simultaneous analyses across 
groups. Different path models for the salary problem are distinguished by which 
variables in the model are given direct path linkages, and which variables are 
linked indirectly. Two path models that have appeared in the literature for the 
salary discrimination problem are the models proposed by Bimbaum (1979) and 
McFatter (1987). 

Birnbaum’s (1979) Model 

The “one-mediator” model presented by Bimbaum (1979) was the first path 
model proposed for the salary problem. A path diagram of the model is given in 
Figure 1. In this model, true merit is a latent variable that acts as a common factor 
underlying both salary and the observed merit measures. True merit is represented 
by the circle in Figure 1, with direct paths to both salary and observed merit, each 
represented by boxes. Measurement error is represented by unique factors that 
directly influence the observed variables (the E in Figure 1). Because of these 
similarities to ordinary factor analysis, the model will here be denoted the 
common factor model. Group membership has a direct path to true merit in the 
model, but may or may not be directly related to salary. The absence of any direct 
path from group membership to salary implies that true fairness holds for the 
salary distribution. Conversely, a direct path indicates unfairness in the salary 
distribution: group differences in salary remain after controlling for true merit. 

This common factor model has two essential features that distinguish it from 
other path models: 

1. The relationship between salary and the observed merit measures arises 
solely through the common influence of true merit. The observed merit 
measures have no direct or independent influence on salary. 

2. Group differences in the observed merit measures arise solely from 
group differences in true merit. The observed merit measures are unbi- 
ased measures of merit (Millsap & Meredith, 1992). 

The first feature implies that salary is determined by true merit, rather than 
by the employee’s status on the measures of observed merit. The apparent rela- 
tionship between observed merit and salary is produced by the common influence 
of true merit. This feature would rule out any explicit determination of salary on 
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the basis of observed merit, for example. The second feature prohibits any 
measurement bias in observed merit as an indicator of true merit. The possibility 
of bias in the observed merit measures is sometimes a point of dispute in discrim- 
ination litigation (Finkelstein & Levin, 1990). 

Under the common factor model, ordinary regression analysis such as direct 
regression can give misleading results. Suppose that the model holds with no 
direct path between group membership and salary. True fairness holds in this situ- 
ation. It can be shown mathematically that regression analysis will indicate that 
observed fairness does not hold for the salary distribution in this case (Meredith & 
Millsap, 1992; Millsap, 1995). This problem was illustrated earlier in the simula- 
tion results given in Table 1. The data for this simulation were generated under the 
common factor model with true fairness in the salary distribution. Bimbaum 
(1979) further illustrates the problem with examples of both direct and reverse 
regression analysis under the common factor model. 

MeFatter’s (1987) Model 

A second path model for the salary discrimination problem was proposed by 
McFatter (1987), and is shown in Figure 2. In this model, true merit again serves 
as a latent variable or common factor that underlies measured merit. Unlike the 
common factor model however, true merit bears no direct relationship to salary. 
Instead, salary is influenced directly by observed merit. True fairness in the salary 
distribution is defined by the absence of any direct path between group-member- 
ship and salary. 

t 

B z t 
Salary ’ Observed 

Merit , 

v: c Group 

Figure 2. The McFatter (1987) Model 

=z 
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McFatter’s model has two essential features that distinguish it from other 
path models: 

1. No direct paths are present in the model between true merit and salary. 
Although the observed merit measures may be fallible indicators of true 
merit, salary is influenced by the observed merit measures directly. 

2. The observed merit measures are unbiased as measures of true merit. 
The model shares this feature with the common factor model. 

McFatter (1987) argued in favor of the first feature by noting that salary allo- 
cations are usually based on available information, even if this information is 
unreliable. For example, unreliable supervisory evaluations may still be consid- 
ered in determining salary. McFatter’s model assumes that the observed merit 
measures include all of the information relevant to the salary allocation. This 
assumption stands in direct contrast to the common factor model in which the 
observed merit information has no direct role in salary determination. 

If McFatter’s (1987) model holds, it can be shown that a direct regression 
analysis will correctly identify true fairness or unfairness in the salary distribu- 
tion. Ordinary regression analysis is diagnostic in this case for the presence or 
absence of a direct path between group membership and salary. Under McFatter’s 
model, fallible measures of observed merit may be used successfully in a regres- 
sion analysis to study fairness. Omitted variables may still create problems, 
however, because the model assumes that the observed measures of merit contain 
all of the information about true merit that is relevant to salary. The conditions 
under which omitted variables will create problems for the model are identical to 
those discussed earlier in the context of ordinary regression analysis. 

Both of the above path models require statistical assumptions similar to those 
required in ordinary regression analysis. Linearity, homoscedasticity, and condi- 
tional normality are required, for example. On the other hand, path analysis has at 
least two advantages in comparison to ordinary regression analysis. First, 
measurement error can be incorporated in the model, as already noted. Secondly, 
path analysis permits both direct and indirect relationships to be studied. Ordinary 
regression analysis studies only direct relationships. These advantages provide the 
motivation for the application of path analysis to salary problems. 

Neither of the above models was originally specified in sufficient detail to 
permit implementation in available software such as LISREL (Joreskog & S&born, 
1989). The Appendix describes the LISREL specification for both models. Further 
information can be found in Millsap and Meredith (1994). The path models must be 
sensitive to group differences in mean salary levels. It is therefore necessary to 
include latent mean structures in the path model. Group membership is handled by 
using multiple group models with equality constraints across groups as needed. We 
next illustrate the use of the two path models in real data. 

An Example 

The data to be analyzed were provided by a large investment firm with 
offices nationwide. Salary and merit data were collected on 947 newly-hired 
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investment brokers. The salaries are starting salaries (STSAL). The merit measures 
to be used are education (EDUC) and previous salary (PRSAL). As noted earlier, 
education is measured on a O-7 scale. Previous salary is the employee’s salary on 
his or her previous job. Both of these variables were considered by the employer 
in setting starting salaries, although no explicit formula was used. According to 
company representatives, the starting salary was typically anchored “near” the 
applicant’s previous salary, and was then adjusted up or down depending on addi- 
tional information. The grouping variable to be considered is based on age. Age is 
measured in years, but will be dichotomized as described earlier to create the 
grouping variable AGEGRP. The threshold of 40 is chosen to correspond to the 
typical legal cutpoint in age discrimination litigation. 

Table 4 gives descriptive statistics for both age groups. Starting and previous 
salaries are expressed as monthly salaries in this Table. In terms of annual salary, 
the older employees average about $4800 more per year than do the younger 
employees. The older employees also have more education on average, and tend 
to have made higher salaries on their previous jobs. It is not obvious from the 
descriptive statistics whether the gap in current starting salaries can be attributed 
to the gaps in education and previous salaries. 

Regression Analyses 

The regression analysis was performed using the monthly salary metric for 
both current and previous salaries. A direct regression was performed as in Equa- 
tion 3, with the two merit variables (PRSAL and EDUC) and the grouping variable 
AGEGRP as predictors. The resulting estimated regression equation was: 

f = 1633.85 + .18(PRSAL) + 86.69(EDUC) + 127.91(AGEGRP). 

All regression coefficients in this equation were statistically significant (p c .05), 
with a multiple correlation of .59. The coefficent estimate for AGEGRP indicates 
that after adjusting for observed merit, older employees make about $1536 more 

Table 4. Descriptive Statistics for Salary and Merit Variables: 
Monthly Salary Metric 

Old (N = 207) 

Correlations 

STSAL EDUC PRSAL Mean SD 

STSAL 1.0 .1569 .3313 2865.13 585.39 

Young EDUC .I169 1.0 .0667 3.24 .84 

N = 740 PRSAL s993 .0393 1.0 4623.49 1827.40 

Mean 2464.99 2.96 3228.14 

SD 527.70 .58 1515.59 

Nrjks: STSAL = Starting salary, EDUC = Education, PRSAL = Previous salary. Correlations, means, and stan- 
dard deviations for employees in the “40 and over” group are above the diagonal; correlations, means, 
and standard deviations for the “under 40” group are below. 
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annually in salary than do the younger employees. Observed fairness does not 
hold in these data, as younger employees receive lower salaries than would be 
expected on the basis of observed merit. 

Latent Variable Path Analyses 

All path analyses were performed using the LISREL VII program (Joreskog 
and S&born, 1989). Both monthly salary variables (PRSAL and STSAL) were 
transformed using natural logarithms prior to their use in the LISREL analyses. 
Table 5 gives the descriptive statistics for the log-tranformed salary variables 
(LPRSAL and LSTSAL) and EDUC. 

Models were evaluated for goodness-of-fit using the fit indices provided by 
LISREL, and two other indices. The relative noncentrality index (RNI) 
(McDonald and Marsh, 1990) is a comparative fit index that measures the fit of 
the model under study relative to a baseline or null model. The null model used 
here is described in the Appendix. This null model gave x2 = 566.14, df = 12. RN1 
values above .90 are generally considered to indicate a good fit. The second fit 
index used here is the root-mean-square error of approximation (RMSEA) 
(Steiger, 1990). This index estimates the root-mean-square error in approximating 
the true population covariance matrix by the “best-fitting” covariance matrix 
under the proposed model, adjusted for degrees of freedom (Browne & Cudeck, 
1993). Browne and Cudeck (1993) suggest that values of the RMSEA below .05 
indicate “close” fit, and values between .05 and .08 indicate adequate fit. Further 
information on these fit indices (and many others) can be found in Bollen and 
Long (1993). 

The path analyses began by fitting the common factor model that assumes 
true fairness, using a multiple-groups analysis as described in the Appendix. This 
model did not fit well (x2 = 85.91, df = 7, RN1 = .86, RMSEA = .ll). As an alter- 
native model, the version of the McFatter model that assumes true fairness was fit 
to the data. This model also failed to fit adequately (x2 = 107.19, df = 7, RN1 = 
.82, RMSEA = .12). 

Table 5. Descriptive Statistics for Salary and Merit Variables: 
Ln( salary) Metric 

Old (N = 207) 

Correlations 

LSTSAL EDUC LPRSAL Mean SD 

LSTSAL 1.0 .1568 .2863 1.94 .20 

Young EDUC .1233 1.0 a419 3.24 .84 

N = 740 LPRSAL s543 .0465 1.0 8.33 Sl 

Mean 7.79 2.96 7.96 

SD .20 .58 SO 

Notest LSTSAL = Starting monthly salary in In units, EDUC = Education, LPRSAL = previous salary in In 
units. Correlations, means, and standard deviations for employees in the “40 and over” group are above 
the diagonal; correlations, means, and standard deviations for the “under 40” group are below. 

JOURNAL OF MANAGEMENT, VOL. 22, NO. 4, 1996 

 at PENNSYLVANIA STATE UNIV on October 5, 2016jom.sagepub.comDownloaded from 

http://jom.sagepub.com/


LATENT VARIABLE MODELS 667 

One obvious explanation for the lack of fit in these models is that true fair- 
ness does not hold. To investigate this possibility, the common-factor model was 
modified to permit different intercept parameters for STSAL, as described in the 
Appendix. This model failed to reach convergence after 500 iterations, indicating 
poor fit. As an alternative, the McFatter model was modified to permit different 
intercepts. This model converged, but did not fit well (x2 = 84.85, df = 6, RN1 = 
.86, RMSEA = .12). 

Finally, we returned to the common-factor model that specifies true fairness, 
and modified this model in response to the modification indices in the LISREL 
output. One modification was strongly indicated: the invariance restriction on the 
unique variance for EDUC was too restrictive. We eliminated this restriction, 
allowing this parameter to assume different values for the two grou s. This modi- 
fied model still included true fairness. The model gave a good fit (x !? = 32.13, df = 
6, RN1 = .95, RMSEA = .07). The implication is that true fairness holds, but that 
education functions differently in the two groups as a measure of merit, and is 
biased in this sense (Millsap & Meredith, 1992). 

The parameter estimates for this final model are given in Table 6, and a path 
diagram is given in Figure 3. Figure 3 displays the model within a single age 
group, with subscripted parameters permitted to vary in value across groups. The 
triangles in the diagram represent constant terms that create the means or inter- 
cepts for both latent and observed variables. In Table 6, the estimate for the latent 
mean K is higher in the older group, as is the unique variance for education. These 
results imply that the regression equation for predicting salary from previous 

8 
lstsal 

b LSTSAL LPRSAL EDUC c-s 
cduc 

i 

Figure 3. Final Common Factor Model for Example Data 

JOURNAL OF MANAGEMENT, VOL. 22, NO. 4, 1996 

 at PENNSYLVANIA STATE UNIV on October 5, 2016jom.sagepub.comDownloaded from 

http://jom.sagepub.com/


668 ROGER E. MILLSAP AND ROSS TAYLOR 

Table 6. Parameter Estimates for a Common-Factor Model 
of Starting Salary, Previous Salary, and Education 

Parameter “UEd” estimate “ Ymng ” estimate 

%.KSA L 

ULPRSAL. 

uEDUC 

hLSTSAL 

h. LPRSAL 

hEDUC 

@LSTSAL 

OLPRSAL 

%uc 

5 

02,,.; 

4.257 

0* 

.555 

,443 

I .ooo* 

,304 

,018 

.I42 

x392 .326 

8.325 7.966 

,086 ,122 

No/us: *Fixed for identification. LSTSAL = Starting monthly salary in In units, 
EDUC = Education. LPRSAL = Previous monthly salary in In units. 

salary and education is not the same for the two groups. This condition violates an 
assumption of direct regression, and suggests that direct regression is inapprop~- 
ate for these data. 

Discussion 

The problems created by measurement error and omitted variables in statisti- 
cal investigations of salary fairness have led researchers to consider path models 
with latent variables. We have described two of these models, and illustrated their 
use in real data. The models serve at least two purposes. First, they can be used to 
test the conditions under which true fairness may be investigated using tests of 
observed fairness. These conditions were described by Millsap and Meredith 
(1994). Second, the models may provide direct tests of true fairness. 

The two models described here are not the only possible latent variable 
models for the salary fairness problem. A third model was presented by Gold- 
berger (1984), and was discussed by Millsap and Meredith ( 1994). This model can 
be specified as a MIMIC model, with the inte~ening latent variable being true 
merit. Salary is the measured outcome variable in this model. The observed merit 
measures are exogenous. A unique feature of this model is that it does not require 
unbiased measures of merit. This model will not be fully identified in most salary 
investigations because salary is usually a scalar measure. Although this model 
cannot be fully tested, Millsap and Meredith (1994) describe how portions of the 
model might be tested. 

Two practical problems will be encountered in using latent variable models 
in salary investigations. One problem concerns sample size. Latent variable 
models generally require substantial sample sizes for adequate estimation and 
testing. Salary fairness applications do not always meet these requirements, as 
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protected groups may be underrepresented in the employee population. In small 
samples, latent variable models are more likely to yield improper parameter esti- 
mates. A second problem concerns the number of available merit measures. As 
discussed in the Appendix, the number of such measures places limitations on the 
variety of models that may be tested. If on’ty a single merit measure is available, it 
may be difficult to reject either of the two models described here. Fortunately, 
multiple measures of merit are available in most salary investigations. 

The problem of omitted variables is not fully solved by the use of path 
models in latent variables. In the common-factor model for example, the introduc- 
tion of additional measures of merit will create no difficulty if these measures load 
on the same “true merit” factor as those already present in the model. Presumably, 
the additional measures would not alter the relationship of salary to true merit. 
Complications ensue if the additional measures load on a separate “true merit” 
factor, however. The relationship of salary to any additional merit factors may 
differ across groups, violating true fairness. The McFatter model is more vulnera- 
ble to the omission of important merit indicators. Even if the additional indicators 
load on the merit factor along with the existing measures, the model requires 
invariant paths between the additional indicators and salary. The unique variances 
for these additional indicators must also be invariant. 

Latent variable models represent a fully parametric approach to the salary 
fairness problem. Dist~bution~ assumptions are required if the models are to 
have implications for true fairness in Equation 2, for example. An important direc- 
tion for future research lies in the development of semi-parametric methods for 
the investigation of salary fairness. The urn model approach of Levin and Robbins 
(1983) is a good example. This model does not provide for measurement error or 
omitted merit variables, however. An ideal method would require few parametric 
assumptions, yet would be robust in the presence of measurement error or omitted 
merit variables. 

The use of latent variable models should not be a substitute for careful 
thought and scrutiny of the data. The researcher should be familiar with the vari- 
ety of models that have been proposed for salary fairness applications. These 
models are potentially useful tools for investigating salary fairness, but their limi- 
tations must be recognized. The models may answer the question of whether the 
data are consistent with a pattern of discrimination. The models do not answer 
questions about intent, and do not provide causal expl~ations for the patterns 
found in the data. 

Acknowledgement: This article is based on a talk given by the first author 
during the RMD Conference on Causal Modeling at Purdue University, West 
Lafayette, Indiana, on March 3-5, 1994. 

Appendix 

The path models for the salary discrimation problem are specified as 
multiple-group latent variable models with structured means. Groups are defined 
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by V, the demographic indicator(s) under study. Equality constraints that operate 
across groups are used to impose invariance restrictions on parameters that should 
be invariant under the model. 

Common-factor models. Let the number of observed merit measures in 2 
be p, and let salary Y be a scalar measure. Let true merit W also be a scalar (gener- 
alizations with multivariate W are possible). The common-factor model is speci- 
fied by the following equations: 

Yj = Vy + ?LyWj + Eyj (4) 

Zj = V, + ?kzWj + E, 

E(E;I) = vy + hy+ (6) 

E(Zj) = Vz + hzKj, (7) 

COV(EZ,&J = Cov( Wb Ey) = COV(Wj Ez) = 0, (8) 

VU~(Wj~ = Gwj23 (9) 

vm(Ey) = $, u 0) 

VW(&,) = 0, (11) 

Equations 4 and 5 give the factor analytic model for salary Y and observed merit 
2. The subscriptj denotes group membership. The factor loadings h and the inter- 
cepts v are not subscripted, as these parameters are invariant across groups. The 
unique factor scores E have covariance matrices in Equations 10 and 11 that are 
also invariant. The expected values for salary and observed merit are given in 
Equations 6 and 7. The latent mean K may vary across groups. Group differences 
in the variance of true merit in Equation 9 are also permitted. 

Under standard normality assumptions on Wand (&y, &.J, the common-factor 
model represented in Equations 4-l 1 can be shown to imply true fairness. Some 
additional constraints are needed to achieve identification. For this purpose, one 
factor loading may be fixed to a nonzero value, with the co~esponding intercept 
fixed to zero (~illsap & Everson, 1991). Adopting these constraints, and assum- 
ing that two groups are compared, there will be 3p + 5 independent parameters to 
be estimated. The degrees of freedom will be p2 + 2p - 1. 

The true fairness assumption requires that vy, $. and 0, be invariant across 
groups. This assumption can be examined by weakening any of these restrictions, 
and observing the improvement in fit, The conditional mean for salary, given true 
merit, is given in Equation 6 by replacing Kj with Wjs The conditional variance for 
salary is the variance in Equation 10. The number of observed merit measures 
may limit the number of restrictions that can be eliminated. For example, with a 
single measure of merit @ = l), the model with true fairness has two degrees of 
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freedom. In this case, only one restriction can be eliminated if the resulting model 
is to be testable. 

The McFatter Model. Using notation similar to that used earlier, the equa- 
tions that describe the McFatter model are: 

Yj=CX+P'Zj+S, (12) 

Zj = V + h Wj + E, (13) 

E(q) = a + p'v + p’h~~ (14) 

E(Zj) = V + hKj (15) 

COV(E, 6) = COV(E, Wj) = COV(G, Wj) = 0, (16) 

VUf Wj) = Ow;, (17) 

Vat-(S) = 06 (18) 

Var(E) = 0, (19) 

Equation 13 gives the factor structure for observed merit, and is similar to Equa- 
tion 5. Equation 12 specifies the regression of salary on observed merit. The inter- 
cept a and the slope p are invariant across groups, as is the residual variance in 
Equation 18. As in the common-factor model, the mean K and variance a$ of true 
merit may vary across groups. 

Under standard normality assumptions on W and (E, 6), the model specified 
in Equations 12-19 can be shown to imply true fairness. Some additional 
constraints are needed to identify the model. In Equation 13, one loading may be 
fixed to a nonzero value, with the corresponding intercept fixed to zero. If p = 1, 
one further constraint is required. One choice in this case is to fix the variance of 
true merit in Equation 17 to a nonzero value in one group. For p > 1, and assum- 
ing two groups with the above identification constraints, the model will have 
p2 + p degrees of freedom. 

The assumption of true fairness in this model requires invariance in all param- 
eters in Equations 12, 13,18, and 19. Note that group differences in the unique vari- 
ances for the observed merit measures will violate true fairness by creating group 
differences in the conditional variance of salary given true merit. The expressions 
for the conditional mean and variance for salary, given true merit, are 

E( yi 1 Wj) = a + v(V + h Wj, (20) 

Var(yj 1 Wj) = fYO.$ + 08. (21) 

The invariance restrictions on any of these parameters may be eliminated to study 
the true fairness assumptions. If group differences in the conditional mean salary 
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are to be introduced, the invariance restrictions on a, /3, v, or h could be elimi- 
nated. Eliminating the restrictions on p will produce group differences in the 
conditional variance of salary, as will the removal of restrictions on the variances 
in Equation 2 1. 

It is often useful to create a null model that can be used as a baseline for the 
computation of comparative fit indices (Bollen & Long, 1993). The inclusion of 
mean structures in the model produces a variety of choices for the null model 
(Millsap & Everson, 1991). One useful choice is a null model that requires all 
salary and merit measures to be mutually uncorrelated, with identical means and 
variances across groups. This null model is used in the analyses reported earlier. 
The invariance constraints are required because the path models to be studied 
impose invariance restrictions in some form. This null model is more restrictive 
than any of the path models to be considered. Less restrictive null models could be 
considered for particular applications. 

Two other practical issues are impo~ant in applying the path models 
described here. First, when implementing the models in software programs such 
as LISREL (Joreskog & S&born, 1989), the user may need to provide start values 
for the iterations. The automatic start values produced by the program are often 
poor for these models. Secondly, as in other applications of structural equation 
modeling, improper parameter estimates (e.g., negative variances) will be encoun- 
tered when sample sizes are small or the proposed model fits poorly. Unless these 
improper estimates can be attributed solely to sampling error, the proposed model 
should be rejected in such cases. 
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