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Abstract

A novel technique to produce reasonable worst-case rainfall scenarios from

ensemble forecasts is presented. This type of scenario is relevant for predicting

the risk of localized, intense rainfall events with a duration between 15 min

and several hours. Such rainfall events can cause surface-water (pluvial)

flooding. Producing useful forecasts of these events at lead times of more than

a few hours is challenging due to the precision and accuracy in rainfall inten-

sity, duration and location that is required. The technique described here

addresses these challenges by constructing appropriate scenarios using a

neighbourhood technique in combination with ensemble forecasting. It is simi-

lar to the distance-dependent depth–duration analysis described in earlier

studies, but it introduces an additional post-processing step based on probabil-

ity distribution functions of rainfall accumulation near a location of interest.

This additional step makes the reasonable worst-case scenarios less dependent

on grid-scale behaviour, and helps to generate scenarios with a consistent

interpretation. The method is used to compare forecasts with a lead time of

6–36 hr to radar data for several case studies that occurred in Yorkshire. These

comparisons also introduce new techniques to present maps of the reasonable

worst-case rainfall accumulation at each location.
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1 | INTRODUCTION

In the UK alone, it has been estimated that 3.2 million
properties are at risk of surface-water flooding (Department
for Environment, Food and Rural Affairs, 2018). This
type of flooding often occurs as a result of intense,
localized and short-lived rainfall events, particularly in
summer. Although surface-water flooding is more
localized than fluvial floods, it is likely to affect pre-
dominantly urban areas. It often takes place away from

river and coastal flood plains, but sometimes occurs in
addition to other types of flooding. Estimated annual
losses in the UK as of 2012 were £320 million
(Committee on Climate Change, 2012), and the inten-
sity of UK heavy rainfall during summer and autumn
is expected to increase in the latest climate change sce-
narios (Met Office, 2019). Surface-water flooding can
present a serious hazard due to high peak flow rates,
which can develop over a short time interval (Archer
and Fowler, 2018).
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Since the advent of convection-permitting weather
forecasts, which explicitly model the dynamics of convec-
tive clouds, numerical weather prediction (NWP) models
have had a much more realistic representation of extreme
rainfall events which may lead to pluvial flooding. Com-
pared to earlier NWP models where convection is param-
etrized (modelled in terms of larger-scale variables),
convection-permitting models are better at capturing the
location and timing of the systems in which individual
convective cells are embedded, the characteristics of
storms within such systems, and the influence of the land
surface and topography on these cells (e.g., Prein
et al., 2015; Clark et al., 2016). These models also better
represent the diurnal cycle of convective rainfall, have
more realistic frequency statistics of extreme precipita-
tion, and differ in their predictions for the sensitivity of
heavy rainfall to climate change (e.g., Hohenegger
et al., 2008; Kendon et al., 2014; Chan et al., 2018).

Uncertainty about forecast precipitation remains the
key challenge for accurate predictions of flood risk
(Hapuarachchi et al., 2011). Despite recent advances,
the location of individual storm cells continues to be
largely unpredictable in convection-permitting forecasts
(Collier, 2007; Hohenegger and Schär, 2007). Only when
events are detected on radar images can a much
improved prediction of where the most intense rainfall
might actually occur be given, although even then the
development of the intensity of a cell is hard to predict.

To represent the uncertainty in both the behaviour of
storm systems and the location of convective cells that
individual deterministic forecasts provide, an ensemble
forecast can be used (e.g., Murphy and Palmer, 1986).
Ensemble forecasts improve the consistency between
forecasts with different lead times and provide informa-
tion about the probability of occurrence of events
(Buizza, 2008). They have also been widely used to drive
hydrological models; in this case, a key challenge is to
represent and assess the combined uncertainty in rainfall
and hydrology (Demeritt et al., 2007; Cloke and
Pappenberger, 2009). Members of an ensemble forecast
can vary in their initial conditions and the choices made
for physical parameters. Additional perturbations can be
made to the atmospheric boundary-layer state or the out-
put from physical parametrizations (Palmer, 2001; Berner
et al., 2011; Bouttier et al., 2012).

Over the last decade, it has become possible to per-
form convection-permitting ensemble simulations for
regional NWP. Although these ensembles include a real-
istic representation of storm dynamics, they also present
new challenges. One of these challenges is that the
assumptions that have traditionally been used in data
assimilation to obtain initial forecast conditions are no
longer valid (e.g., Clark et al., 2016). In particular,

assimilating radar observations for short-term forecasting
requires careful processing of the radar retrievals (Dance
et al., 2019). Moreover, the evaluation of ensemble fore-
casts requires an approach that takes into account that it
is not possible to predict the exact location of individual
storm cells accurately.

Traditional forecast verification methods penalize a
forecast twice if a rain event is forecast correctly but with
an offset in its location, a problem known as the double-
penalty (Mass et al., 2002). This issue can be overcome
with a set of techniques that are collectively referred to as
neighbourhood processing methods (Theis et al., 2005;
Ebert, 2008; 2009; Roberts and Lean, 2008; Gilleland
et al., 2009), which include smoothing of output fields and
taking a maximum in a neighbouring region. Schwartz
and Sobash (2017) look in detail at neighbourhood
methods and show that seemingly small variations on an
existing method such as using the same operators
(e.g., smoothing, taking a maximum over a given area) in
a different order can lead to results which require a differ-
ent interpretation. Neighbourhood methods can also be
used in combination with ensemble forecasting (Schwartz
et al., 2010).

Here, we explore an approach that has its roots in
neighbourhood-based approaches but with a focus on
producing plausible rainfall scenarios, rather than evalu-
ating a forecast. We will describe a novel method for con-
structing and visualizing heavy rainfall scenarios. The
aim is to explore a way of presenting localized scenarios
that are coherent and plausible, which can be used as
input for hydrological modelling (Birch et al., in prepara-
tion). The work is motivated by a recent study (Ochoa-
Rodríguez et al., 2018) which found that users of flood
guidance are interested in an accurate characterization of
areas where heavy rainfall is likely to occur.

The scenarios are formed by taking time-series of pre-
cipitation from selected grid boxes in the neighbourhood
around the location of interest from an ensemble of NWP
forecasts. A 6–36 hr lead time is used, and the scenarios
correspond to relatively high rainfall accumulations over
a short interval (compared to the full neighbourhood in
all ensemble members).

Neighbourhood-processed convection-permitting ensem-
ble forecasts have previously been used in the context of
flood forecasting by, for example, Vincendon et al. (2011),
Golding et al. (2016), Hardy et al. (2016) and Olsson
et al. (2017). Processed ensemble forecast information is
often presented in terms of probability of exceedance for a
given threshold, such as the probability of 1 hr mean rainfall
over 30 mm�hr–1. A somewhat different approach is taken
in this study, where a given probability of exceedance is con-
sidered (e.g., the 95th percentile of accumulated rainfall,
i.e., 5% probability of exceedance), the corresponding
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threshold is derived, and scenarios that correspond to this
threshold are reconstructed by using neighbourhood infor-
mation. In other words, the method aims to find a local rea-
sonable worst-case scenario with a consistent interpretation.
This is not the absolute worst-case scenario that could occur,
both because of the use of the percentile-based approach
and because the forecast ensemble may not include the full
range of possible scenarios. The approach is similar to that
of Olsson et al. (2017), although there are two major differ-
ences to that study:

1. The novel visualization methods explored here make
it possible to present forecast data for a wider region
and identify areas within this wider region that are at
increased risk of flooding. The percentile-based
approach generates a single map summarizing rainfall
totals corresponding to scenarios with a consistent
interpretation for each ensemble.

2. There is more emphasis on short-duration (1 hr and
below, using a running time window) events in the
current work, both in terms of the analysis of the
ensemble forecast as well as in comparisons to radar
rainfall. Two of the case studies (August 22, 2015;
August 13, 2018) in particular are characterized by
highly localized convective cells that generate rainfall
at these sub-hourly scales. The shorter time scales are
relevant for local surface-water flooding, but less so
for basin-scale average rainfall. Because of this differ-
ence in application, the data used also consider the
local scale (a single grid point in the model or radar
data), rather than the scale of an urban basin as in
Olsson et al. (2017) (which is already small, in their
case 38 km2). For the local scale, the use of a
percentile-based approach makes it possible to focus
on events that correspond to a reasonable worst-case
scenario, whereas an approach that takes the maxi-
mum as in Olsson et al. would be sensitive to rainfall
accumulations in single grid points which may not be
realistic.

We explore the novel technique in detail using an
intense rainfall event that occurred in Garforth (West
Yorskhire, UK) on August 22, 2015. The case study is
described in more detail in Birch et al. (in preparation),
which briefly mentions the methodology that is described
in full in the current article. Birch et al. also explore
hydrological modelling of the corresponding surface-
water flooding event.

The forecast and radar datasets, as well as the
neighbourhood processing method, are introduced in
Section 2. In Section 3, we apply the method to the case
study, illustrate how the information can be visualized
over a larger area and explore sensitivities to parameters

of the post-processing algorithm. A number of other cases
that occurred in Yorkshire are also discussed. In Sec-
tion 4, we discuss how the method could be further
developed and applied to test the ensemble forecasts
systematically.

2 | METHODS

2.1 | MOGREPS-UK

The Met Office Global and Regional Ensemble Prediction
System—UK system (MOGREPS-UK) is described in
Hagelin et al. (2017). The model has a grid spacing of
2.2 km in the central part of the domain, which covers
Ireland and the United Kingdom. The physical parame-
trizations in MOGREPS-UK are largely based on those of
the deterministic UK variable resolution model (Lean
et al., 2008), which has a grid spacing of 1.5 km.
MOGREPS-UK does not use a subgrid parametrization of
either shallow or deep moist convection.

Several technical improvements to MOGREPS-UK
have taken place over the past years. Of particular impor-
tance is the upgrade to the ENDGame (Even Newer
Dynamics for General atmospheric modelling of the envi-
ronment, Wood et al., 2014) dynamical core which was
introduced in February 2015 and is used in the current
work. ENDGame solves the Euler equations using a
semi-implicit, semi-Lagrangian technique, and ensures
better conservation of mass and more accurate dynamics
compared to the previous dynamical core.

This work uses the MOGREPS-UK forecasts that were
produced at the time of each case study. An overview of
recent changes to MOGREPS-UK is given by Hagelin
et al. (2017). At the time of the Garforth event, the
ensemble took its initial and boundary conditions from
the Met Office Global Ensemble Prediction system
(Bowler et al., 2008). For the more recent case studies,
the forecasts were initialized with convective-scale data
assimilation (Tennant, 2015) and use stochastic physics
(Lock and Boutle, 2016; McCabe et al., 2016). Convective-
scale data assimilation reduces the time needed for con-
vection to develop during the spin-up phase, whereas the
stochastic physics helps both to spin up convection and
to create differences in cell development between mem-
bers (Leoncini et al., 2013).

For all the case studies, a 12-member ensemble was
generated every 6 hr. In other applications, often two of
these ensembles are used to create a 24-member time-
lagged ensemble (e.g., Golding et al., 2014), but for sim-
plicity this has not been done here. MOGREPS-UK
ensemble forecasts are already used as input to the UK
Flood Forecasting Centreʼs grid-to-grid model (Price
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et al., 2012), which is used to provide regional flood risk
guidance information (Pilling, 2016).

2.2 | Radar observations

The radar observations used in this study are described
by Harrison et al. (2000; 2009). They are part of the Met
Office Nimrod/Radarnet system, which is also used for
very short range forecasting (Golding, 1998). The 5 min
rainfall product has a resolution of 1 km and is generated
directly from radar data in polar coordinates. The data
were retrieved from the National Centre for Atmospheric
Science British Atmospheric Data Centre archives (Met
Office, 2003).

Rainfall rates are derived from a power-law relation-
ship to radar reflectivity. The data are corrected and
quality-controlled (e.g., the mean noise is removed, the
data are filtered, and radar beam attenuation and topog-
raphy are corrected for) and regularly calibrated against
rain gauges. Nevertheless, radar data are known to have
errors which can be up to a factor 2 even after calibration
(Joss et al., 1990). However, when it comes to evaluation
of extreme events, radar data are often needed to provide
the necessary spatial resolution to capture these events
(Mittermaier, 2008), as gauge data do not provide a dense
enough spatial sampling.

For Nimrod/Radarnet, some comparisons between
time-series of accumulation with gauge measurements are
given by Harrison et al. (2009; 2012). Although the timing
of rainfall events is consistent between rainfall and gauge
measurements, there tend to be substantial quantitative
errors in the radar precipitation. Harrison et al. (2012)
found errors of about 25% in 24 hr accumulations for loca-
tions where gauge measurements were over 30 mm. The
radar mostly underestimated precipitation compared to
the gauges (although this may be because gauges with a
high accumulation were selected for the comparison). Fur-
ther calibration of the radar data for the specific purpose

of generating extreme rainfall scenarios would help to
improve the quantitative validation of the results shown
here but is beyond the scope of the current study. The fact
that good calibration is hard for the very highest rainfall
intensities is one of the reasons we focus on rainfall accu-
mulation that corresponds to the 95th and 99th intensity
percentiles within a given neighbourhood, rather than the
maximum rainfall intensity, in the current study.

2.3 | Case studies

The case studies were chosen to correspond to observed
surface-water flooding events. The main case study con-
cerns August 22, 2015. The Met Office daily weather
summaries mention that 62.5 mm of rainfall was mea-
sured in Bramham, 10 km to the north of Garforth, over
the course of the day (Met Office, 2015). For comparison,
the 1981–2010 mean monthly rainfall for August at the
Church Fenton observing site 12 km to the east of Gar-
forth was 57.9 mm (Met Office, 2020). Garforth was
affected by several storm cells that passed over it in the
northward direction from 1500 UTC, as can be seen in
the radar images in Figure 1. Each of these cells resulted
in significant rainfall rates. The most intense rainfall
events occurred around 1515 and 1730 UTC (see also
Figure S1, which contains half-hourly radar images).

The next case study concerns August 23, 2017. A cold
front with north–south orientation passed Wyke Beck in
Leeds (West Yorkshire) around 0830 UTC and moved
towards the northeast, reaching Scarborough (on the
North Sea coast) around 1100 UTC. Flash flooding
occurred in both of these locations. The Met Office daily
weather summaries mention that 40.6 mm of rainfall was
recorded over the course of the day by the gauge station
at Bramham, which is about 10 km from Leeds.

August 13, 2018, was selected as a third case study.
On this day, a convergence line with a northwest/south-
east orientation, which stretched across much of the

FIGURE 1 Radar rainfall rates for the Garforth event on August 22, 2015
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north of the UK, remained stationary in the area sur-
rounding York between 1300 and 1800 UTC. Individual
cells within this system moved towards the southeast.
Rainfall amounts of around 40 mm over 15 min were
recorded at a number of locations in the city of York
(City of York Council, 2019).

Radar images for the August 23, 2017, and August
13, 2018, case studies are given in the supplementary
material (Figures S2 and S3).

2.4 | Maximum rainfall
accumulation maps

Flooding is sensitive to both the duration and intensity of
rainfall, as well as to antecedent ground conditions. In
constructing rainfall scenarios, we will focus on events
that correspond to a relatively large rainfall accumulation
over a short interval.

We first determine an optimal interval of interest of
duration T, for example 60 min. For each grid box, we
find the maximum rainfall accumulation (amax) over
T using a rolling window (starting every 5 min) over a
search period of interest. In this study, the first 36 hr after
the initialization time of each forecast is used as the
period of interest for all plots. This means that, when we
compare forecasts with different initialization (and hence
lead) times in the remainder of this article, the period of
interest differs. However, we have made sure that the
period of interest always contains the case study event.

For some applications, it may be useful to split each fore-
cast into shorter search periods of, for example, 12 hr so
that there is a smaller risk of the method picking up
events that occur further than 12 hr apart in the same
analysis (preferably with overlap between the periods, so
that events are always fully contained within at least one
analysis period). tmax is the time of maximum accumula-
tion, that is, the time of the start of the hour in which
amax occurred. A rolling window starting every 5 min was
chosen because this is the temporal resolution of both the
radar and MOGREPS-UK data.

A map of T = 60 min amax values computed from the
radar observations, corresponding to the August 22, 2015
event, is shown in Figure 2a. The reader should bear in
mind that the map corresponds to rainfall accumulations
with different values of tmax at different grid box loca-
tions; such a map can be called asynchronous. An
emphasis on short-duration events is retained with this
strategy. Some of the results shown by Golding
et al. (2016) are also presented as asynchronous maps
(e.g., the probability of hourly rainfall accumulation
above a certain threshold at any time of day). The figure
shows the rainfall footprint of a storm system which pas-
sed over Garforth and its surrounding area. The footprint
of the storm accumulation is oriented along the direction
of storm movement.

In Figure 2b–d we show the T = 60 min amax from
three of the MOGREPS-UK ensemble members. The first
of these generally agrees well with the radar, even if the
location of the storm is not exactly correct. The second

FIGURE 2 Maximum T = 60 min accumulations amax from (a) radar and (b)–(d) three ensemble members. Time of maximum

accumulation, tmax, for (e) radar and (f)–(h) three ensemble members. Computed using a 36 hr search period starting August 22, 2015 at

0300 UTC
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and third members, on the other hand, fail to predict
intense rainfall in the vicinity of Garforth. The maps in
Figure 2a–d indicate the total area affected by short-
duration events throughout the period of interest. The
associated time of maximum accumulation, tmax, is
shown in Figure 2e–h. This shows that tmax tends to be a
patchy field, which displays the character of individual
storm cells.

2.5 | Neighbourhood processing method

The following steps are used to construct rainfall scenar-
ios using the neighbourhood method.

• amax is computed and mapped as described in Sec-
tion 2.4 for the area of interest. We define the
neighbourhood of a grid box as a circle with a radius
of, for example, 30 km (r30), centred at that particular
grid box (although any reasonable radius can be used).
For each grid box within the area of interest, the values
of amax in its neighbourhood are ranked from lowest to
highest and percentiles are computed (95th percentile,
p95, is used here; see Figure 3). The rainfall accumula-
tion (e.g., r30, p95, T60; the sensitivity to the relevant
parameters is explored in Section 3) values can then be
plotted on a map.

• For a given grid box of interest (e.g., over Garforth),
the rainfall scenario can be extracted from the
corresponding target grid box, considering the full
36 hr search period, and used as input for a small-scale
hydrological model. This input would typically be pro-
vided as a hyetograph, although in this article we will
mostly show accumulation curves. We refer to these

scenarios using the same notation as above, for exam-
ple, r30, p95, T60.

This approach is followed for the radar, individual
ensemble members and the ensemble as a whole
(by ranking all the values of amax corresponding to the
neighbourhood in the full ensemble), which makes it
possible to summarize the information in a way that
shows how well forecast members agree and which areas
the forecasts consider to be at risk of heavy rainfall
events.

Rainfall probability distributions within a given area
have been used by, for example, Rezacova et al. (2007)
in the context of verification of a convection-permitting
model. Another approach that has been successful in
precipitation forecasting is the use of a so-called
probability-matched mean (Ebert, 2001). In this
approach, the structure of the ensemble mean precipita-
tion field over the domain is retained, but the
corresponding rainfall values are adjusted in such a way
that the probability distribution function of rainfall
matches that of the full ensemble (either over the full
domain or locally, see Clark, 2017). However, this
approach is less suitable for identifying the potential for
smaller and less predictable features in the rainfall field
(Surcel et al., 2014).

Olsson et al. (2017) go even further by merging differ-
ent durations (T) of interest into a single metric. We do
not employ a single metric for different durations here,
although this would be easy to implement as an exten-
sion. The advantage of using a specified time scale is that
the value of the accumulation has an easy-to-interpret
physical meaning, and that it is possible to consider dif-
ferent time scales that are relevant to different types of
event. Generally, the same regions are identified when
different short time scales are used (e.g., 15 min or
an hour).

For a small search radius, the ranking procedure is
computationally affordable, as only a single field of accu-
mulation (amax) is used in the neighbourhood analysis
around each grid box, rather than information from
many different time steps. Nevertheless, the computa-
tional effort associated with calculating the probability
distributions increases rapidly with the resolution of the
simulations and the search radius (it is also much more
expensive for the full ensemble than for the individual
members). (The expected computational cost of a single
sorting operation involving n grid points scales as n log
(n) for the quick-sort algorithm used here. This implies
that if we consider a domain of constant size and a con-
stant search radius, the total cost of these operations
scales as ρt

2ρs
2 log (ρs

2). Here, ρ is the density of grid
points (the inverse grid spacing) in a single direction, and

FIGURE 3 Schematic illustration of the post-processing

procedure used
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the subscripts t and s refer to the target (output) and sam-
pling (input) points, respectively. This means that for the
results in this work, the computational cost increases by
a factor of about 20 when the resolution of both the target
points and sampled points is doubled.)

3 | RESULTS

The accumulation curves corresponding to raw forecast/
radar data and the (r30, p95, T60) and (r30, p99, T60) sce-
narios at Garforth for the August 22, 2015, case study are
shown in Figure 4. They are based on the forecast

ensemble that was initialized on August 22 at 0300 UTC
and are compared to the unprocessed ensemble data,
which are shown in Figure 4a. In the unprocessed
ensemble data, none of the members captures the high
intensity event observed by the radar (thick black line in
Figure 4a), and the rainfall tends to occur later in the
day. When we consider the post-processed ensemble
data, at least some of the members produce similar
amounts of rainfall to observations, although even for the
(r30, p99, T60) scenarios all the forecasts still have lower
rainfall. There is a wide spread in rainfall rates between
the post-processed ensemble members, which indicates
that some members fail to produce heavy rainfall in a
30 km radius. The timing of the rainfall is also closer to
that in observations for the post-processed data.

From the post-processed radar data in Figure 4b,c, it
appears that Garforth was one of the worst affected loca-
tions in a 30 km radius, as the unprocessed radar accu-
mulation (black line) corresponds to about the 95th
percentile in the post-processed radar data (grey line in
Figure 4b).

Figure 5 shows the map of post-processed ensemble
forecast (r30, p95, T60) accumulations, using the same
forecast initialization time as in Figure 4. The ensemble
shows that the highest risk of heavy rainfall is located in
the immediate vicinity of Garforth (Figure 5n), which is
consistent with the post-processed radar data. Individual
members, however, vary widely in the approximate loca-
tion where they predict events and their forecasted inten-
sity. About half of the forecast members predict a single
event to occur with its centre near Garforth, whereas
some of the other ensemble members predict multiple
areas of heavy precipitation.

The maps may look similar to guidance maps, but
care should be taken in interpreting them. Besides not
giving information about impacts, the maps do not
account for model bias, ensemble underspread and the
limitations of the method. For example, previous work
has shown that the location where convection is triggered
is influenced by topography and boundary-layer forcings
in the UK (Bennett et al., 2006). We are currently not
making any adjustments to take into account preferential
triggering of convection at certain locations, which
means that the representativeness of the scenarios is
likely to degrade near coastlines and near topography.
However, this issue affects both the radar data and the
forecasts in a similar way, and the exact location of rain-
fall maxima downwind of a mountain range or near
coastlines will still have some inherent uncertainty. In
principle, the search neighbourhood could incorporate
additional criteria: for example, points that have a large
vertical separation from the target location or are over
sea could be excluded.

(a)

(b)

(c)

FIGURE 4 Radar and ensemble accumulation curves using

the August 22, 2015, 0300 UTC forecast for Garforth with

(a) unprocessed data and (b), (c) processed data corresponding to

(b) the (r30, p95, T60) and (c) the (r30, p99, T60) scenarios. In all

panels, the thick black line corresponds to the unprocessed

radar data
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We also remark that, unlike the maps, the extracted
accumulation curves are not coherent on scales larger
than the grid scale (i.e., between neighbouring grid boxes,

this spatial coherency is not preserved in the ranking
procedure). It would be possible to address this issue by
performing the ranking on spatially averaged data at a

FIGURE 5 Map of (r30, p95, T60) ensemble forecast accumulations, using the August 22, 2015, 0300 UTC forecast

FIGURE 6 Maps of (a)–(e) the post-processed (r30, p99, T60) rainfall accumulation from the radar, three ensemble members and the

full ensemble; (f)–(j) the same using the (r30, p100, T60) scenario. Based on the August 22, 2015, 0300 UTC forecast
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scale of interest. In the current work, the scale of inter-
est is assumed to be similar to the grid scale (or at least
below the scale at which accumulation curves vary
substantially).

When a higher percentile is used (Figure 6), the maps
show the imprint of very local high accumulations
clearly: they appear as circles on the maps. In the (r30,
p100, T60) maps (Figure 6f–j), the single grid box with
the highest accumulation will become the target grid box
for all its neighbours in a 30 km radius. For the individ-
ual members in the (r30, p99, T60) maps (Figure 6g–i)
the same behaviour is also found. The corresponding
ensemble map in Figure 6e shows a smoother field. There
are large differences between the p95, p99 and p100 accu-
mulations (it should be kept in mind that the colour scale
is very nonlinear). Both the radar data and the forecasts
may contain considerable errors for the more extreme
accumulations, as the radar may not be as well calibrated
for such events and the microphysics and numerical
mixing in the forecast will also play a role in determining
the behaviour of resolved storm cells.

When the full probability distributions in the 30 km
search radius around Garforth are considered (Figure 7),
for each of the 12 forecast members (coloured lines) and
the radar (thick black line), it can be seen that all of the
ensemble members have lower rainfall within the search

FIGURE 7 Probability distribution of maximum (r30, T60)

accumulation for a circular area around Garforth. The grey line

represents a probability distribution derived from radar, the black

line the probability distribution over the entire ensemble, and the

coloured lines the probability distribution corresponding to

individual ensemble members

FIGURE 8 For radar (a)–(e), one individual member (f), (j) and the ensemble (k)–(o). Columns correspond to the (r30, p95, T60), (r40,

p95, T60), (r50, p95, T60), (r30, p95, T15) and (r30, p95, T360) scenarios (i.e., the search radius varies in the second and third columns and

the duration of accumulation in the fourth and fifth columns)
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radius, particularly for the higher percentiles. Although
some ensemble members produce heavy rainfall near
Garforth, none of them produces heavy rainfall over as
large a part of the search neighbourhood as observed.
This could be due to a systematic issue with the initial
conditions of the ensemble or the model physics, or it
might be that there would be value to using a larger

ensemble or search radius. The heavy rainfall events in
some of the forecasts and the radar data correspond to a
rapid increase in accumulations at the higher percentiles.
This again illustrates that the choice of percentile is cru-
cial for the accumulations obtained.

Increasing the search radius to 40 km or 50 km
results in a smoother field, particularly for radar data and

(a) 21/08 0900 UTC (b) 21/08 1500 UTC (c) 21/08 2100 UTC (d) 22/08 0300 UTC (e) 22/08 0900 UTC

FIGURE 9 Maps of ensemble accumulations based on (r30, p95, T60) scenarios for different forecast initialization times. (d) The

initialization time used in Figures 4–8

(a) 23/08/17 0300 UTCraw (b) 13/08/18 0300 UTCraw (c) 23/08/17 0300 UTC (d) 12/08/18 0900 UTC

(e) 22/08/17 0900 UTC (f) 22/08/17 1500 UTC (g) 22/08/17 2100 UTC (h) 23/08/17 0300 UTC (i) 23/08/17 0900 UTC

(j) 12/08/18 0900 UTC (k)12/08/18 1500 UTC (l) 12/08/18 0900 UTC (m) 13/08/18 0300 UTC (n) 13/08/18 0900 UTC

FIGURE 10 (a), (b) Raw radar T = 60 min amax for the additional case studies, (c), (d) radar (r30, p95, T60) accumulation maps,

(e)–(i) (r30, p95, T60) ensemble accumulation maps for the August 23, 2017 Scarborough case study with forecast initialization times shown

above the panels, (j–n) the same, for the August 13, 2018 York case study
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individual ensemble members (Figure 8a–c, 8f–h, 8k–m).
Additional work would be needed to determine an opti-
mal radius which reflects the uncertainty in the ensem-
ble. This will be case-dependent as well, as it relates to
the size and spacing of storms as well as terrain heteroge-
neity, orography and land–sea contrast. The time interval
can also be varied to correspond to a representative storm
duration and/or flooding response time, which will
depend on the catchment/drainage characteristics of the
location of interest. Figure 8d–f, 8i–j and 8n–o show the
results for T = 15 min and T = 6 hr. The 15 min interval
largely detects the same events (although with smaller
accumulations), whereas the 6 hr interval of accumula-
tion accentuates the steady rainfall over the Pennine
hills, in the west of the domain, in the forecasts.

Maps of the post-processed ensemble for different
forecast initialization times are shown in Figure 9, where
the initialization time is shown at the top of the figure
panels. The post-processing uses the first 36 hr of forecast
data for each initialization time. These maps show that
the possible location of heavy rainfall events is quite con-
sistently predicted in forecasts with different initializa-
tion times up to 2 days ahead.

Further analysis found that the August 21, 1500 UTC,
ensemble contains events with a higher intensity than
the ensemble analysed above (which was initialized on
August 22 at 0300 UTC and is shown in Figure 9d). The
use of forecasts initialized at multiple lead times, as is the
current operational practice, is useful to obtain a wider
range of possible scenarios.

Figure 10 displays summary maps for the other two
case studies. The radar data in Figure 10a,b show that the
events of interest correspond to high observed rainfall
accumulations. For the August 23, 2017 event, the accu-
mulations show two maxima near Scarborough and
Wyke Beck. For the August 13, 2018 event the precipita-
tion occurs over smaller areas embedded in a band from
the northwest to the southeast. Both the two maxima and
the band are visible in the (r30, p95, T60) post-processed
data in Figure 10c,d (using a start time of August
12, 2018, 0900 UTC in Figure 10c as some of the radar
data for August 14 are unavailable).

For the August 23, 2017 Wyke Beck/Scarborough
event the ensembles (Figure 10e–i, corresponding to dif-
ferent forecast initialization times) did not predict the
heavy rainfall that occurred, although a risk of high rain-
fall was predicted for Scarborough. The storm system in
which these events occurred was not well represented in
the forecasts, the reasons for which will require further
analysis. For the August 13, 2018 York case study
(Figure 10j–n), on the other hand, the ensemble forecasts
accurately predicted the convergence line, and the predic-
tion of a chance of high rainfall is particularly accurate in

the forecast ensemble with the shortest lead time. The
ensemble accumulation curves from the 0300 UTC fore-
casts on the day of each event (Figure 11) show that, for
both events, the accumulation itself is uncertain, and for
the August 13, 2018 York case study the timing of the
maximum accumulation is earlier in the ensemble mem-
bers than in the radar observations.

One of the challenges in providing pluvial flood guid-
ance is that a system can easily indicate the risk of events
that fail to materialize (false alarms). In order to obtain a
first impression of whether the post-processed forecasts
are different on days without the same intense rainfall
events, we consider the maps of the (r30, p95, T60) accu-
mulation for all forecasts initialized at 0300 UTC on all
days in August 2018 in Figure 12. This includes the days
of the York case study: it appears that the rainfall amounts
in the post-processed forecasts around August 13 (the York
case study, cf. Figure 10j–n) stand out compared to any
other days during that month. Accumulation maps for
June–August 2018, and the corresponding radar-derived
maps, are provided in the supplementary material
(Figures S4–S9). These figures show, at least qualitatively,
that the approach is generally capable of identifying those
dates and areas where significant rainfall occurs.

(a)

(b)

FIGURE 11 Ensemble and radar accumulation curves for the

other case studies, using the 0300 UTC forecasts on the day of the

event. The thick black line corresponds to unprocessed radar data,

the grey line for the Scarborough case study to post-processed radar

data (missing for the York case)
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01/08 0300 UTC 02/08 0300 UTC 03/08 0300 UTC 05/08 0300 UTC04/08 0300 UTC

05/08 0300 UTC 07/08 0300 UTC 08/08 0300 UTC 10/08 0300 UTC09/08 0300 UTC

16/08 0300 UTC 17/08 0300 UTC 18/08 0300 UTC 20/08  0300 UTC19/08 0300 UTC

11/08 0300 UTC 12/08 0300 UTC 13/08 0300 UTC 15/08 0300 UTC14/08 0300 UTC

21/08 0300 UTC 22/08 0300 UTC 23/08 0300 UTC 25/08 0300 UTC24/08 0300 UTC

26/08 0300 UTC 27/08 0300 UTC 28/08  0300 UTC 30/08 0300 UTC29/08/ 0300 UTC

FIGURE 12 Maps of the (r30, p95, T60) post-processed rainfall accumulations for 0300 UTC ensemble forecasts throughout

August 2018
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4 | CONCLUSIONS AND
DISCUSSION

Short-lived but intense rainfall events play an important
role in surface-water flooding. These events remain diffi-
cult to forecast, despite the availability of ensemble fore-
casts and neighbourhood processing methods. The
combination of these methods can be very effective, but
it is a challenge to develop techniques that have a clear-
cut interpretation and can be used for hydrological
forecasting.

We have demonstrated a method for generating sce-
narios that are representative for heavy rainfall events
from an ensemble forecast and can be used to evaluate
these forecasts against radar observations. The approach
also makes it possible to produce maps that show vari-
ability within a larger region.

The results are encouraging: the forecast maps effec-
tively point to areas of increased probability of rainfall in
two of the three case studies considered. For the third case
study, the possibility of an event in the Scarborough region
is detected in the forecasts with a shorter lead time, but
the possibility of an event at Wyke Beck is less clear.

Like the distance-dependent depth–duration analy-
sis approach taken by Olsson et al. (2017), the method
provides an ensemble reasonable worst-case approach.
However, our approach considers events that corre-
spond to a high percentile within a search radius,
rather than the very worst-case scenario within the
search radius, in order to prevent emphasis on results
that may not be physical and reduce sensitivity to sin-
gle grid box accumulations. By performing an efficient
neighbourhood search, the method distinguishes
between the differences in the mesoscale meteorologi-
cal conditions that develop between ensemble mem-
bers and the fact that the location of triggering for
individual storm cells is largely unpredictable.
Although using a high percentile in the analysis will
unavoidably lead to the occurrence of false alarms on a
local scale, we did not find the possibility of heavy
rainfall events being detected on a large number
of days.

In future work, the maps could be modified to display
event return times or expected impacts by combining the
rainfall accumulation curves with other data. The scenar-
ios have already been used to produce flood forecasts and
both the rainfall scenarios and flood forecasts have been
tested in a user workshop (see Birch et al., in preparation,
for more details).

A more systematic evaluation of the technique on sev-
eral years of data would be needed in order to quantify how
useful it is over a longer time interval. Such an evaluation
could further improve the method by considering an

optimal search radius, and it could include further bias cor-
rection of the forecast data and radar data against quality-
controlled ground-based observations (see, for example,
Blenkinsop et al., 2017; Lewis et al., 2018). Calibration is
particularly important for the more rare events, where the
rain rates provided by either forecast or radar may have sys-
tematic biases. In future, a newly developed integrated
gauge–radar–satellite merged dataset (UKGrsHP, Yu
et al., 2020) could also provide an improved observational
reference.

The choice of length scale can probably be optimized
on a case-by-case basis, depending on ensemble spread
and, for example, the size and spacing of storms. Methods
for determining the scales over which ensemble members
agree are discussed by Dey et al. (2016a; 2016b). Auto-
mating this would require some effort: one idea would be
to use machine learning techniques (see, for example,
Gagne et al., 2014).

The current serial algorithm can present an issue for
operational application, especially for the larger search
radii (where running the serial code takes several hours).
This issue could be addressed by a combination of par-
allelizing the code, reducing the number of target and
sampling points, optimizing the sorting algorithm to
exploit overlap in search neighbourhoods between adja-
cent grid points, and restricting the sort algorithm to
accumulations over a given threshold.

For improving the maps, methods from extreme value
theory could be applied to address the fact that the
ensemble forecasts represent only a sub-sampling of pos-
sible scenarios. Fitting a distribution to the results
(e.g., Alfieri et al., 2012) may be beneficial, even though
the spatial data in the forecasts cannot be treated as inde-
pendent data. Together, such improvements could help
to develop the current prototype analysis into a useful
tool to assist flood guidance providers and hydrological
modelling.
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