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Abstract: This paper proposes an improved Traffic Class Prioritization based Carrier Sense
Multiple Access/Collision Avoidance (TCP-CSMA/CA) scheme for prioritized channel access to
heterogenous-natured Bio-Medical Sensor Nodes (BMSNs) for IEEE 802.15.4 Medium Access Control
(MAC) in intra-Wireless Body Area Networks (WBANs). The main advantage of the scheme is to
provide prioritized channel access to heterogeneous-natured BMSNs of different traffic classes with
reduced packet delivery delay, packet loss, and energy consumption, and improved throughput
and packet delivery ratio (PDR). The prioritized channel access is achieved by assigning a distinct,
minimized and prioritized backoff period range to each traffic class in every backoff during contention.
In TCP-CSMA/CA, the BMSNs are distributed among four traffic classes based on the existing
patient’s data classification. The Backoff Exponent (BE) starts from 1 to remove the repetition of
the backoff period range in the third, fourth, and fifth backoffs. Five moderately designed backoff
period ranges are proposed to assign a distinct, minimized, and prioritized backoff period range
to each traffic class in every backoff during contention. A comprehensive verification using NS-2
was carried out to determine the performance of the TCP-CSMA/CA in terms of packet delivery
delay, throughput, PDR, packet loss ratio (PLR) and energy consumption. The results prove that
the proposed TCP-CSMA/CA scheme performs better than the IEEE 802.15.4 based PLA-MAC,
eMC-MAC, and PG-MAC as it achieves a 47% decrease in the packet delivery delay and a 63%
increase in the PDR.

Keywords: Wireless Body Area Networks (WBANs); CSMA/CA; MAC; backoff; traffic priority;
packet delivery delay; throughput; energy consumption

1. Introduction

Wireless Body Area Networks (WBANs) provide unsupervised, inconspicuous and real-time
continuous health monitoring and are used in various applications, such as medical, personal
healthcare, consumer electronics, military, sports and fitness, entertainment and rehabilitation systems.
WBANs create advancement in human healthcare by offering proactive management and early
diagnosis of various diseases. The patient’s vital-signs data are collected and analyzed by deploying
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different types of Bio-Medical Sensor Nodes (BMSNs) such as body temperature, heartbeat rate (HR),
respiratory rate (RR), blood pressure (BP), electrocardiogram (ECG), electroencephalogram (EEG),
electromyography (EMG) and pH-level [1], for an extended period and, therefore, decreasing the
healthcare budget. BMSNs can either be well placed on the body or on the cloths (wearable) or inside
the body (implanted) [2–5]. These BMSNs are tiny, intelligent, and light-weight, which consume low
energy and the network of these BMSNs facilitates the medical users to observe the health of patients
continuously and to generate real-time feedback [6]. These BMSNs are responsible for sending the
sensory vital-signs information to the local base station known as Body Coordinator (BC), located on
or near the human body.

In WBANs, heterogeneous-natured BMSNs are used. These BMSNs are different in computation,
storage capacity, energy consumption, and data generation rate [6–11]. The heterogeneous-natured
BMSNs generate various kinds of data packets. A number of data packets can tolerate some losses
but need to be delivered within a specific time-frame, and others cannot tolerate many losses and
need to be delivered within a specific time-frame. In addition, some data packets should be delivered
with no or minimum losses but not within a specific time-frame, whereas some of the data packets do
not have such constraints. Hence, traffic prioritization is necessary during channel access due to the
heterogeneous-natured BMSNs used to monitor vital-signs information. A WBAN should meet the
heterogeneous requirements of healthcare applications which run simultaneously [12–16]. WBANs
have a short transmission range, limited computational power, inadequate storage capacity, and a low
bandwidth [17–21]. The usage of WBAN in various applications generates the need for an efficient
communication protocol [22]. The limited energy of BMSNs in WBANs creates the need to decrease
the overall energy consumption of the network. Medium Access Control (MAC) that coordinates with
the BMSNs to access the shared medium is the most appropriate layer to achieve the reduced energy
consumption [23–32]. Further, the MAC layer also plays an important role to get high performance [33].
Therefore, various MAC schemes have been proposed to decrease energy consumption such as in
references [11,34–48]. Also, some MAC schemes are aimed to provide traffic prioritization such as
in references [49–59].

Conventionally, some of the existing beacon-enabled MAC protocols for WBANs use standard
slotted-Carrier Sense Multiple Access/Collision Avoidance (CSMA/CA) scheme of IEEE 802.15.4 for
contention to access the channel. In slotted-CSMA/CA, each BMSN delays for a random number of
backoff periods and this random number is selected from the backoff period range in each backoff
during contention for channel access in the Contention Access Period (CAP). However, the same
backoff period range is assigned to all types of BMSNs in each backoff which causes a high collision,
increases retransmission, and ignores important traffic. Therefore, the performance of MAC protocol
degrades in terms of the packet delivery ratio (PDR), packet delivery delay, throughput, and energy
consumption. In slotted-CSMA/CA scheme the backoff exponent (BE) is initialized to 3 in the first
backoff and becomes 4 and 5 in the second and third backoffs respectively. The value of BE remains 5
in the fourth and fifth backoffs. When using the value of BE = 5 in the backoff period range equation
(i.e.,

[
0 − (2BE − 1

)
], the resulting range is [0–31]. Therefore, all BMSNs select the backoff number

from the same backoff period range, i.e., [0–31] in the third, fourth, and fifth backoffs.
In comparison, some of the existing traffic priority MAC protocols customize the slotted-

CSMA/CA scheme of IEEE 802.15.4 for the provision of prioritized channel access during contention.
However, even in the customize slotted-CSMA/CA scheme, the backoff period range of high priority
traffic class (TC) is repetitively used in the backoff period range of low priority traffic class in each
backoff which can cause non-prioritized channel access. Some of them use a custom variable instead
of BE in the backoff period range equation. Therefore, the specific backoff period range that is assigned
to the BMSNs of each traffic class in the first backoff, remains unchanged in the second, third, fourth,
and fifth backoffs. Furthermore, in most of existing IEEE 802.15.4 based traffic priority MAC protocols,
every backoff period range starts from zero in each backoff that can cause the prior channel access
to the BMSN which is, for instance, in its third backoff as compared to the BMSN which is in its first
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backoff. This results in the delay of the transmission of high priority data due to the prior transfer of
low priority data. Moreover, the backoff period ranges repeat the values of the previous backoffs in
the current backoffs [60–65]. Also, in some of the existing MAC protocols, a very high backoff period
range is assigned to the low priority traffic classes, this results in such traffic classes facing a very high
packet delivery delay.

To solve the above-mentioned problems in the existing slotted-CSMA/CA of IEEE 802.15.4 MAC
and IEEE 802.15.4 based traffic priority MAC protocols, the TCP-CSMA/CA scheme is proposed with
enhanced backoff period range equations to eliminate the repetition process and improve performance
of the TCP-CSMA/CA in terms of packet delivery delay, throughput, PDR, packet loss ratio (PLR)
and energy consumption. In the TCP-CSMA/CA scheme, four traffic classes are introduced for
heterogenous-natured BMSNs. This is based on the existing patient’s data classification and the
BMSNs of each traffic class select a unique traffic class value while performing slotted-CSMA/CA.
Furthermore, the value of the BE variable is initialized by 1 in the first backoff which removes the
repetition of the backoff period range in the third, fourth and fifth backoffs. Five Equations are
proposed to calculate the backoff period ranges of all backoffs. Then, in every backoff, a distinct,
minimized and prioritized backoff period range is assigned to the BMSNs of each traffic class during
channel access in the CAP decreasing the collision rate, delay, packet loss rate, and energy consumption
while increasing the throughput and PDR. Only the first calculated backoff period range (assigned to
the highest priority data packets) in the first backoff starts from zero removing the repetition of high
priority backoff period range in the low priority backoff period ranges. The backoff period ranges
are designed moderately in the proposed scheme. This is because if the backoff period ranges are
short, then congestion occurs, thereby increasing collision, packet loss, and delay. On the other hand,
if the backoff period ranges are long, then low priority traffic gets very high backoff period range in its
fourth and fifth backoffs resulting in low priority traffic losing the transmission opportunity.

In comparison with the CSMA/CA mechanism of IEEE 802.15.6, the propose TCP-CSMA/CA
mechanism has the following advantages. (1) It suggests prioritized channel access for four (4) type
of traffic classes which are designed based on the heterogeneous nature of vital-signs information,
whereas the IEEE 802.15.6 [66] unveils prioritized channel access for eight traffic classes out of which
three are reserved for medical applications but the design of its medical traffic classification is not
based on the heterogeneous nature of vital-signs information. (2) In TCP-CSMA/CA, each traffic class
gets a distinct and prioritized backoff period range in every backoff, while in IEEE 802.15.6, the backoff
period range of high priority traffic class is repetitively used in the backoff period ranges of the low
priority traffic classes in each backoff which can cause a delay in the transmission of high priority
data due to the prior transfer of low priority data. (3) In TCP-CSMA/CA, a moderately (i.e., not very
short or very long) designed backoff period ranges are assigned to various traffic classes in every
backoff. However, in the first backoff of IEEE 802.15.6, very short backoff period ranges are assigned
to BMSNs with emergency data and high-priority medical data, which results in a high collision rate.
(4) However, in TCP-CSMA/CA, a distinct backoff period range is assigned to each traffic class in
every backoff, reducing the collision ratio and energy consumption and thus, improves the overall
throughput of the network. In contrast, a similar backoff period range is repetitively assigned to
each traffic class in every odd backoff. This increases collision ratio, retransmission rate and energy
consumption and consequently, decreases the overall throughput of the network.

The rest of this paper is organized as follows. Section 2 covers the related work. Section 3 presents
an overview of the slotted-CSMA/CA scheme of the beacon-enabled mode of IEEE 802.15.4 MAC.
Section 4 shows the design of TCP-CSMA/CA scheme in detail. Section 5 presents the performance
evaluation of the proposed scheme. Finally, in Section 6, conclusion and future work are presented.
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2. Related Work

The IEEE 802.15.4 [67] does not provide any criterion for prioritized channel access to the
heterogenous-natured BMSNs. Different IEEE 802.15.4 based MAC schemes have been proposed for
traffic prioritization. Among them include the following:

In [14], Yoon et al. provide traffic prioritization for diverse traffic types with specific Quality
of Service (QoS) requirements through preemptive channel allocation and non-preemptive data
transmission in the allocated channels. The authors distribute the traffic into three classes. Every class
BMSN selects the random backoff number from the backoff period range

[
0 To 2BE(Class + 1)− 1

]
,

where Class is the traffic class value. However, every backoff period range starts from zero which
can result in the prior channel access to the low priority BMSN and then to the high priority BMSN.
Moreover, the backoff period range of high priority class is repetitively used in the backoff period
range of low priority traffic class which also can cause non-prioritized channel access. Furthermore,
the same backoff period range is assigned to each traffic class in their third, fourth and fifth backoffs
which increases collision and packet loss rate. In addition, a high backoff period range is assigned to
low priority traffic classes in the third, fourth and fifth backoffs delaying low priority traffic. In [68],
Anjum et al. introduced traffic Priority and load-aware MAC (PLA-MAC) scheme for WBANs to
provide contention-based traffic prioritization with low packet delivery delay and energy consumption,
and high throughput. All BMSNs perform prioritized random backoffs by choosing the random backoff
value from the backoff period range

[
0 To 2Ti+2 − 1

]
, where Ti represents traffic class value. PLA-MAC

uses variable Ti instead of BE in the backoff period range equation. Thus, the specific backoff period
range assigned to the BMSNs of each traffic class remains unchanged in every backoff. Moreover,
the backoff period range for high priority traffic classes is repetitively used in the backoff period ranges
for low priority traffic classes which results in a high collision among high and low priority packets.
Therefore, retransmission of collided data packets increases, which also effects the performance of
the whole scheme regarding average packet delivery delay, throughput, and energy consumption.
In addition, the upper limit of the backoff period range assigned to the BMSNs with ordinary data
packets is a very high value which also increases the packet delivery delay.

In [69], Pandit et al. propose an energy-efficient Multi-constrained QoS aware MAC (eMC-MAC)
protocol to provide traffic prioritization for heterogeneous-natured vital-signs information with low
energy consumption. The authors introduce five traffic class types with

[
0 To 22 × Tclass−value − 1

]
as the

backoff period range, where Tclass-value is the traffic class value. However, it replaces BE by Tclass-value
variable from the backoff period range. As a consequence, the particular backoff period range assigned
to the BMSNs of each traffic class remains unchanged in every backoff which increases the packet loss
rate that affects the throughput, PDR and energy consumption of the network. The zero assigned as
the backoff value to the critical and reliability packets, which increases collision among critical and
reliability packets and the throughput of critical and reliability packets are also decreased. Moreover,
the backoff period ranges of the critical, reliability, and urgent packets are very low even near to zero but
the backoff period ranges of delay and non-constrained packets are very high comparatively. It results
in high collision among critical, reliability, and urgent packets while delay and non-constrained
packets get more transmission opportunity. The backoff period range of high priority traffic class is
used repetitively in the backoff period ranges of low priority traffic classes. Similar to PLA-MAC,
in eMC-MAC, the upper limit of the backoff period range used by the low priority BMSNs is very
high value, i.e., 63, which increases its packet delivery delay. In reference [70], Ullah et al. introduced
an Energy Efficient Traffic Prioritization for MAC (EETP-MAC) in WBANs. The authors mainly focused
on energy efficiency with partial attention on traffic prioritization. However, the non-constrained and
delay-constrained BMSNs use the default slotted-CSMA/CA scheme of IEEE 802.15.4 MAC during
contention to access the channel in the CAP. However, this default slotted-CSMA/CA does not provide
a criterion for prioritized channel access to the different types of BMSNs.

In LTA-MAC [65], Ullah et al. propose a contention differentiated adoptive slot allocation
CSMA/CA (CDASA-CSMA/CA) for priority-based channel access to BMSNs without repetitive
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use of the same backoff period range in different backoffs and aim to increase the performance
of network regarding PLR, PDR, delay, and energy. It utilizes the default backoff period range[
0 To 2BE − 1

]
(where BE = 1 in the first backoff) of IEEE 802.15.4 based slotted-CSMA/CA in its

first backoff. Further, similar to reference [60], it proposes
[
2BE−1 To 2BE − 1

]
as the backoff period

range for the second, third, fourth, and fifth backoffs. However, when all the BMSNs select a random
backoff number in their first backoff during contention, a very high collision occurs due to very low
backoff period range. Almost all the BMSNs fail to access the channel in their first backoff and go
for the second backoff for channel access, which delays the transmission of patient’s information.
Moreover, even in the second backoff, the backoff period range is also deficient, which again creates the
problem of high collision and BMSNs go for a third backoff to access the channel. However, this high
transmission delay is not appropriate for medical applications. In addition, all BMSNs use the same
backoff period range to select a random backoff number in each backoff, in that case, traffic is not
prioritized. Hence, the BMSN with low priority data can easily access the channel before the one
with high priority data in any backoff during contention. In reference [59], Ullah et al. proposed
a traffic priority-aware adaptive slot allocation MAC (PAS-MAC) protocol in WBAN for prioritized
channel access to the heterogeneous-natured BMSNs during contention to reduce delay and energy
consumption. However, this scheme is similar to LTA-MAC [65] in terms of traffic prioritization,
Therefore, it has the same constraints which are already mentioned under the LTA-MAC scheme.
In reference [71], Rasheed et al. propose priority guaranteed MAC (PG-MAC) and aim to achieve
lower delay and energy consumption. In PG-MAC, the backoff period range

[
0 To 2Dtype + 2

]
is used

by all BMSNs for prioritized random backoffs. Because PG-MAC uses Dtype instead of BE in the
backoff period range equation, therefore, the backoff period range that is assigned to the BMSN of any
traffic class remains the same in all backoffs. It increases collision among data packets, which increases
retransmission and energy consumption rate. Notably, the backoff period range of the high priority
class is repetitively used in the backoff period ranges of the low priority classes.

3. Overview of Slotted-CSMA/CA Scheme of the Beacon-Enabled Mode of IEEE 802.15.4 MAC

Every BMSN contends for channel access to transmit its packets by using the slotted-CSMA/CA
scheme during CAP of the MAC superframe. The slotted-CSMA/CA scheme is used by MAC sublayer
for transmissions in beacon-enabled mode. The slotted-CSMA/CA scheme uses three variables:
Number of Backoff (NB), Contention Window (CW), and BE. The NB is the number of backoffs that
are required by the CSMA/CA scheme against each transmission attempt, and it initializes to zero at
the start of each new transmission attempt. CW is the waiting time (i.e., equal to eight backoff periods)
to clear the channel before the commencement of transmission. Moreover, the value of the BE is used
to calculate the number of backoff periods that are used by the BMSNs to wait before trying to access
the channel [67].

Initially, the standard slotted-CSMA/CA scheme initializes the variables NB = 0 and CW = 2.
This slotted-CSMA/CA scheme also uses some constants: macMinBE and aMaxBE. The macMinBE is
the minimum number of backoffs, and its default value is 3 while aMaxBE is the maximum number of
backoffs and it is initialized by 5. If battery life extension (BLE) (i.e., used to determine the duration
of CAP, which is equivalent to six complete backoff periods, if BLE = true) initializes to true then 2
is assigned to BE, otherwise the value of macMinBE (i.e., a constant with value 3), is assigned to it.
The Body Area Network-Body Coordinator (BAN_BC) announces the next superframe and informs
BMSNs to locate the boundary of the next backoff period. In this superframe, during CAP, the MAC
sublayer of BMSN selects a random number from the range

[
0 − (2BE − 1

)
] and waits for a selected

number of backoff periods.
Furthermore, the MAC sublayer of BMSN requests the PHY sublayer to perform clear channel

assessment (CCA) at the backoff period boundary to ensure collision-free channel access. If the channel
is idle, then the CSMA/CA scheme decreases the value of CW by 1. If the value of CW is not equal
to zero, the MAC sublayer of BMSN requests PHY sublayer to perform CCA again at the backoff
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period boundary and verifies the status of the channel. In case the channel is idle, then the CSMA/CA
scheme again decrements the value of CW by 1 and again checks that the value of CW is either zero
or not. It is because the value of CW is now zero that’s why BMSN gets the channel to transmit the
patient’s data. In case the channel is found busy, then the MAC sublayer of BMSN resets CW to
2 and increases BE and NB by 1. This process is to ensure that the value of BE does not cross the
value of aMaxBE constant (i.e., by default 5). In addition, if the value of NB becomes greater than the
value of macMaxCSMABackoffs (i.e., a constant with value 4), then BMSN drops the packet, and the
CSMA/CA scheme terminates. If NB ≤macMaxCSMABackoffs, then the CSMA/CA scheme starts
the next backoff.

Each BMSN performs at most five backoffs to access the channel against each packet. In the
first backoff, each BMSN selects a random number from the range [0–7] and completes the backoff
period for the selected number of times. In the second backoff, each BMSN selects a random number
from the range [0–15]. Likewise, in the third backoff, the selection of a random number is from the
range [0–31], which remains unchanged in the fourth and fifth backoffs. However, the use of the
same backoff period range by all BMSNs that belong to different TCs in each backoff results in high
collisions. The retransmission of collided data packets causes a higher packet delivery delay with low
throughput and low energy efficiency.

4. Design of TCP-CSMA/CA Scheme

The architectural design of the TCP-CSMA/CA scheme against the slotted-CSMA/CA scheme
is presented in Figure 1. Similarly, the proposed backoff period ranges for all backoffs, traffic
class prioritization, and the backoff process are discussed in detail in the following sub-sections.
In addition, each improved backoff of the TCP-CSMA/CA is carried out in the proposed algorithm
shown in Algorithm 1.

4.1. Proposed Backoff Period Ranges for All Backoffs

The proposed TCP-CSMA/CA scheme provides distinct, minimized and prioritized backoff
period ranges for all backoffs to solve the problems above by introducing the following equations.

Backoff Period Range used in the first backoff:

TC 2(BE+1) To 2BE + 4TC + 1 (1)

Backoff Period Range used in the second backoff:

2BE (TC + 1) To 2BE + 4TC + 3 (2)

Backoff Period Range used in the third backoff:

2BE (TC + 1)− 4TC To 2BE + 4TC + 3 (3)

Backoff Period Range used in the fourth backoff:

2(BE−1) + 4(TC + 1) To 2BE + 4TC− 1 (4)

Backoff Period Range used in the fifth backoff:

2(BE−1) + 4TC To 2(BE−1) + 4TC + 3 (5)

4.2. Traffic Class Prioritization

The TCP-CSMA/CA introduces four traffic classes based on WBANs traffic classification that are
critical traffic class (CTC) for BMSNs with critical data packets (CDPs) (cannot tolerate much losses and
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need to be delivered within a specific time-frame, e.g., EEG and ECG), reliability traffic class (RTC) for
BMSNs with reliability data packets (RDPs) (should be delivered with minimum losses but not within
specific time-frame e.g., HR and RR), delay traffic class (DTC) for BMSNs with delay data packets
(DDPs) (can tolerate some losses but need to be delivered within specific time-frame e.g., telemedicine
video imaging) and non-constrained traffic class (NTC) for BMSNs with non-constrained data packets
(NDPs) (can tolerate losses and do not have any time-constraint e.g., BP and temperature). In this
scheme, the highest priority is assigned to the CTC, the second highest priority is assigned to RTC,
the third highest priority is assigned to DTC, and the lowest priority is assigned to NTC as shown in
Table 1 below.

Table 1. Traffic Class Prioritization.

TC Priority Classification of BMSNs Traffic Class

0 first BMSNs with CDPs Critical Traffic Class (CTC)
1 second BMSNs with RDPs Reliability Traffic Class (RTC)
2 third BMSNs with DDPs Delay Traffic Class (DTC)
3 fourth BMSNs with NDPs Non-constrained Traffic Class (NTC)

4.3. Backoff Process

The contention is distributed among five backoffs. In Figure 1, TCP-CSMA/CA scheme initializes
the variables NB to 0 and CW to 2. It also uses constants; macMinBE and aMaxBE to represent
the minimum and the maximum number of backoffs respectively. The value of macMinBE is 1 and
the value of aMaxBE is 5. Then, the BMSN verifies that the value of BLE is either true or false.
In TCP-CSMA/CA scheme, BLE is initialized to false. The variable BE is initialized to value 1.
Afterwards, the MAC sublayer of the BMSN locates the next backoff period boundary. It further
verifies whether BMSN is with CDP or not. If it is, then 0 is assigned to its TC. Otherwise, it verifies
whether BMSN is with RDP or not. If it is, then 1 is assigned to its TC. However, if BMSN is with DDP,
then 2 is assigned to its TC. Otherwise, 3 is assigned to its TC.

Later on, the BMSN waits for a random number of backup periods which is selected from
the backoff period range computed by using the proposed Equation (1) in the first backoff. Hence,
the BMSNs with CDPs select a random backoff number from the backoff period range [0–3], the BMSNs
with RDPs choose a random backoff number from backoff period range [4–7], the BMSNs with DDPs
pick the random backoff number from the range [8–11] of backoff period. Finally, the BMSNs with
the NDPs take the random backoff number from the backoff period range [12–15], as shown in
Table 2. Thus, each traffic class has a distinct and prioritized backoff period range to select the random
backoff number.



Sensors 2019, 19, 466 8 of 23

Table 2. Traffic class (TC)-wise computed backoff period ranges used by bio-medical sensor nodes (BMSNs) for the selection of the random backoff number in
various backoffs.

TC

1st Backoff, BE = 1 2nd Backoff, BE = 2 3rd Backoff, BE = 3 4th Backoff, BE = 4 5th Backoff, BE = 5
Equation (1)

TC-Wise
Computed

BPRs

Equation (2)

TC-Wise
Computed

BPRs

Equation (3)

TC-Wise
Computed

BPRs

Equation (4)

TC-Wise
Computed

BPRs

Equation (5)

TC-Wise
Computed

BPRs

T
C

2
(B

E+1)

2
B

E
+

4T
C

+
1

2
B

E
(T

C
+

1)

2
B

E
+

4T
C

+
3

2
B

E
(T

C
+

1)−
4T

C

2
B

E
+

4T
C

+
3

2
(B

E-1)+
4(T

C
+

1)

2
B

E
+

4T
C
−

1

2
(B

E-1)+
4T

C

2
(B

E-1)+
4T

C
+

3

0 (BMSNs with CDPs) 0 3 [0–3] 4 7 [4–7] 8 11 [8–11] 12 15 [12–15] 16 19 [16–19]
1 (BMSNs with RDPs) 4 7 [4–7] 8 11 [8–11] 12 15 [12–15] 16 19 [16–19] 20 23 [20–23]
2 (BMSNs with DDPs) 8 11 [8–11] 12 15 [12–15] 16 19 [16–19] 20 23 [20–23] 24 27 [24–27]
3 (BMSNs with NDPs) 12 15 [12–15] 16 19 [16–19] 20 23 [20–23] 24 27 [24–27] 28 31 [28–31]

BE = Backoff Exponent, TC = Traffic Class, BPR = Backoff Period Range.
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It is worth emphasizing that every BMSN performs twice of CCA in each backoff while trying
to access the channel. Therefore, the MAC sublayer of BMSN requests its PHY sublayer of BMSN to
perform CCA at the backoff period boundary to ensure collision-free channel access. If the channel is
idle, then the value of CW is decreased by 1. Afterwards, the BMSN verifies whether the value of CW is
0 or not. In case the value of CW is not 0, the MAC sublayer of BMSN again requests its PHY sublayer
to perform the CCA again. However, if the value of CW becomes 0, then BMSN gets the channel and
transmits the patient’s data. In case BMSN finds a busy channel, then the MAC sublayer of BMSN
resets CW to 2 and increases the values of NB and BE by 1 but the value of BE should not exceed the
contention threshold value of aMaxBE. Hence, it verifies whether the value of NB is greater than the
value of macMaxCSMABackoffs or not. In case the value of NB is higher, then the BMSN drops the
packet, and the TCP-CSMA/CA is terminated with the status of channel access failure. If the value of
NB is less than or equal to the value of macMaxCSMABackoffs, then the BMSN goes for a next backoff.

In the second, third, fourth, and fifth backoff, the TCP-CSMA/CA verifies the value of BE. Based
on the value of BE, each BMSN selects the random backoff number from the backoff period range,
which is calculated by using the proposed Equation 2, 3, 4, or 5. Therefore, in second, third, fourth,
or fifth backoff, the BMSNs with CDPs, RDPs, DDPs, and NDPs choose random backoff numbers from
the distinct backoff period ranges, as shown in Table 2. Hence, the TCP-CSMA/CA scheme assigns
a distinct, minimized, and prioritized backoff period range to each traffic class during contention for
channel access in the second, third, fourth, and fifth backoffs. These distinct, minimized, and prioritized
backoff period ranges to enhance the performance of MAC superframe in terms of data collision,
packet loss rate, packet delivery delay, throughput, PDR, and energy. Later on, the BMSN performs
the same CCA steps as mentioned in the previous paragraph.
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4.4. Algorithm for TCP-CSMA/CA Scheme

An algorithm for the proposed TCP-CSMA/CA scheme is presented in Algorithm 1. The algorithm
assigns the distinct, minimized, and prioritized backoff period ranges to each traffic class in every backoff.
Therefore, each traffic class accesses the channel on a priority basis and in the end, the packet collision
rate reduces. Hence, the performance of TCP-CSMA/CA scheme is improved in terms of packet delivery
delay, PDR, throughput, and energy consumption. The detailed description of TCP-CSMA/CA scheme is
in Section 4.3.
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Algorithm 1: TCP-CSMA/CA: Traffic Class Prioritization-based slotted-CSMA/CA

Notations
BE: Backoff Exponent
NB: Number of Backoffs
CW: Contention Window Size
BLE: Battery Life Extension
CCA: Clear Channel Assessment
macMinBE: A constant that represents minimum value of BE
aMaxBE: A constant that represents the maximum value of BE
TC: Traffic Class
macMaxCSMABackoff: A constant that specifies the limitation of the number of backoffs
Input
NB = 0, CW = 2, BLE = 0, BMSN_i, CCA = 2, macMinBE = 1, aMaxBE = 5, macMaxCSMABackoff = 4
Process
1. Set CW=2, NB=0
2. if (BLE == true) then
3. Set BE←min (2, macMinBE) [step 1]
4. GOTO [step 2]
5. else
6. Set BE←macMinBE
7. GOTO [step 2]
8. end if
9. Locate Backoff period boundary [step 2]
10. if (BMSN_i with CDPs == true) then [step 3]
11. Set TC← 0
12. GOTO [step 6]
13. else if (BMSN_i with RDPs == true) then [step 4]
14. Set TC← 1
15. GOTO [step 6]
16. else if (BMSN_i with DDPs == true) then [step 5]
17. Set TC← 2
18. GOTO [step 6]
19. else
20. Set TC← 3
21. GOTO [step 6]
22. end if

23. Delay for random unit backoff period in
[
TC 2(BE+1) To 2BE + 4TC + 1

]
[step 6]

24. PHY sublayer of BMSN_i performs CCA on backoff period boundary [step 7]
25. if (CAP_channel == idle) then
26. Set CW← CW-1 [step 8]
27. if (CW == 0) then
28. Transmit the packet
29. else
30. GOTO [step 7] to perform CCA again
31. end if
32. else //when channel is busy
33. Set CW← 2, NB← NB+1, BE←min (BE+1, aMaxBE) [step 9]
34. end if
35. if (NB > macMaxCSMABackoff) then
36. BMSN_i drops the packet and algorithm is terminated with the status of channel access failure
37. else
38. if (BE == 2) then [step 10]
39. Delay for random unit backoff period in [2BE (TC + 1) To 2BE + 4TC + 3] [step 11]
40. GOTO [step 7]
41. else if (BE == 3) then [step 12]
42. Delay for random unit backoff period in [2BE (TC + 1)− 4TC To 2BE + 4TC + 3] [step 13]
43. GOTO [step 7]
44. else if (BE == 4) then [step 14]
45. Delay for random unit backoff period in [2(BE−1) + 4(TC + 1) To 2BE + 4TC− 1] [step 15]
46. GOTO [step 7]
47. else

48. Delay for random unit backoff period in
[
2(BE−1) + 4TC To 2(BE−1) + 4TC + 3

]
[step 16]

49. GOTO [step 7]
50. end if //end of inner if which works on different values of BE
50. end if //end of outer if which checks NB > macMaxCSMABackoff
Output: A decrease in packet collision rate, packet delivery delay, packet loss rate, energy consumption, increase in
throughput and PDR, and prioritized channel access to BMSNs of various traffic classes in the CAP
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5. Performance Evaluation

An extensive simulation was conducted in NS-2 to evaluate the performance of the
TCP-CSMA/CA scheme against PLA-MAC [68], eMC-MAC [69], and PG-MAC [71] in terms of
average packet delivery delay, throughput, PDR, PLR, and energy consumption.

5.1. Simulation Model

Fourteen heterogeneous-natured BMSNs were deployed on the simulated human body. They were
directly connected to the on-body local base station, body coordinator (BC). All the BMSNs were
deployed within 3 m around the BC. Each transmitted their observed data packets to the BC using
contention to access the channel in the CAP. It was assumed that the BMSNs had limited processing
power and energy supply while BC had more processing power and external power supply. The rest
of the simulation parameters are shown in Table 3.

Table 3. Simulation parameters.

Parameter Value Parameter Value

Operating Carrier Frequency 2.4 GHz Base Slot Duration 60 symbols
Channel Data Rate 250 kbps Sending Data Rate 62.5 kbps

A Slot Duration 15.36 ms Beacon Interval Duration 491.52 ms
Superframe Duration 245.76 ms Inactive Period Duration 245.76 ms

Number of Superframe Slots 16 MAC Data Payload 102 bytes
Beacon Order (BO) 5 Max PHY Packet Size 127 bytes

Superframe Order (SO) 4 TurnaroundTime 12 symbols
a CCA Time 8 symbols UnitBackoffPeriod 20 symbols

Max Frame Retries 3 macAckWaitDuration 55
Number of nodes 14 Body Coordinator 1

Minimum BE 1 Maximum BE 5
Battery Life Extension (BLE) False Synchronization Mode Beacon-Enabled

Traffic Type CBR Initial Power 100 W
MaxCSMABackoffs 4 Power Consumed in Transmission state 0.027–0.22 W

Power Consumed in the Reception state 0.0018 W Power Consumed during Transition 0.0004 W
Power consumed in a Sleep state 0.000005 W Time Required for Transition 0.0008 s

Simulation Time 2000 s Topology Star

5.2. Simulation Results

The performance of the TCP-CSMA/CA scheme is presented in two dimensions. (1) In terms of
different number of BMSNs which are varied from 1 to 14, and (2) In terms of various traffic classes of
TCP-CSMA/CA conducted with respect to varying time in seconds. The analyses are explained below.

5.2.1. Impact of the Number of BMSNs

Figure 2 displays the average packet delivery delay comparison of TCP-CSMA/CA scheme
with the benchmarked MAC schemes. Each BMSN requires some time to transmit data packets.
The PLA-MAC uses variable Ti instead of BE for traffic prioritization in CSMA/CA, which results in
each traffic class using a distinct backoff period range. However, it remains unchanged in all backoffs
thereby increasing the delay of low priority traffic classes. The BMSNs with high priority CPs get the
backoff period range [0–7], BMSNs with RPs get the backoff period range [0–15], BMSNs with DPs get
the backoff period range [0–31], while BMSNs with OPs get the backoff period range [0–63]. Moreover,
all BMSNs use the assigned backoff period range in all backoffs. The initial number of BMSNs have
a high priority with low backoff period range, and the increasing number of BMSNs have a low priority
with a high backoff period range. Thus, the packet transmission of BMSNs with high backoff period
ranges is delayed. Therefore, the packet delivery delay of PLA-MAC is increased after the fifth BMSN.
This gradually increases until the fourteenth BMSN, as shown in Figure 2. However, such degraded
performance is not acceptable for real-time patient’s data. In addition, the same situation is observed
in the eMC-MAC where variable Tclass-value is used instead of BE for traffic prioritization in CSMA/CA.
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Therefore, BMSNs with CPs and RPs get 0 as backoff period, BMSNs with UPs get backoff period
range [0–3], BMSNs with DPs get backoff period range [0–15], and BMSNs with NPs get backoff period
range [0–63]. The packet transmission of BMSNs with DPs and NPs is delayed due to higher backoff
period range. Therefore, in eMC-MAC, the packet delivery delay is gradually increased after the fourth
BMSN, and it becomes worse after ninth BMSN, as shown in Figure 2.

Similarly, in Figure 2, PG-MAC scheme uses a Dtype variable instead of BE to calculate backoff
period range. Therefore, each traffic class uses only one backoff period range, which remains
unchanged in all backoffs, leading to the high collision and degradation of performance due to
the retransmission of collided data packets. Thus, PG-MAC shows higher delay after the fourth BMSN
which increases gradually after 7th BMSN. The proposed TCP-CSMA/CA observes the lowest average
packet delivery delay. The reason is that each traffic class gets a distinct, minimized, and prioritized
backoff period range in every backoff. Even in the last backoff, the upper limit of the backoff period
range for lowest TC is 31, which also reduces the packet delivery delay of the BMSNs belonging to the
lowest level TC. Thus, the TCP-CSMA/CA scheme reduces the average packet delivery delay and
attains improvement of 58%, 23%, and 59% as compared to the PLA-MAC, eMC-MAC, and PG-MAC
schemes, respectively.Sensors 2019, 19, x FOR PEER REVIEW 6 of 24 
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Figure 2. Average packet delivery delay versus number of BMSNs.

Figure 3 exhibits the throughput comparison of TCP-CSMA/CA scheme with the benchmarked
MAC schemes. In PLA-MAC, the BMSNs with DPs and OPs use a high backoff period range. Therefore,
the throughput of the PLA-MAC decreases gradually. In PLA-MAC, a distinct backoff period range
assigns to each traffic class in the first backoff whose range remains unchanged until the last backoff.
However, this repetitive assignment of the same backoff period range in all backoffs increases collision
which results in more retransmission, thereby, reducing the overall throughput of PLA-MAC. Similarly,
in eMC-MAC, the lower priority traffic classes get higher backoff period ranges resulting in the
degradation of the throughput. Figure 3 shows that the throughput of eMC-MAC is very low up
to the fifth BMSN. This is because the first five BMSNs have CPs or RPs that use 0 as a backoff
number, resulting in a high data collision among CPs, RPs, or CPs and RPs. Again, the throughput of
PG-MAC increases gradually but the assignment of the same backoff period range to each traffic class
in every backoff reduces the throughput of PG-MAC. The proposed TCP-CSMA/CA scheme performs
better as compared to the benchmarked MAC schemes because it assigns a distinct, minimized and
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prioritized backoff period range to each traffic class in every backoff. The achieved throughputs of
TCP-CSMA/CA scheme are 55% compared to PLA-MAC, 56% compared to eMC-MAC, and 61%
compared to PG-MAC.Sensors 2019, 19, x FOR PEER REVIEW 7 of 24 
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Figure 3. Throughput versus number of BMSNs.

Figure 4 presents the packet delivery ratio comparison of the TCP-CSMA/CA scheme with the
benchmarked MAC schemes. In PLA-MAC, the overall PDR of the network is 55%. BMSNs numbers
1, 3, 4, 9, and 11 show PDR below 30% as shown in Figure 4. As stated earlier, in PLA-MAC, every TC
uses the same backoff period range during contention in every backoff which results in increased
packet drop rate. Thus, the performance of PLA-MAC reduces in terms of PDR. Similarly, eMC-MAC
presents 58% performance regarding network PDR. However, BMSNs numbers 1, 2, 3, 4, 5, and 7 show
PDRs below 30% as shown in Figure 4. However, the BMSNs that belong to high priority traffic classes
use a minimum backoff period range. This increases the packet drop rate resulting in a poor PDR that
is less than 30% up to fifth BMSN. Invariably, the BMSNs that belong to low priority traffic classes
are delayed due to the use of high backoff period range which reduces collisions and improves its
PDR. PG-MAC shows poor performance of 48% in terms of network PDR. Moreover, seven BMSNs
have less than 30% PDR as shown in Figure 4. This is due to the repetition of particular backoff period
range against every traffic class in each backoff. The proposed TCP-CSMA/CA scheme presents 87%
network PDR. Moreover, the BMSNs that belong to different traffic classes show more than 50% PDR.
In particular, the fifth BMSN shows 95% PDR, eighth BMSN presents 96% PDR, 11th BMSN achieves
92% PDR, and 14th BMSN has 95% PDR as shown in Figure 4. The reason is due to the prioritized,
minimized, and distinct backoff period ranges used by each traffic class in every backoff. Hence,
the performance of the proposed TCP-CSMA/CA scheme has an improvement of 58% more than
PLA-MAC, 50% more than eMC-MAC, and 81% more than PG-MAC in terms of network PDR.
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Figure 4. Packet delivery ratio versus number of BMSNs.

Figure 5 shows a comparative analysis of the TCP-CSMA/CA scheme with the existing
benchmarked MAC schemes regarding the packet loss ratio. The PLA-MAC shows 45% network
PLR. In particular, the 1st, 3rd, 4th, 9th and 11th BMSNs show PLR more than 70% as shown in
Figure 5. This high packet loss rate is due to the repetitive use of a particular backoff period range
for each traffic class in all backoffs. Similarly, eMC-MAC shows an overall 42% network PLR and
43% BMSNs present PLR above 70% as shown in Figure 5. In particular, the first five BMSNs that
represent high priority packets show abysmal performance that is more than 70% PLR because they
use minimal backoff period range. Furthermore, PG-MAC presents very high PLR, which is the result
of repetitive use of the specific backoff period range by each traffic class in every backoff. It is obvious
from Figure 5 that in the TCP-CSMA/CA scheme, the fifth BMSN shows 5% PLR, eighth BMSN has
4% PLR, 11th BMSN achieves 8% PLR, and 14th BMSN has 5% PLR. The reason for this performance
is the prioritized, minimized, and distinct backoff period ranges used by each traffic class in every
backoff. The TCP-CSMA/CA scheme achieves 13% network PLR. Therefore, the performance of
the TCP-CSMA/CA is 71% better than PLA-MAC, 69% better than eMC-MAC, and 75% better than
PG-MAC in terms of network PLR.

In Figure 6, the highest energy consumption of BMSNs is observed in PLA-MAC. However, low
priority traffic waits for an extended period to access the channel in the CAP, and the specific backoff
period range is used repetitively by each traffic class in every backoff. PG-MAC also shows high energy
consumption, but it gets better in the last few BMSNs. The reason is that it assigns the specific backoff
period range to each traffic class but it remains unchanged in all backoffs. The eMC-MAC shows lower
energy consumption as compared to PLA-MAC and PG-MAC, but it becomes higher than PG-MAC
at BMSNs 13 and 14. The reason is that in eMC-MAC very high backoff period range assigns to
BMSNs 13 and 14, which represent low priority traffic. The proposed TCP-CSMA/CA scheme reduces
the energy consumption of BMSNs because it removes repetition in each backoff during contention;
assigns a distinct, prioritized, and minimized backoff period range to each traffic class. It also allocates
sufficient timing to BMNSs to contend and transmit data. Comparatively, the energy consumption of
BMSNs is reduced in the proposed TCP-CSMA/CA scheme. The TCP-CSMA/CA consumes 70% less
energy as compared to PLA-MAC, 59% less than eMC-MAC and 64% less as compared to PG-MAC.
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Figure 5. Packet loss ratio versus number of BMSNs.
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5.2.2. Comparison among Different Traffic Classes of TCP-CSMA/CA

Figure 7 exhibits the packet delivery delay comparison among the traffic classes of TCP-CSMA/CA.
The CTC shows low packet delivery delay as compared to other traffic classes. This is because
TCP-CSMA/CA assigns [0–3] i.e., the lowest backoff period range to CTC in the first backoff. Similarly,
TCP-CSMA/CA assigns [4–7] as a backoff period range to RTC in the first backoff. RTC always get distinct
and second lowest priority backoff period range in every backoff. Thus, RTC observes a bit more packet
delivery delay as compared to CTC. In addition, DTC and NTC have slightly higher packet delivery delay
as compared to CTC and RTC. The reason is that BMSNs that belongs to DTC and NTC comparatively get
higher backoff period ranges.
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Figure 7. Packet delivery delay versus time in Seconds.

Figure 8 demonstrates the throughput comparison among the traffic classes of TCP-CSMA/CA.
The CTC shows comparatively higher throughput. However, in each backoff, the lowest backoff period
range is assigned to CTC. As a result, CTC gets the channel access prior to other traffic classes and get
more opportunity for data transmission. In a similar way, the second lowest backoff period range is
assigned to RTC and thus, achieves second highest throughput. On the other hand, DTC and NTC
achieve lower throughput because they get higher backoff period ranges during contention in the CAP.
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Figure 9 presents the packet delivery ratio comparison of traffic classes. CTC achieves highest
PDR. The reason is that the highest priority is given to CTC by assigning the lowest backoff period
range to CTC. In a similar fashion, RTC, DTC, and NTC achieve the packet delivery ratios according
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to their priorities because the distinct and prioritized backoff period ranges are assigned to them.
Likewise, Figure 10 shows the packet loss ratio comparison of the various TCP-CSMA/CA traffic
classes. CTC has the lowest packet loss rate whereas RTC has higher PLR. The reason is that in every
backoff, the backoff period range assigned to CTC is lower than the RTC. Indistinguishably, DTC and
NTC observe comparatively higher PLR, since, the higher backoff period is given to these traffic classes
in every backoff.
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Figure 11 unveils the energy consumption comparison among different traffic classes of
TCP-CSMA/CA. CTC and RTC consume more energy as compared to DTC and NTC. This is because
they both get more transmission opportunity. Overall, CTC and RTC attain better performance as
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compared to DTC and NTC. However, the TCP-CSMA/CA scheme is designed in such a way that
each traffic class gets the balanced transmission opportunity. Consequently, the performances of all
traffic classes are very close to each other. Hence, the comparison of various traffic classes clearly
validates the design of proposed TCP-CSMA/CA scheme.
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6. Conclusions

The main goal of the current study was to provide prioritized channel access to
heterogeneous-natured BMSNs of different traffic classes with reduced packet delivery delay, packet
loss, and energy consumption, and improved throughput and PDR. In summary, the study revealed
that the performance of IEEE 802.15.4 based slotted-CSMA/CA decreases by the following issues.
When the same backoff period range is assigned to the BMSNs of each traffic class in every backoff
during contention, when the BMSNs of each traffic class repetitively use the same backoff period
range in its last three backoffs, and when the backoff period range of high priority traffic class is
repetitively used in the backoff period range of the low priority traffic class in each backoff. And when
the assigned backoff period range in the first backoff remains unchanged in all of the next backoffs.
All the above-mentioned issues are resolved by assigning a distinct and prioritized backoff period
range to each traffic class in every backoff. Additionally, the assigned backoff period range must also
be moderately minimized to provide balanced transmission opportunity to each traffic class. In the
future, we plan to enhance the TCP-CSMA/CA scheme based on the CSMA/CA of IEEE 802.15.6
MAC in terms of prioritized channel access for heterogeneous-natured BMSNs to further improve on
its performance.

Author Contributions: Conceptualization, F.M. (Farhan Masud); funding acquisition, A.A.; Investigation,
A.A.; methodology, F.M. (Farhan Masud); project administration, A.H.A.; Resources, F.M. (Farkhana Muchtar);
supervision, A.H.A.; validation, G.A.-S.; writing—original draft, F.M. (Farhan Masud); Writing—review and
editing, G.A.-S.

Funding: This research received no external funding.

Acknowledgments: This work was supported in part by the Deanship of Scientific Research, King Saud University
and in part by the Ministry of Higher Education, Malaysia in collaboration with the Research Management Center,
Universiti Teknologi Malaysia.

Conflicts of Interest: The authors declare no conflict of interest.



Sensors 2019, 19, 466 20 of 23

References

1. Yu, L.; Guo, L.; Deng, H.; Lin, K.; Yu, L.; Gao, W.; Saeed, I.A. Research on Continuous Vital Signs Monitoring
Based on WBAN. In Proceedings of the International Conference on Smart Homes and Health Telematics,
Cham, Switzerland, 25–27 May 2016; pp. 371–382.

2. Ullah, S.; Shen, B.; Riazul Islam, S.; Khan, P.; Saleem, S.; Sup Kwak, K. A study of MAC protocols for WBANs.
Sensors 2009, 10, 128–145. [CrossRef] [PubMed]

3. Cao, H.; Leung, V.; Chow, C.; Chan, H. Enabling technologies for wireless body area networks: A survey
and outlook. IEEE Commun. Mag. 2009, 47, 84–93. [CrossRef]

4. Latré, B.; Braem, B.; Moerman, I.; Blondia, C.; Demeester, P. A survey on wireless body area networks.
Wirel. Netw. 2011, 17, 1–18. [CrossRef]

5. Barakah, D.M.; Ammad-uddin, M. A Survey of Challenges and Applications of Wireless Body Area
Network (WBAN) and Role of a Virtual Doctor Server in Existing Architecture. In Proceedings of the
3rd International Conference on Intelligent Systems Modelling and Simulation (ISMS), Kota Kinabalu,
Malaysia, 8–10 February 2012; pp. 214–219.

6. Masud, F.; Abdullah, A.H.; Abdul-Salaam, G.; Ullah, F. Traffic Adaptive MAC Protocols in Wireless Body
Area Networks. Wirel. Commun. Mob. Comput. 2017, 2017, 14. [CrossRef]

7. Yick, J.; Mukherjee, B.; Ghosal, D. Wireless sensor network survey. Comput. Netw. 2008, 52, 2292–2330.
[CrossRef]

8. Kwak, K.; Al Ameen, M.; Huh, J. Power efficient wakeup mechanisms for wireless body area networks.
In Proceedings of the 6th International Symposium on Medical Information and Communication Technology
(ISMICT), La Jolla, CA, USA, 25–29 March 2012; pp. 1–6.

9. Ullah, S.; Higgins, H.; Braem, B.; Latre, B.; Blondia, C.; Moerman, I.; Saleem, S.; Rahman, Z.; Kwak, K.S.
A comprehensive survey of wireless body area networks. J. Med. Syst. 2012, 36, 1065–1094. [CrossRef]

10. Yuan, J.; Li, C.; Zhu, W. Energy-efficient MAC in wireless body area networks. In Proceedings of the
International Conference on Information Science and Technology Applications (ICISTA-13), Macau, China,
17–19 June 2013; pp. 21–24.

11. Cai, X.; Yuan, J.; Yuan, X.; Zhu, W.; Li, J.; Li, C.; Ullah, S. Energy-efficient relay MAC with dynamic power
control in wireless body area networks. KSII Trans. Internet Inf. Syst. (TIIS) 2013, 7, 1547–1568.

12. Li, C.; Wang, L.; Li, J.; Zhen, B.; Li, H.-B.; Kohno, R. Scalable and robust medium access control protocol in
wireless body area networks. In Proceedings of the IEEE 20th International Symposium on Personal, Indoor
and Mobile Radio Communications (PIMRC 2009), Tokyo, Japan, 13–16 September 2009; pp. 2127–2131.

13. Zhang, Y.; Dolmans, G. A new priority-guaranteed MAC protocol for emerging body area networks.
In Proceedings of the Fifth International Conference on Wireless and Mobile Communications (ICWMC
2009), Cannes/la Bocca, France, 23–29 August 2009; pp. 140–145.

14. Yoon, J.S.; Ahn, G.-S.; Joo, S.-S.; Lee, M.J. PNP-MAC: Preemptive slot allocation and non-preemptive
transmission for providing QoS in body area networks. In Proceedings of the 7th IEEE Consumer
Communications and Networking Conference (CCNC 2010), Las Vegas, NV, USA, 9–12 January 2010;
pp. 1–5.

15. Barua, M.; Alam, M.S.; Liang, X.; Shen, X. Secure and quality of service assurance scheduling scheme for
wban with application to ehealth. In Proceedings of the IEEE Wireless Communications and Networking
Conference (WCNC), Cancun, Mexico, 28–31 March 2011; pp. 1102–1106.

16. Masud, F.; Abdullah, A.H.; Abdul-Salaam, G.; Ishfaq, M.K. Emergency Traffic MAC Protocols in Wireless
Body Area Networks. Adhoc Sens. Wirel. Netw. 2018, 41, 83–113.

17. Pantelopoulos, A.; Bourbakis, N.G. A survey on wearable sensor-based systems for health monitoring and
prognosis. IEEE Trans. Syst. ManCybern. Part C Appl. Rev. 2010, 40, 1–12. [CrossRef]

18. Rahim, A.; Javaid, N.; Aslam, M.; Rahman, Z.; Qasim, U.; Khan, Z.A. A comprehensive survey of
MAC protocols for wireless body area networks. In Proceedings of the 7th International Conference
on Broadband, Wireless Computing, Communication and Applications (BWCCA), Victoria, BC, Canada,
12–14 November 2012; pp. 434–439.

19. Khan, J.Y.; Yuce, M.R.; Bulger, G.; Harding, B. Wireless body area network (WBAN) design techniques and
performance evaluation. J. Med. Syst. 2012, 36, 1441–1457. [CrossRef]

http://dx.doi.org/10.3390/s100100128
http://www.ncbi.nlm.nih.gov/pubmed/22315531
http://dx.doi.org/10.1109/MCOM.2009.5350373
http://dx.doi.org/10.1007/s11276-010-0252-4
http://dx.doi.org/10.1155/2017/8267162
http://dx.doi.org/10.1016/j.comnet.2008.04.002
http://dx.doi.org/10.1007/s10916-010-9571-3
http://dx.doi.org/10.1109/TSMCC.2009.2032660
http://dx.doi.org/10.1007/s10916-010-9605-x


Sensors 2019, 19, 466 21 of 23

20. Jo, M.; Han, L.; Tan, N.D.; In, H.P. A survey: Energy exhausting attacks in MAC protocols in WBANs.
Telecommun. Syst. 2014, 58, 153–164. [CrossRef]

21. Anwar, M.; Abdullah, A.; Altameem, A.; Qureshi, K.; Masud, F.; Faheem, M.; Cao, Y.; Kharel, R. Green
Communication for Wireless Body Area Networks: Energy Aware Link Efficient Routing Approach. Sensors
2018, 18, 3237. [CrossRef]

22. Monowar, M.M.; Hassan, M.M.; Bajaber, F.; Al-Hussein, M.; Alamri, A. McMAC: Towards a MAC protocol
with multi-constrained QoS provisioning for diverse traffic in wireless body area networks. Sensors 2012, 12,
15599–15627. [CrossRef] [PubMed]

23. Miller, M.J.; Vaidya, N.H. A MAC protocol to reduce sensor network energy consumption using a wakeup
radio. IEEE Trans. Mob. Comput. 2005, 4, 228–242. [CrossRef]

24. Chiras, T.; Paterakis, M.; Koutsakis, P. Improved medium access control for wireless sensor networks—A study
on the S-MAC protocol. In Proceedings of the 14th IEEE Workshop on Local and Metropolitan Area Networks
(LANMAN 2005), Chania, Crete, Greece, 18 September 2005; pp. 5–10.

25. Barroso, A.; Roedig, U.; Sreenan, C. µ-MAC: An energy-efficient medium access control for wireless sensor
networks. In Proceedings of the 2nd European Workshop on Wireless Sensor Networks, Istanbul, Turkey,
31 January–2 February 2005; pp. 70–80.

26. Zheng, T.; Radhakrishnan, S.; Sarangan, V. PMAC: An adaptive energy-efficient MAC protocol for wireless
sensor networks. In Proceedings of the 19th IEEE International Parallel and Distributed Processing
Symposium (IPDPS ’05), Denver, CO, USA, 3–8 April 2005; pp. 65–72.

27. Fang, G.F.G.; Dutkiewicz, E. BodyMAC: Energy efficient TDMA-based MAC protocol for Wireless Body
Area Networks. In Proceedings of the 9th International Symposium on Communications and Information
Technology (ISCIT2009), Incheon, Korea, 28–30 September 2009; pp. 1455–1459.

28. Thapa, A.; Shin, S. QoS Provisioning in Wireless Body Area Networks. KSII Trans. Internet Inf. Syst. (TIIS)
2012, 6, 1267–1285.

29. Ramachandran, V.R.K.; Zwaag, B.J.V.D.; Meratnia, N.; Havinga, P.J.M. Evaluation of MAC Protocols with
Wake-up Radio for Implantable Body Sensor Networks. Procedia Comput. Sci. 2014, 40, 173–180. [CrossRef]

30. Ullah, S.; Li, C. Energy-efficient MAC protocols for WBANs: Opportunities and challenges. Telecommun. Syst. 2015,
58, 109–110. [CrossRef]

31. Bradai, N.; Fourati, L.C.; Kamoun, L. Investigation and performance analysis of MAC protocols for WBAN
networks. J. Netw. Comput. Appl. 2014, 46, 362–373. [CrossRef]

32. Khan, Z.; Rasheed, M.B.; Javaid, N.; Robertson, B. Effect of packet inter-arrival time on the energy
consumption of beacon enabled MAC protocol for body area networks. Procedia Comput. Sci. 2014, 32,
579–586. [CrossRef]

33. Gopalan, S.A.; Park, J.-T. Energy-efficient MAC protocols for wireless body area networks: Survey.
In Proceedings of the International Congress on Ultra Modern Telecommunications and Control Systems
(ICUMT 2010), Moscow, Russia, 18–20 October 2010; pp. 739–744.
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