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1. Introduction 

Lung cancer is one of the top-ranking, or the highest 

causes of cancer deaths for men and women. Due to the 

dramatic statistics of lung cancer, the diagnoses of lung cancer 

always gain the universal attention from medical experts to 

improve the survival rate. Therefore, the early detection of 

lung nodules through Computed Tomography (CT) scans is 

essential to assist the radiologists in decision making and 

provide early diagnosis in medical treatment. The nodules are 

the small and rounded or oval shaped appear in the lungs. The 

size of lung nodule usually is smaller than 3 centimeters in 

diameter. The nodules can be considered as benign or 

malignant tumors when they are growing up to more than 3 

centimeters. In the past one decade, the lung nodules can be 

discovered certainly by CT examinations. According to [1], 

CT scan is commonly used in the diagnostic machine to detect 

the lung nodules, it generates an extensive data set which 

includes hundreds pieces images. This requires the 

radiologists to analyses the data set manually which is time-

consuming. Therefore, computerized system is helpful to 

automated the detection and visualization of lung nodules. 

          In the automated medical analysis, machine learning 

approaches are useful in the development of Computer Aided 

Detection (CAD) [2]. To avoid the loss of information from 

conventional medical image processing for lesions detection, 

the pixel machine learning algorithm is proposed in our study 

for lung nodules detection on CT scans. Learning the pattern 

of lesions directly though pixels of image could avoid the loss 

of information during the process of segmentation ad feature 

extraction. It is also found that the performance of pixel 

machine learning in visualization results of output image can 

potentially be better than the conventional classification 

algorithms. There is no segmentation and features calculation 

involve to avoid inaccuracy in classification of pixel on 

medical images. In this study, a pixel machine learning is 

integrated with an artificial immune system based algorithm- 

Clonal Selection Algorithm (CSA) to classify the pixels on CT 

scans for lung nodules visualization. We employed the data 

from the publicly accessed database which providing CT 

images with lung nodules and intensive nodules information. 

The performance of this algorithm will be seen from the output 

images after the classification of pixels. 
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2. Pixel Machine Learning 

Pixel machine learning is one of the machine learning 

which can identify the medical images by using original pixel 

values in medical images. According to [2], pixel machine 

learning can directly process the original pixels from the 

medical images. The pixel machine learning can prevent the 

error such as the incorrect calculation of features in 

segmentation from the segmented regions as the input 

information. Fig. 1 show the workflow of pixel machine 

learning in classification and visualization of medical images. 

The pixel machine learning algorithms have been applied 

in different classifiers such as artificial neural network, linear 

discriminant analysis, and support vector machine [2]. In the 

classification process, pixel machine learning machine 

employing pixels/voxels of medical image directly as the input 

information. In addition, pixel machine learning is time 

consuming compared to the conventional feature training. 

This is due to all the pixels in the training images are involved 

as features data. Some efforts have been done to reduce the 

dimension of redundant data in order to increase the efficiency 

of computation time. Nevertheless, the accuracy of 

classification results should be optimized while the efficiency 

can be improved. According to [3], the subdivisions of 

medical images are transformed into pixels form where each 

pixel can be classified or categorized as attributes for a 

specific class.  In recent review, the popular pixel machine 

learning approach to classify medical images is massive-

training artificial neural networks (MTANN).  

 

2.1 Massive Training Artificial Neural Network 

(MTANN) 

Artificial neural networks (ANN) is one type of machine 

learning algorithm. This algorithm mimics the process neuron 

in human brain. It consists of several non-linear computing 

elements operating in parallel and they are arranged in patterns 

alike to biological neural sets. Fig. 2 shows the basic 

architecture of ANN. The ANN is famous among the 

researchers for classification of data since it can be modified 

as different behavior in response to its environment, learn 

from experience, and extends from previous examples to new 

ones as stated by [4]. ANN consists of several advantages 

namely the users do not need the specific problem-solving 

algorithms, and ANN has inherent generalization ability [5]. 

In other words, ANN can recognize and react to the patterns 

that have the similarity but not exactly the patterns in which 

they have trained. ANN is normally trained to identify the data 

that is primarily given by experience and intuition of human 

experts, and involving a high degree of uncertainty [5].  

By implementing the pixel machine learning, massive-

training artificial neural network (MTANN) is built to classify 

the medical images in order to detect abnormality and lesions 

[6]. MTANN is able to classify tumors with related genes and 

classify tumors as benign and malignant [2]. MTANN can 

solve the high complexity problems and it is suitable to solve 

complex pattern-recognition tasks. The MTANN can be 

applied in 2-dimensional (2D) and 3-dimensional (3D) 

classification for differentiating a specified pattern of an 

object. For instances, the 2D MTANN has been applied for the 

detection of lung nodules from CT images [2]. This algorithm 

involves expensive computational time during the data 

training.  

 

3. Artificial Immune System 

The Artificial Immune System (AIS) is one of the 

computational intelligences, rule-based machine learning 

principle and an inspiration system for the actions of the 

vertebrate immune system [7]. AIS has been used or applied 

to solve problem in different research areas (such as the 

functional optimization, virus detection, and classification) 

These types of algorithms commonly explain the problem of 

simulating the learning and memory characteristics of the 

immune system. There are three typical types of intelligent 

computational algorithms in AIS such as clonal selection 

algorithm, dendritic cell algorithm, and negative selection 

algorithm [8]. 

AIS is having its advantages in solving classification 

problem due to its affluent metaphorical artificial complement 

is provided from AIS’s learning, memory, feature extraction 

and recognize the features patterns [8]. Therefore, it is highly 

distributed, adaptive and self-organizing to solve convolution 

computational problems. According to [9], the immune 

system consists of many specialized cells and molecules as 

well as immune organs, providing a place for the maturation 

and function of immune cells. The relationship between 

immune cells and other cells in the body produces rich and 

complex immune behaviors that lead to the identification of 

pathogens and the arousal of appropriate pathogen elimination 

responses.  

 

 
Fig. 1 – Basic work flow of pixel machine learning for 

medical images classification 

 
Fig. 2 – Architecture of ANN 
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3.1 Clonal Selection Algorithm (CSA) 

The clonal selection algorithm (CSA) is one of the 

computational algorithms from AIS. According to [8], this 

algorithm describes the idea for selecting cells which are T-

cells and B-cells when recognizing the antigen proliferate. It 

is used in affinity maturation by implementing several 

elementary principles of clonal selection process. This can 

lead to provide reliable solution for pattern matching [12]. 

 

3.2 Design of Clonal Selection Algorithm 

The CSA is built based on explanation of the basic 

reaction of the adaptive immune system to antigenic 

stimulation. In the human immune system, the B-cells come 

from the bone marrow which helping the body to grow. A B-

cell (parent cell) will generate the daughter cell of B-cell, and 

every single daughter cell is different from the other daughter 

cells [10]. The parent cell has a unique receptor while each 

daughter cell will also have its own unique receptor. 

Moreover, these unique receptors will identify and react with 

a unique bacterium. In other words, there be one receptor will 

react to this unique bacterium. In the other hand, T-cell also 

has a similar process to B-cell that occur in the thymus. Fig. 3 

and Fig. 4 illustrate the architecture of B-cell and T-cell 

respectively.  The major different between B-cell and T-cell is 

T-cell does not become an antibody, but B-cell does.  

According to [8], the theory states that the clonal 

expansion of the original lymphocyte happens when the 

primary lymphocyte is activated by binding to the antigen. The 

activated antigen will then generate the clone lymphocytes 

that express the same receptor as the primary lymphocytes, 

and this implies that the primary lymphocytes clonal 

expansion is occurring. This approach explains a population 

of adaptive information and procedure of cell selection in 

immune system It also illustrates the resultant duplication and 

variation ultimately improves the adaptive fit of the 

information units to their environment. The phenomena of the 

clonal process had been transformed into machine learning 

algorithm for classification purpose. 

 

4. Pixel Machine Learning in Clonal Selection 

Algorithm (CSA) 

In this research, the CSA is proposed to be implemented 

in the lung nodules detection by using pixel machine learning 

approach. The framework of CSA is represented in Fig. 5. The 

algorithm aims to develop a memory pool of antibodies that 

provides a solution to pattern recognition problem where an 

antibody represents an element of a solution for a single 

solution to a problem, and antigens represent an element of the 

problem space. The algorithm needs to be initialized where a 

pile of antibodies is prepared by the fixed size, N.  These 

antibodies are separating into two groups which are memory 

antibody m where represented by the solution of the algorithm 

and remaining antibody r where introduce additional diversity 

into the system [11]. Next, the algorithm will proceed into the 

looping process by calculating the iterations number of 

exposing the system to all known antigens. The number of 

iterations can be stopped through some specific condition. In 

this algorithm, the stopping benchmark is a predefined 

maximum number of generations [12].         

 

4.1 The Clonal Selection Algorithm with Pixel Machine 

Learning in Pixels Classification 

The training and testing images are collected from the 

Reference Image Database to Evaluate Therapy Response 

 
Fig. 3 – Architecture of B-Cell 

 

 

 

 
Fig. 4 – Architecture of T-Cell 

 

 

 
Fig. 5 – Framework of CSA 
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(RIDER) project. The RIDER dataset can be downloaded 

from the open source website - The Cancer Imaging Archive 

(TCIA) [13]. TCIA is an official and licensed website that can 

be made available to researchers.  The database contains 

diagnostic data for 32 lung nodules patients which are 

generated by CT scans. To prepare the training, the CT images 

with presence of oval-shape nodules are chosen. These nodule 

images are recognized as region of interest (ROI) in the 

experiments. In the pre-processing, sub-regions of image with 

lung nodules are cropped and they are presented as features 

for the formation of the teaching image. The preparation for 

collect ROI data is done by MATLAB software. Next, the 

teaching image is created by the original intensities from CT 

images attributes and the training classes are generated by 

Gaussian function. The preparation of teaching image, 𝑇(𝑥, 𝑦) 
is formed by a piecewise function that including the Gaussian 

distribution represents nodule cases and otherwise, zero 

intensity for non-nodules cases (Equation 1). The matching 

process of extracted ROI with training class is shown in Fig. 

6. In the procedures, the original intensity values are matched 

with the Gaussian values as training classes. 
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The size of the two dimensional (x × y) teaching image 

can be adjusted by using the standard deviation, σ in the 

Gaussian distribution function. The adjustment of standard 

deviation in formulation of teaching image is based on the size 

of the ROI file. From the Gaussian distribution, the generated 

values are between 0 to 1 where 0 represents the dark color 

and 1 represents the bright white color. The teaching image is 

saved as the matrices with the size of 50×50 where are total of 

2500 training instances are formed in each training file. This 

process is repeated to obtained testing images as an input of 

classification model. 

The data training and testing are done by means of an 

open source software - Waikato Knowledge Analysis 

Environment (WEKA). WEKA is widely used for data 

training and data classification. It provides a collection of 

machine learning algorithms to perform data mining tasks. A 

built-in CSA classifier – CLONALG algorithm is chosen for 

training and testing purpose. The classification results are 

generated by the classifier in WEKA. Then, the prepared 

testing input files are used to test the classification of the CSA 

computational model.   

 

 

Fig. 7 – Flowchart for pixel machine learning with CSA 

framework  

 

The parameter of the algorithm in the WEKA can be 

adjusted based on the types of training data. In the experiment, 

the trained model is built for the classification of pixels for 

lung nodule images. The testing data is also formed from the 

RIDER dataset using the same procedures in training image 

preparation except the training class matching The 

classification results can be obtained and the performance for 

the computational model and they are evaluated through the 

visualization of output images. Fig. 7 shows the procedure 

used in this research for the classification of lung nodules. The 

“cut image” in the framework is the ROI that consists of lung 

nodule. In the training data, the sub-region matrix with the size 

of 3×3 is formed as features for each training instances. A 

sample of matrix represent a sub-region, W which can be 

written as Equation 2. Each training region contains nine 

features and mapped with a class with the values in six decimal 

places. The sample of training file that consists of header and 

training instances with class is shown in Fig. 8. The class 

values are obtained from the Gaussian function. These data is 

viewed in as text file and it is saved as “.arff” according to the 

format required by WEKA software.  

 

 

611 433 153

696 542 259

869 603 320

W

 
 


 
  

  (1) 

 

 
Fig. 6 – The extraction of ROI and training image 

preparation. 
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For the testing data, all instances are classified by using 

the CLONALG algorithm in WEKA. This mean that each the 

small sub-regions will be given a class value after the 

classification. Fig. 9 shows the sample of input data to WEKA 

in order to obtain the classification results for each sub-region. 

The attributes in testing file are mapped “?”.  Every “?” 

symbol in testing file represents unknown class before 

classification result is obtained. 

For the testing data, all instances are classified by using 

the CLONALG algorithm in WEKA. This mean that each the 

small sub-regions will be given a class value after the 

classification. Fig. 9 shows the sample of input data to WEKA 

in order to obtain the classification results for each sub-region. 

The attributes in testing file are mapped “?”.  Every “?” 

symbol in testing file represents unknown class before 

classification result is obtained. 

 

5. Results and Discussion 

From pixels training and testing processes by WEKA, the 

class for each of the attributes is generated by CSA algorithm. 

The class values are then transformed into an output image. 

Fig. 10 shows the sample of three set input and output images 

for lung nodules. Fig. 10 (a), (c) and (e) are three different size 

of original medical images extracted from CT scans while Fig. 

10 (b), (d) and (f) are output images which are generated by 

class values obtained from CSA classification. From the 

visualization results that formed by 50×50 classes, it can be 

seen that the pixels of the output images are able to highlight 

the area of lung nodules. However, there exists some indistinct 

small false positives found at the surrounding nodules in the 

classified images. These false positives can be eliminated by 

improving the optimization of parameter selection in pixel 

machine learning and CSA algorithm.  

 

6. Conclusion 

As a conclusion, pixel machine learning with clonal 

selection algorithm could provide visualization of detected 

lung nodules from the testing images. The implementation of 

the proposed algorithm also found revealing better 

performance in classification compared to conventional 

method in term of visualization. Furthermore, the reliability of 

pixel machine learning algorithms is achieved by using 

appropriate parameters where the adjustment of parameters is 

sometimes important. The detection of lung nodules in the 

computation results are crucial to alert the CAD user to 

identify the lung nodules as abnormal tissue on CT scans. 
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