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Abstract

The capacity of long-haul coherent optical communication systems is limited by the

detrimental effects of fiber Kerr nonlinearity. The power-dependent nature of the

Kerr nonlinearity restricts the maximum launch power into the fiber. That results in

the reduction of the optical signal-to-noise ratio at the receiver; thereby, the maxi-

mum transmission reach is limited. Over the last few decades, several digital signal

processing (DSP) techniques have been proposed to mitigate the effects of fiber nonlin-

earity, for example, digital back-propagation (DBP), perturbation based nonlinearity

compensation (PB-NLC), and phase-conjugated twin wave (PCTW). However, low-

complexity and spectrally efficient DSP-based fiber nonlinearity mitigation schemes

for long-haul transmission systems are yet to be developed.

In this thesis, we focus on the computationally efficient DSP-based techniques that

can help to combat various sources of fiber nonlinearity in long-haul coherent optical

communication systems. With this aim, we propose a linear time/polarization coded

digital phase conjugation (DPC) technique for the mitigation of fiber nonlinearity

that doubles the spectral efficiency obtained in the PCTW technique. In addition,

we propose to investigate the impact of random polarization effects, like polarization-

dependent loss and polarization mode dispersion, on the performance of the linear-

coded DPC techniques. We also propose a joint technique that combines single-

channel DBP with the PCTW technique. We show that the proposed scheme is
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computationally efficient and achieves similar performance as multi-channel DBP in

wavelength division multiplexed superchannel systems.

The regular perturbation (RP) series used to analytically approximate the solution

of the nonlinear Schrödinger equation (NLSE) has a serious energy divergence problem

when truncated to the first-order. Recent results on the transmission of high data-

rate optical signals reveal that the nonlinearity compensation performance of the first-

order PB-NLC technique decreases as the product of the transmission distance and

launch power increases. The enhanced RP (ERP) method can improve the accuracy of

the first-order RP approximation by partially solving the energy divergence problem.

On this ground, we propose an ERP-based nonlinearity compensation technique to

compensate for the fiber nonlinearity in a polarization-division multiplexed dispersion

unmanaged optical communication system. Another possible solution to improve

the accuracy of the PB-NLC technique is to increase the order of the RP solution.

Based on this idea, we propose to extend the first-order solution of the NLSE to the

second-order to improve the nonlinearity compensation performance of the PB-NLC

technique. Following that, we investigate a few simplifying assumptions to reduce the

implementation complexity of the proposed second-order PB-NLC technique.
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Chapter 1

Introduction

1.1 Background and Motivation

The invention of Erbium-doped fiber amplifiers (EDFAs), and cost-effective manu-

facturing of standard single-mode fibers (SSMFs) with less than 0.2 dB/km attenua-

tion marked the beginning of commercially viable fiber-optic communication systems.

Since the deployment, the optical communication systems underwent several technical

evolutions to fulfill the requirements of high-speed communications. Over the past

few decades, there has been an exponential increase in the global demand for commu-

nication capacity. Most of the growth has occurred in the last few years when data

started dominating the network traffic. According to Cisco’s recent white paper [1],

the global network traffic will dramatically increase over the next three years. The

emergence of bandwidth-hungry applications, such as cloud services and virtual real-

ity, has fueled the global network traffic increase to a large extent [2]- [5]. Furthermore,

human-centered applications like video gaming and the exchange of multimedia con-

tent via smartphones are among the most bandwidth-consuming applications. That

leads to a strong requirement for an increase in the access network capacity, and
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consequently, for the core and metro network capacities to meet such ever-increasing

traffic demands [5].

The deployment of wavelength division multiplexing (WDM) technology, which

enables the multiplexing of several optical signals in the same fiber, dramatically

increases the fiber capacity [6]- [8]. Over the past few years, WDM systems with 2.5

Gb/s line rate, employing on-off keying evolved into 10 Gb/s systems with 50 GHz

channel spacing [6]. Later, 40 Gb/s system mainly based on quadrature phase-shift-

keying (QPSK) modulation and non-coherent detection, were deployed [6]. Following

that, a 100 Gb/s transmission system was introduced employing the polarization

division multiplexed (PDM) QPSK and coherent detection [7].

To further increase the transmission capacity up to 400 Gb/s or 1 Tb/s, the super-

channel technique represents a potential candidate due to its high spectral efficiency

and low cost [8]- [11]. The main idea of the superchannel approach is to split the

WDM channel into several subcarriers with smaller bandwidths and separated by

a small guard-band. These subcarriers are routed through optical add-drop mul-

tiplexers and wavelength selective switches as a single entity. In comparison with

single-carrier 400 Gb/s and 1 Tb/s transmission systems, the superchannel approach

offers multiple advantages [11]. It has lower requirements in terms of optical signal-

to-noise ratio (OSNR) and analog-to-digital converters/digital-to-analog converters

bandwidth [11]. In comparison with single-carrier 400 Gb/s and 1 Tb/s transmission

systems, the superchannel systems exhibit better transmission performance. However,

the transmission impairments in the optical fiber degrade the performance of the high

data-rate optical superchannel systems. For example, the chromatic dispersion (CD)

introduces a frequency-dependent phase shift to the signals and acts as a primary lim-

iting factor in provisioning a reliable long-haul optical communication link [12]. It is

noteworthy that there are various optical and electrical techniques available to combat
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the adverse effect of the CD in a long-haul optical communication system [12]- [16].

Fig. 1.1 shows the schematic diagram of the modern WDM optical fiber commu-

nication system. The data in different wavelength channels are combined using an

optical multiplexer in each polarization tributaries. Then, the two orthogonal polar-

ization signals are combined using a polarization combiner and are transmitted over

the optical fiber transmission link. The optical transmission link consists of several

spans of SSMF having an EDFA after each span to compensate for the optical fiber

loss [17]. At the receiver, after the polarization splitting, each wavelength channel is

demultiplexed and coherently detected to recover the data.

Figure 1.1: Schematic diagram of modern PDM-WDM fiber optic transmission
link. MUX: multiplexer, DEMUX: de-multiplexer, PBC: polarization beam com-
biner, EDFA: erbium-doped fiber amplifier, SSMF: standard single-mode fiber, PBS:
polarization beam splitter.

The optical fiber link capacity can be doubled by employing the PDM transmis-

sion scheme [18]. However, this technology imparts several challenges to the design

of the optical communication system. The polarization-dependent loss (PDL) and

polarization-mode dispersion (PMD) are the two prevalent linear impairments per-

taining to the long-haul optical communication systems [18], [19]. It is worth men-

tioning that PDL and PMD are not confined to the fiber; however, they present in
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the optical components, such as EDFA, optical multiplexer/demultiplexer, optical

splitter/combiner, etc. [19]. In contrast to CD, the PDL and PMD are considered dy-

namic, rapidly changing with various environmental conditions, such as temperature

fluctuations, vibration, or stress [19].

The PDL refers to the energy loss that is preferential to one of the two orthogonal

polarization states [17], [19]. That will eventually lead to the OSNR difference and

the signal cross-talk between the two polarization tributaries of the SSMF [19]. It is

important to note that the total PDL of a link with concatenated optical components

with individual PDL value is different from the sum of every single PDL-element

contribution [19]. That is because the polarization-sensitive axes of each component

are not always aligned to each other; therefore, the resultant accumulated PDL at

the end of the transmission link depends on the relative orientations of the PDL axes

of the individual components. Since the PDL value of each element depends on the

environmental conditions and there exists a randomized PDL-axis alignment between

individual components, the accumulated PDL of the whole link is usually estimated

using a statistical modeling technique [19]. The seminal work in [20] suggests that

the total accumulated PDL for a typical optical fiber communication link is found to

be Maxwellian distributed "when expressed in decibels" and the accumulation of the

mean PDL grows linearly with the transmission length.

Due to random imperfections and asymmetries, the refractive index of the optical

fiber changes with the polarization. That leads to slightly different propagation veloc-

ities for the two distinct polarization eigenstates [18]. The state-of-polarization (SOP)

corresponding to these eigenstates are usually labeled as the "fast" and "slow" axes.

The segments of the fiber exhibiting such fast and slow axes are referred to as the bire-

fringent segments. The birefringence introduces a delay between the two polarization

states, termed as differential group delay (DGD). The PMD is caused by the DGD
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generated by the concatenated birefringent segments of the optical fiber. The birefrin-

gent magnitude and the orientation of the axes of each segment vary randomly along

the length of the fiber. As a result, the instantaneous value of DGD exhibited by the

concatenated series of fiber birefringent segments changes randomly with time [21].

The study in [21] indicates that the DGD at the end of a concatenated birefringent

fiber segments can be well approximated by a Maxwellian probability density func-

tion, which is controlled by only one parameter, the average DGD. This average DGD

is referred to as the PMD value of the fiber [21].

In a realistic optical communication system, the polarization-dependent effects

become quite complicated due to the interplay between the PDL and PMD [22]. That

will impair the communication system more than either effect alone. In general, the

PDL is wavelength-independent, and the PMD is wavelength-dependent. Therefore,

adding some PMD to PDL will result in a wavelength-dependent PDL; similarly,

the addition of PDL to PMD can result in a DGD different from what one would

expect from PMD alone [22]. In the design of the PDM transmission system, there

are different technologies adopted to track the polarization state in the presence of

the complex polarization-dependent effects. A widely used technique is to employ

a multi-input multi-output equalizer with adaptive tap coefficients. That can be

implemented as data-aided, decision-directed, or blind. For example, the constant

modulus algorithm (CMA) is a prominent blind equalization technique to track the

polarization states for the m-PSK family of constellations [23]. Similarly, the radius

directed equalizer is an adaptation of CMA to quadrature amplitude modulation

(QAM) systems to track the polarization state of the signal adaptively [24].

Another significant impairment that limits the transmission performance of the

long-haul optical communication system is the fiber nonlinearity [5]. The nonlinear-

ity effects in the optical fiber are due to an electro-optic effect, referred to as the Kerr
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effect, which arises from the dependence of the optical fiber refractive index on the

transmit signal power [5], [17]. That makes the optical fiber channel different from

other transmission media used for the information transfer. The modern high data-

rate optical transmission systems use multilevel modulation formats, which require

higher SNR. However, the optical intensity-dependent nonlinear Kerr effect signifi-

cantly degrades the transmission performance as the fiber launch power increases [17].

In a linear transmission medium, the information signals are usually perturbed by the

additive noise, which generally results in channel capacities monotonically increas-

ing with transmit power, thereby a corresponding increase in the SNR. However, the

detrimental effects of Kerr-induced signal nonlinear distortions grow at a faster rate

than the SNR capacity gain at higher launch powers. That in turn leads the channel

capacity to be a nonmonotonic function of the transmit launch power with a max-

imum value at a particular launch power termed as optimum launch power. The

achievable transmission rate decreases rapidly beyond the optimal power point as the

launch power increases due to the corresponding increase in the Kerr-induced signal

nonlinear distortions [17].

In a single-channel optical communication system, the intra-channel Kerr non-

linearity is considered a dominant impairment, which limits the transmission perfor-

mance. The intra-channel nonlinear interactions can be categorized into three types:

(i) self-phase modulation (SPM), (ii) intra-channel cross-phase modulation (IXPM),

and (iii) intra-channel four-wave mixing (IFWM). The SPM results in a phase modu-

lation induced by the refractive index, which increases with the increase in the input

power level. That leads to a frequency shift, known as frequency chirping [17], which

interacts with the CD and causes spectral broadening of the optical pulse. The IXPM

is the result of the refractive index change proportional to the intensity of the neigh-

boring pulses in the same channel [17]. The IXPM yields a timing jitter between the

6



co-propagating pulses, which leads to performance degradation of the optical trans-

mission system. The IFWM is caused by the nonlinear interaction between two or

more pulses of the same channel [17]. That generates echo or ghost pulses in the

time domain, and thus, results in interference between the signal pulses of the same

channel. It is important to mention that the SPM, IXPM, and IFWM are considered

as deterministic nonlinear impairments, and these effects can be compensated well

using digital nonlinearity compensation (NLC) techniques.

In WDM systems, the significant portion of the nonlinear distortion comes from the

nonlinear interaction between the channel under consideration and the co-propagating

signals in neighboring channels, referred to as inter-channel nonlinearity effects [17].

The inter-channel nonlinear effects can be classified into three types: (i) XPM, (ii)

cross-polarization modulation (XPolM), and (iii) FWM. The XPM effect is due to the

refractive index change proportional to the intensity of the pulse in the co-propagating

channel. The XPM induces frequency chirping and pulse overlapping between chan-

nels [17]. The XPolM occurs in PDM transmission systems when the SOP of a

transmitted channel depends on the SOP of other co-propagating channels. This is

due to the random propagation of SOP inside the optical fiber caused by PMD [17]

and causes channel crosstalk for dual-polarization systems [17]. The FWM in the

multichannel system is generated by the nonlinear interaction between two or more

co-propagating wavelength channels [17]. The FWM results in significant performance

degradation due to crosstalk among different wavelength channels [17]. In contrast to

the intra-channel deterministic nonlinear effects, the elimination of the inter-channel

distortions is considered impractical. The reasons are three-fold: (i) the information

in the co-propagating WDM channels is unknown, (ii) the unpredictable add/drop of

the WDM channels taking place in the optical network, and (iii) the SOP of different

WDM channels evolve randomly and differently in the presence of PMD. For these
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reasons, the inter-channel nonlinear interactions are considered as stochastic effects

and commonly referred to as nonlinear interference noise (NLIN) [25].

Another category of the stochastic nonlinearity effect is due to the Kerr-induced

signal-amplified spontaneous emission (ASE) noise nonlinear interaction, referred to

as the nonlinear signal-noise interaction (NSNI) or the Gordon–Mollenauer effect [26]-

[28], which leads to the generation of the stochastic nonlinear phase noise (NLPN).

The NLPN limits the transmission performance of the optical communication sys-

tem and cannot be compensated by using traditional NLC methods. However, the

NSNI plays a fundamental role in the optical communication systems by contribut-

ing to answering the questions regarding the fundamental limits of the performance

improvement provided by the NLC techniques [26]- [28].

The stimulated Raman scattering (SRS) and stimulated Brillouin scattering (SBS)

are another category of nonlinear effects in the optical fiber. SRS and SBS are in-

elastic scattering processes in which the optical medium absorbs part of the optical

wave power. The SRS can severely affect the WDM transmission systems by transfer-

ring energy from one channel to the co-propagating channels [17]. In any molecular

medium, the spontaneous Raman scattering can transfer a small amount of power

from one optical field to another through a process called Raman scattering [17]. In

this process, the optical field to which the power is transferred is downshifted by an

amount determined by the vibrational mode of the molecular medium. The incident

photon of the input pump field is scattered quantum-mechanically to a lower-frequency

photon by one of the molecules, and thereby the molecule takes a transition to the

higher energy vibrational states [17]. This frequency-shifted radiation is referred to

as the Stokes wave [17]. It was observed in 1962 that, in a medium, the energy of the

Stokes wave grows rapidly upon the incident of an intense pump field, which is due to

the nonlinear phenomenon of the SRS effect [17]. The effect of SRS has been studied
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Figure 1.2: Linear and nonlinear impairments in the optical fiber channel, taken
from [5].

extensively in the literature for a variety of molecular media, including silica [17]. Un-

like SRS, the SBS in optical fibers can occur at much lower input power [17]. Once the

input power reaches the Brillouin threshold, the backward propagating Stokes wave

is generated, which carries most of the input energy [17]. The nonlinear phenomenon

of the SBS was first observed in 1964 and extensively studied in the literature [17].

Similar to the SRS effect, the SBS also generates a frequency downshifted Stokes

wave [17]. It is important to mention that these inelastic scattering processes can be

neglected because they manifest only at input powers higher than the typical values

used in optical communication systems [17].

From above discussions it is clear that the optical signal propagating through the

SSMF is degraded due to the linear and nonlinear impairments in the optical fiber.

Fig. 1.2 categorizes various linear and nonlinear impairments affecting the quality of

optical signal propagation inside the optical fiber.

In recent years, the spectral efficiency of the PDM optical communication systems

has dramatically improved by the introduction of a promising detection technique

referred to as coherent detection. In coherent detection, the symbol decisions are made

using both in-phase and quadrature signals; thereby, information is encoded on all the

available degrees of freedom [29]. At the coherent receiver, after down-conversion to
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the electrical domain and sampling at the Nyquist rate, the digitized signal waveform

retains the full information of the electric field [29]. That enables the compensation

of various impairments, including fiber nonlinearity, using digital signal processing

(DSP) techniques [30]. The coherent detection also enables the implementation of the

advanced forward error-correction (FEC) coding techniques and the adaptive DSP

algorithms to combat time-varying transmission impairments [31]. Several DSP-based

NLC techniques have been proposed in the last decade to deal with fiber nonlinearity

effects. A concise review of such popular techniques is given in Chapter 2.

This research is mainly motivated by the growing demand for the high data rate

coherent optical communication systems over trans-oceanic long-haul transmission

links. The use of higher-order modulation formats in such systems necessitates the

development of effective DSP techniques to compensate for fiber nonlinearity effects.

Although a significant amount of research has been carried out by the optical research

community to deal with the detrimental effects of fiber nonlinearity, low-complexity,

and commercially viable DSP techniques are yet to be developed. Additionally, the

growing interest of the industrial research community to move towards the nonlinear

regime of optical fiber to realize ultra high capacity coherent optical systems motivates

our search on the effective DSP solutions to combat fiber nonlinearity.

1.2 Thesis Contributions

The main contributions of this Ph.D. thesis can be listed as follows:

• We propose two linearly coded digital phase conjugation (DPC) schemes to solve

the spectral efficiency problem of the phase-conjugated twin wave (PCTW) and

conjugate data repetition (CDR) techniques. We investigate the performance of

the proposed schemes with and without considering the dispersion symmetry in
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the transmission link. Also, we investigate the impact of polarization-dependent

effect, such as PDL, on the performance of the proposed linearly coded DPC

schemes. The results of the detailed study are discussed in Chapter 3.

• We propose a joint technique by combining the PCTW technique with the single-

channel digital back-propagation (DBP) to solve the limitations of the individual

implementations of such techniques in compensating the fiber nonlinearity ef-

fects. We further show that the joint technique can provide similar performance

as the multi-channel DBP in a WDM transmission system. The details of the

proposed technique and results are given in Chapter 4.

• We show that the enhanced regular perturbation (ERP) technique can solve

the energy divergence problem of the regular perturbation-based approach in

a dispersion unmanaged transmission system. Then, we propose to use the

ERP approach, instead of the regular perturbation method, in the perturbation-

based nonlinearity compensation technique (PB-NLC). We demonstrate that the

proposed technique improves the NLC performance with a negligible increase

in the computational complexity when compared to the conventional PB-NLC

technique. Chapter 5 is devoted to this work.

• With the help of rigorous mathematical analysis, we derive the second-order

(SO) perturbative nonlinear distortion field for a dispersion unmanaged trans-

mission system with a Gaussian shape assumption for the input pulse shape.

We develop a SO perturbative distortion field-based predistortion technique to

compensate for the fiber nonlinearity effect in a coherent optical communication

system. Then, we adopt a few simplifying assumptions to reduce the implemen-

tation complexity of the proposed predistortion technique. We carry out the

complexity analysis in detail and show that the proposed technique comes with
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a reduced implementation complexity when compared to the benchmark DBP

technique. This research is discussed in detail in Chapter 6.

1.3 Thesis Organization

The rest of this thesis document is organized as follows. Chapter 2 provides brief

discussions on the origin of the nonlinear susceptibility and the Kerr effect, the mech-

anism of the optical pulse propagation in the optical fiber medium, the numerical

and analytical methods commonly used to solve the pulse propagation equation, and

various DSP techniques available in the literature to deal with the detrimental effects

of fiber nonlinearity. Chapter 3 presents the proposed linearly coded DPC techniques

to compensate for fiber nonlinearity and double the spectral efficiency of the exist-

ing PCTW technique. This chapter also includes the investigation of the impact of

PDL and PMD on the proposed linear coding techniques. Chapter 4 discusses the

proposed joint technique, which combines SC-DBP with the PCTW technique to

compensate for the fiber nonlinearity in a coherent optical communication system.

Chapter 5 presents the proposed ERP-based nonlinearity compensation technique to

compensate for the fiber nonlinearity in a polarization-division multiplexed dispersion

unmanaged optical communication system. Chapter 6 explains the extension of the

first-order perturbation theory to the SO and the developed SO perturbation theory-

based predistortion technique to compensate for the fiber nonlinearity effect. Finally,

Chapter 7 provides a brief review of this work and presents possible future extensions

of the current work.

12



1.4 Notation

Lower case italic typeface letters are used for the time-domain representation, whereas

the frequency-domain is represented by upper case italic typeface letters. Matrices

and vectors are represented by upper case bold typeface letters and lower case bold

typeface letters, respectively.
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Chapter 2

Preliminaries

2.1 Optical Fiber Communication Systems

The modern high capacity communication network uses optical fibers to transmit

information from one point to another as modulated light pulses. The optical fiber

is a dielectric cylindrical waveguide made up of low-cost material silica [32]. The

basic phenomenon responsible for guiding the light pulses inside the optical fiber

is total internal reflection [32]. The uncladded optical fibers manufactured in the

early 1920s were not suitable for information transfer at long distances [32]. In the

1950s, the use of the cladding layer was a starting point for the field of fiber optics

and led to a significant improvement in the fiber characteristics [32]. During the

1960s, the transmission of images through the glass fibers demonstrated the significant

development of the field of fiber optics [17], [32]. The fibers manufactured during that

time had a drawback of extreme power loss (loss>1000 dB/km) while the optical light

is transmitted. Further research efforts in the 1970s reduced the loss of the silica-based

fibers below 20 dB/km [32]. During the late 1970s, advancements in fiber fabrication

technology significantly reduced the fiber loss down to 0.2 dB/km in the 1550 nm
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wavelength range [32]. That eventually led to a breakthrough in the field of optical

fiber communication systems [32]. During the 1990s, the optical fibers were doped

with rare-earth elements such as Erbium. That led to the development of the optical

amplifiers and lasers. The invention of EDFA to compensate for the power losses

initiates an implicit revolution in the design of the WDM optical fiber communication

systems [8], [32]. It is important to mention that the mathematical derivations given

in sections, from Sections 2.2 to 2.4, are mostly taken from [32] and [35].

2.2 Characteristics of Optical Fiber Channel

The optical fiber consists of a glass core surrounded by a cladding layer to confine

the modulated light inside the core region. The refractive index n2 of the cladding

layer is slightly lower than that of the core index n1 to facilitate the total internal

reflection [32]. Such fibers are generally referred to as step-index fiber. The step-

index optical fibers can be categorized by two parameters, namely core-cladding index

difference ∆ and the V parameter, given as:

∆ = n1 − n2

n1
(2.1)

and

V = k0a
√
n2

1 − n2
2, (2.2)

respectively, where k0 = 2π
λ
, λ is the wavelength of light and a is the core radius. The

V parameter determines the number of propagation modes in the optical fiber. For

example, if V < 2.405, then the step-index fiber supports only one mode. Such fibers

are termed as single-mode fibers [32]. It is important to mention that, in this thesis,

we consider nonlinearity effects in the single-mode fibers since they are used to realize
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the long-haul high data rate optical communication systems.

2.2.1 Fiber Losses

While the optical signal propagates through the optical fiber channel, the fiber losses

attenuate the signal power as a function of the transmission distance. The transmitted

signal power considering the fiber attenuation can be represented as [32]:

PT = P0 exp (−αL) , (2.3)

where P0 is the power launched at the input of the fiber, α is the fiber attenuation

parameter, and L is the transmission distance. It is worth mentioning that the fiber

attenuation parameter is usually expressed in units of dB/km, which can be repre-

sented by using (2.3), as follows:

αdB/km = −10
L

log10

(
PT
P0

)
= 10 log10 (e)α = 4.343α. (2.4)

The attenuation in optical fiber is caused by several mechanisms, including absorp-

tion, scattering, and geometric effects [32]. The material impurity in the silica core

fiber causes the absorption of the light energy. The hydroxyl ion (OH) absorption is

one of the main absorptions in the case of glass fibers [32]. The OH absorption causes

the multiple absorption peaks in the wavelength range from visible to the infrared

band, as shown in Fig. 2.1 [33]. The main source of the scattering loss in optical fiber

is due to the Rayleigh scattering [33]. During the fabrication of the optical fiber, the

variation of the refractive index is caused by the microscopic variations of fiber ma-

terial component density, randomly distributed material defects, and inhomogeneous

material structure [33]. The scale of this index variation is much smaller than the
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wavelength of interest. The energy scattering when the propagating light interacts

with such small index variation causes the Rayleigh scattering [33]. The significance

of the Rayleigh scattering in optical fiber is reduced as the wavelength increases, as

shown in Fig. 2.1.

Figure 2.1: Loss spectrum of a single-mode silica fiber, taken from [33].

The physical bending of the fiber is the main source of the geometric effect causing

the signal power attenuation. There are two types of bending loss, including macro-

scopic and microscopic loss. The macroscopic bending loss is produced whenever the

optical fiber is subjected to a significant amount of bending beyond a critical value

of curvature [17], [32]. The microscopic bending loss is comparatively weaker and is

caused by the strain or stress distributed along the length of the fiber [17], [32].

2.2.2 Chromatic Dispersion

In general, the response of a medium to the incident electromagnetic wave depends

on the optical frequency of ω. This property of the medium is referred to as the
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chromatic dispersion (CD) [32], [34]. The CD effect in optical fiber manifests through

the frequency dependence of the refractive index n(w). In the case of the short optical

pulses used in the optical communication system, the CD plays a critical role since

the optical pulse consists of several frequency components. In the presence of CD,

the different spectral components associated with the pulse travel at different speeds

given by c/n(w), where c is the speed of light. That will induce pulse broadening [32].

In the weakly nonlinear regime, the CD-induced pulse broadening is the dominant

impairment and causes severe penalties to the optical communication systems. In the

presence of strong nonlinearity, the interplay between CD and nonlinearity is quite

complicated, which results in quantitatively different behavior for the pulse distortions

in the optical fiber channel [32].

The effect of CD can be quantitatively accounted by expanding the mode-propagation

constant β in a Taylor series about the frequency w0 at which the pulse spectrum is

centered as [32]:

β(w) = n(w)w
c

= β0 + β1(w − w0) + 1
2β2(w − w0)2 + ..., (2.5)

where

βm =
(
dmβ

dwm

)∣∣∣∣∣
w=w0

m = 1, 2, ....,∞. (2.6)

From (2.5), β2 can be represented as:

β2 = 1
c

(
2 dn
dw

+ w
d2n

dw2

)
. (2.7)

In reality, the envelope of the optical pulse moves at the group velocity, and the

parameter β2 causes the dispersion of the group velocity, which leads to the pulse

broadening [32]. This phenomenon is referred to as the group-velocity dispersion
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(GVD), and the parameter β2 is the GVD parameter [32].

In the optical fiber, a part of the optical signal propagates through the cladding,

referred to as the dielectric waveguiding, which causes a slight reduction in the effective

mode index n(w) of the core. That results in the waveguide dispersion and must be

added to the material dispersion, as shown in Fig. 2.2 [34].

Figure 2.2: Variation of the dispersion parameter D as a function of the wavelength
of the light, taken from [34].

In general, the contribution of the waveguide dispersion is relatively small when

compared to the material dispersion except near the zero-dispersion wavelength λ0.

For standard fibers, the effect of the waveguide dispersion is to shift λ0 slightly towards

the longer wavelengths, such as λ0 ≈ 1.31µm. It is important to mention that in Fig.

2.2, the quantity used to plot in the y-axis is the dispersion parameter D, which is

related to β2 as [34]:

D = −2πc
λ2 β2 ≈

λd2n

cdλ2 . (2.8)

It is worth mentioning that the waveguide dispersion is dependent on the fiber
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design parameters such as the core radius a, and the core-cladding index difference

∆. The zero-dispersion wavelength λ0 can be shifted to the vicinity of 1.55µm by

using this feature of the waveguide dispersion. It is also worthy of mentioning that

the fiber loss is minimum at 1.55µm wavelength range [34]. Such dispersion-shifted

fibers are commonly used for communication systems.

The nonlinearity in optical fiber exhibits a different response behavior depending

on the sign of the GVD parameter. For example, for wavelengths λ < λ0, the fiber

exhibits normal dispersion regime where β2 > 0. In this regime, the low-frequency

components travel faster than the high-frequency components of the same optical

pulse. The fiber is said to be in an anomalous dispersion regime when β2 < 0. In

silica-based optical fibers, the anomalous dispersion regime occurs when the light

wavelength exceeds the zero-dispersion wavelength, i.e., λ > λ0. The anomalous

dispersion regime is of particular interest in optical communication systems since

it supports the existence of solitons through a balance between the dispersive and

nonlinear effects [32].

The CD-induced mismatch in the group velocities of the optical pulses at different

wavelengths causes a different speed for those pulses in the optical fiber [32]. This

feature leads to an important effect referred to as the walk-off effect [32]. More

specifically, when the fast-moving pulse completely walks through the slower moving

pulse, the nonlinear interaction between two optical pulses ceases to occur [32]. That

is governed by a walk-off parameter defined as [32]:

d12 = β1(λ1)− β1(λ2) = v−1
g (λ1)− v−1

g (λ2), (2.9)

where λ1 and λ2 are the center wavelengths of the two pulses and vg = 1
β1

is the group

velocity and is calculated using (2.6). For pulses of width τ , the walk-off length can
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be defined as [32]:

Lw = τ

|d12|
. (2.10)

2.3 Nonlinear Susceptibility and the Kerr Effect

in Optical Fibers

2.3.1 Nonlinear Susceptibility

For intense electromagnetic fields, the response of the optical fiber is nonlinear. The

origin of the nonlinear response is due to the anharmonic motion of bound electrons

under the influence of the applied electromagnetic field [35]. The electric field of the

incident light interacts with the electron and makes it oscillate in accordance with

Coulomb’s law [35]. The oscillating charge resembles an antenna and radiates the

electromagnetic energy at the same frequency as the incident field with a different

phase shift. The dynamics of the displaced electron under the influence of the applied

electric field is a fundamental field of study in quantum mechanics [35].

On the other hand, in the classical electron oscillator model, the electron is mod-

eled as a charged cloud surrounding the nucleus, as shown in Fig. 2.3(a). Fig. 2.3(b)

shows that the electron charge cloud is displaced when an electric field Ex is ap-

plied [35]. According to Newton’s law, the equation of motion for the center of the

electron charge cloud can be represented as [35]:

m
d2x

dt2
= Fext = qeEx, (2.11)

where m is the electron mass, x(t) is the displacement, and qe is the electron charge.

There exists a force of attraction between the nucleus and the electron charge cloud

when the electron charge cloud moves away for the equilibrium position [35]. For a
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small displacement x(t), the restoration force can be approximated as [35]:

Frestoration = −Kx, (2.12)

where K is a constant.

(a) (b)

Figure 2.3: Classical electron oscillator model. (a) in equilibrium and (b) in the
presence of an external field.

The negative sign in (2.12) indicates that the restoration force acts in a direction

opposite to the external force [35]. This situation is similar to the case of a simple

pendulum pushed away from the equilibrium position by an external force [35]. The

restoration force due to the gravitation pulls back the pendulum to the equilibrium

position. The net force acting on the electron can be represented as [35]:

Fnet = Fext + Frestoration = qeEx −Kx. (2.13)
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Next, by combining (2.11) and (2.13), we obtain:

m
d2x

dt2
= Fnet = qeEx −Kx (2.14)

or
d2x

dt2
+ w2

0x =
(
qe
m

)
Ex, (2.15)

where w0 =
√
K/m is the natural frequency of oscillation. Assume that the applied

electric field is of the form as given below:

Ex = E0 exp (−jwt) . (2.16)

The displacement x(t) due to the applied field also change harmonically in the steady

state and try a trial solution as [35]:

x(t) = B exp (−jwt) . (2.17)

Substituting (2.17) and (2.16) in (2.15), we get:

B = E0qe
m(w2

0 − w2) , (2.18)

and

x(t) = qe
m(w2

0 − w2)Ex. (2.19)

The dipole moment of an atom is given as [35]:

px = qex(t) = q2
e

m(w2
0 − w2)Ex. (2.20)
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In general:

p = q2
e

m(w2
0 − w2)E. (2.21)

If we define P = Np as the dielectric polarization, (2.21) can be written as:

P = Nq2
e

m(w2
0 − w2)E. (2.22)

where N is the number of atoms per unit volume.

For the weak incident electromagnetic field, we can relate the dielectric polarization

P to the electric field intensity E as [35]:

P = ε0χ
(1)E, (2.23)

where ε0 is the electric permittivity of free space and ε0χ
(1) is the first-order suscep-

tibility or linear susceptibility, and:

χ(1) = Nq2
e

m(w2
0 − w2)ε0

. (2.24)

It is important to mention that if the medium is not isotropic, the susceptibility

depends on direction as well and (2.23) is modified as [35]:

Pj = χ
(1)
jx Ex + χ

(1)
jy Ey + χ

(1)
jz Ez, j = x, y, z (2.25)

or

P = ε0χ
(1).E, (2.26)

where χ(1) is a 3× 3 matrix and · denotes dot product.

If the incident electromagnetic field is intense, the relation between the restoration
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force and the displacement is nonlinear, and thereby, the electron cloud oscillation is

not harmonic [35]. In this case, the relation between the dielectric polarization P and

the electric dipoles are nonlinear, which can be generalized as [35]:

P = ε0

(
χ(1)·E + χ(2) : EE + χ(3)...EEE + . . .

)
, (2.27)

where χ(j) (j = 1, 2, . . .) is the jth order susceptibility. χ(j) is also a tensor of rank j+

1. χ(1) is the first-order susceptibility and is related to the linear refractive index. The

second-order susceptibility χ(2) generates the second-harmonic and the sum-frequency

terms [35]. However, since SiO2 is a symmetric molecule, χ(2) vanishes for the silica

glasses [35]. As a result, the optical fibers do not exhibit the χ(2)-induced nonlinear

effects [35].

2.3.2 The Kerr Effect

The nonlinearity effects in optical fiber originate from the third-order susceptibil-

ity χ(3). One of the primary sources of the nonlinearity effect in optical fiber is

the χ(3)-induced nonlinear refraction, the Kerr effect, a phenomenon referring to the

light intensity-dependent refractive index [35]. Assume that the electromagnetic field

incident on the optical fiber core has only Ex and Hy components. Then, the ten-

sor equation in (2.27) can be simplified for a centrally symmetric dielectric material

as [35]:

Px = ε0χ
(1)
xxEx + ε0χ

(3)
xxxxE

3
x, (2.28)

where χ(3)
xxxx is a component of the fourth-rank tensor χ(3). Suppose, the incident

optical field is a monochromatic wave given as:

Ex = E0 exp (−jwt) . (2.29)
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To find E3
x, we should first find the real part of Ex, i.e.,

Re[Ex] = 1
2 [E0 exp (−jwt) + E∗0 exp (jwt)] , (2.30)

{Re[Ex]}3 = 1
8
{
E3

0 exp (−j3wt) + E∗30 exp (j3wt)

+3 |E0|2 [E0 exp (−jwt) + E∗0 exp (jwt)]
}
. (2.31)

In the absence of the special phase-matching techniques, the third harmonic terms in

(2.31) can be neglected [35].

Let the polarization at frequency w be:

Px = P0 exp (−jwt) , (2.32)

Then,

Re[Px] = 1
2 [P0 exp (−jwt) + P ∗0 exp (jwt)] . (2.33)

From (2.28), we have:

Re[Px] = ε0χ
(1)
xxRe[Ex] + ε0χ

(3)
xxxxRe[Ex]3, (2.34)

where the imaginary parts of the susceptibility are ignored. Substituting (2.30) and

(2.31) into (2.34), collecting the terms that are proportional to exp (−jwt), and com-

paring it with (2.33), we obtain:

P0 = ε0

(
χ(1)
xx + 3 |E0|2

4 χ(3)
xxxx

)
E0 = ε0χeffE0, (2.35)
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where χeff is the effective susceptibility that includes both linear and nonlinear sus-

ceptibilities [35].

We can represent the electric field density D as [35]:

D = ε0E0 + P0. (2.36)

Substituting (2.35) in (2.36), we can write:

D = ε0

[
1 + χ(1)

xx + 3 |E0|2

4 χ(3)
xxxx

]
E0. (2.37)

In general, we can represent the electric flux density as [35]:

D = ε0εrE0, (2.38)

where εr is the relative permittivity. From (2.37) and (2.38), we can represent εr as:

εr = 1 + χ(1)
xx + 3 |E0|2

4 χ(3)
xxxx. (2.39)

Since the relative permittivity εr and refractive index n are related by n2 = εr, we

can write:

n2 = 1 + χ(1)
xx + 3 |E0|2

4 χ(3)
xxxx

= n2
0 + 3 |E0|2

4 χ(3)
xxxx, (2.40)

where n0 is the linear refractive index and the second term of (2.40) represents the

nonlinear contribution to the refractive index.

28



From (2.40), we can represent:

n = n0

(
1 + 3 |E0|2

4n2
0
χ(3)
xxxx

)1/2

∼= n0 + n2 |E0|2 , (2.41)

where

n2 = 3χ(3)
xxxx

8n0
. (2.42)

In (2.42), the term n2 is called the Kerr coefficient [35]. For silica based fiber, the

typical value of n2 varies between 1.2× 10−20 m2/W− 3.2× 10−20 m2/W [35]. From

(2.41), it is clear that the nonlinear part of the refractive index n is proportional to

the optical intensity |E0|2. This effect is referred to as the Kerr effect [35].

2.4 Pulse Propagation in Optical Fibers

The wave propagation in dispersive nonlinear media is governed by the fundamental

theory of electromagnetic wave propagation underpinned by the Maxwell’s equations

[32]. Using Maxwell’s equations, one can easily show that:

∇×∇× E = − 1
c2
∂2E
∂t2
− µ0

∂2P
∂t2

, (2.43)

where µ0 is the permeability of the free space.

For the Kerr effect-based nonlinearity in optical fiber, the induced dielectric polariza-

tion P(r, t) consists of two parts such as [32]:

P(r, t) = PL(r, t) + PNL(r, t), (2.44)

29



where PL and PNL are the linear and nonlinear parts which are given as:

PL(r, t) = ε0

∞∫
−∞

χ(1)(t− t′).E(r, t′) dt′ , (2.45)

and

PNL(r, t) = ε0

∞∫
−∞

∞∫
−∞

∞∫
−∞

χ(3)(t− t1, t− t2, t− t3)

...E(r, t1)E(r, t2)E(r, t3) dt1dt2dt3. (2.46)

2.4.1 Nonlinear Schrödinger Equation

From (2.43) and (2.44), we can represent the wave equation as:

∇2E− 1
c2
∂2E
∂t2

= µ0
∂2PL

∂t2
+ µ0

∂2PNL

∂t2
, (2.47)

where PL and PNL are given by (2.45) and (2.46), respectively. To solve the wave

equation in (2.47), we adopt several simplifying assumptions including [32]:

1. The nonlinear part of the dielectric polarization PNL is treated as a small per-

turbation to the linear part PL;

2. A scalar approach is adopted, i.e., the optical field is assumed to maintain the

polarization along the length of the fiber; and

3. A quasi-monochromatic assumption for the optical field.

By adopting the slowly varying envelop approximation, we can represent the electric

field E(r, t) as [32]:

E(r, t) = 1
2 x̂ [E0(r, t) exp (−jw0t) + E∗0(r, t) exp (jw0t)] , (2.48)
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where x̂ is the polarization unit vector and w0 is the center frequency of the optical

pulse spectrum. The dielectric polarization components PL and PNL can also be

expressed in similar form as [32]:

PL(r, t) = 1
2 x̂ [PL(r, t) exp (−jw0t) + P ∗L(r, t) exp (jw0t)] , (2.49)

and

PNL(r, t) = 1
2 x̂ [PNL(r, t) exp (−jw0t) + P ∗NL(r, t) exp (jw0t)] . (2.50)

The linear component PL can be calculated by substituting (2.49) in (2.45) as [32]:

PL(r, t) = ε0

∞∫
−∞

χ(1)
xx (t− t′)E0(r, t′) exp

(
jw0(t− t′)

)
dt
′

= ε0

2π

∞∫
−∞

χ̃(1)
xx (w)Ẽ0(r, w − w0) exp (−j(w − w0)t) dw, (2.51)

where Ẽ0(r, w) is the Fourier transform of E0(r, w).

The nonlinear component PNL is obtained by substituting (2.50) in (2.46) and after

some simplifications we obtain:

PNL(r, t) = ε0χ
(3)...E(r, t)E(r, t)E(r, t). (2.52)

When (2.48) is substituted in (2.52) and following the analysis given in Subsection

2.3.1, we can approximate PNL as [32]:

PNL(r, t) ≈ ε0εNLE0(r, t), (2.53)

where

εNL = 3χ(3)
xxxx

4 |E0(r, t)|2 . (2.54)
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For simplicity, we adopt a frequency-domain analysis to derive the wave equation for

the slowly varying amplitude E0(r, t). Substituting (2.48)-(2.50) in (2.47), the Fourier

transform Ẽ0(r, w − w0) can be defined as:

Ẽ0(r, w − w0) =
∞∫
−∞

E0(r, t) exp (j(w − w0)t) dt, (2.55)

which is found to satisfy the Helmholtz equation as given below [32]:

∇2Ẽ + ε(w)k2
0Ẽ = 0, (2.56)

where k0 = w
c
and

ε(w) = 1 + χ̃(1)
xx (w) + εNL. (2.57)

Equation (2.56) can be solved using the method of separation of variables. Assuming

the solution of the form:

Ẽ0(r, w − w0) = F (x, y)Q(z, w − w0) exp (jβ0z) , (2.58)

where Q(z, w) is a slowly varying function of z and β0 is the wave number. From

(2.56), we can write two equations for F (x, y) and Q(z, w) as:

∂2F

∂x2 + ∂2F

∂y2 +
[
ε(w)k2

0 − β̃2
]
F = 0, (2.59)

and

2jβ0
∂Q

∂z
+
(
β̃2 − β2

0

)
Q = 0. (2.60)

The dielectric constant ε(w) can be approximated as:

ε = (n0 + ∆n)2 ≈ n2
0 + 2n0∆n, (2.61)
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where ∆n is a small perturbation given by:

∆n = n2 |E0|2 + jα̃

2k0
, (2.62)

where α̃ is the absorption coefficient.

The FO perturbation theory can be used to solve (2.59). After solving using the FO

perturbation theory, the value of β̃ can be represented as [32]:

β̃(w) = β(w) + ∆β, (2.63)

where

∆β = k0
∫∞
−∞

∫∞
−∞∆n |F (x, y)|2 dxdy∫∞

−∞
∫∞
−∞ |F (x, y)|2 dxdy

. (2.64)

Similarly, the electric field E(r, t) can be written as [32]:

E(r, t) = 1
2 x̂ [F (x, y)q(z, t) exp (j(β0z − w0t))

+F ∗(x, y)q∗(z, t) exp (−j(β0z − w0t))] , (2.65)

where q(z, t) is the slowly varying pulse envelop [32].

The Fourier transform Q(z, w−w0) of q(z, t) satisfies (2.60), which can be represented

as [32]:
∂Q

∂z
= j [β(w) + ∆β − β0]Q. (2.66)

The propagation equation for q(z, t) is obtained by taking the inverse Fourier trans-

form of (2.66). In (2.66), the exact functional form of the mode-propagation constant

β(w) is rarely known and therefore, it is useful to expand β(w) in Taylor series as in

(2.5) [32]. Because of the quasi-monochromatic assumption for the optical field, the

cubic and higher-order terms in (2.5) can be neglected [32]. Next, substitute (2.5) in
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(2.66) and take the inverse Fourier transform, we obtain:

∂

∂z
q(z, t) = −j β2

2
∂2

∂t2
q(z, t) + j∆βq(z, t). (2.67)

The term ∆β in (2.67) includes the effect of loss and the nonlinearity [32]. Next,

evaluate ∆β using (2.62) and (2.64), and substitute in (2.67), we obtain the nonlinear

Schrödinger equation (NLSE) as:

∂

∂z
q(z, t) + α

2 q(z, t) + j
β2

2
∂2

∂t2
q(z, t) = jγ |q(z, t)|2 q(z, t), (2.68)

where α is the attenuation, β2 is the group velocity dispersion, z is the transmission

distance, and γ is the nonlinearity coefficient [32], which is given as:

γ = n2w0

cAeff
, (2.69)

where Aeff is the effective area of the fiber and is given as:

Aeff =

(∫∞
−∞

∫∞
−∞ |F (x, y)|2 dxdy

)2

∫∞
−∞

∫∞
−∞ |F (x, y)|4 dxdy

. (2.70)

The evaluation of Aeff requires the use of modal distribution F (x, y) for the funda-

mental fiber mode [32]. It is worth mentioning that the typical value of Aeff varies

in the range 20− 100 µm2 in the 1550 nm region depending on the fiber design [32].

As a result, the nonlinearity coefficient γ takes values in the range 1− 10 W−1/km if

n2 ≈ 2.6× 10−20 m2/W [32].

The NLSE in (2.68) can be further simplified by introducing a normalized field u(z, t)

referred to the delayed time frame corresponding to the group velocity vg. Thus, by

applying the transformation q(z, t) , u(z, t) exp(−α
2 z), the (2.68) can be modified
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as [32]:
∂

∂z
u(z, t) + j

β2

2
∂2

∂t2
u(z, t) = jγ |u(z, t)|2 u(z, t) exp(−αz). (2.71)

2.4.2 Manakov Equation

For dual-polarization transmission systems, the coupled NLSE (CNLSE) provides an

accurate model for the nonlinear pulse propagation in optical fiber [32]. It includes the

PMD effects in the fiber along with the dispersive and nonlinearity effects. In general,

similar to NLSE, the CNLSE also needs to be solved numerically [32]. However, the

different length scales associated with PMD, GVD, and nonlinearity effects make the

numerical evaluation cumbersome. The dispersive and nonlinearity effects vary on

a length scale from 10 to 100 km, while the birefringence in optical fiber varies on

a length scale of 10 to 100 m [32]. Therefore, the step size used in the numerical

evaluation of CNLSE must be less than 1 m [32]. That increases the computation

time. Based on this fact, we adopt an approximation method to solve the CNLSE.

It is observed that the birefringence fluctuation changes the SOP of the optical field

on a short length scale that the field covers the entire Poincaré sphere after a few

kilometers [32]. As a result, the nonlinearity terms in CNLSE can be averaged over

the birefringence fluctuations [32]. The resultant propagation equation is referred to

as the Manakov equation and can be represented as:

∂

∂z
u(z, t) + j

β2

2
∂2

∂t2
u(z, t) = j

8
9γ |u(z, t)|2 u(z, t) exp (−αz) , (2.72)

where u(z, t) = [ux(z, t) uy(z, t)]† and the superscript † represents the transpose [32].

It is clear from (2.72) that the rapid random variations in the SOP of the optical field

reduce the effect of the nonlinearity parameter γ by a factor of 8
9 .

For WDM systems, the optical field u(z, t) in (2.72) consists of the sum of all the
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multiplexed channels, which can be represented as:

u(z, t) =
∑
n

un(z, t) exp (jwnt) . (2.73)

The Manakov equation for the WDM system consists of both intra- and inter-channel

nonlinearity effects such as SPM, XPM, and FWM [32]. By substituting (2.73) in

(2.72), we can represent the propagation equation for the ith channel as:

∂

∂z
ux/y,i + j

β2

2
∂2

∂t2
ux/y,i = j

8
9γ exp (−αz)


(∣∣∣ux/y,i∣∣∣2 +

∣∣∣uy/x,i∣∣∣2)ux/y,i︸ ︷︷ ︸
SPM

+
∑
m6=i

(
2
∣∣∣ux/y,m∣∣∣2 +

∣∣∣uy/x,m∣∣∣2)ux/y,i︸ ︷︷ ︸
Coherent XPM

+
∑
m 6=i

(
u∗y/x,mux/y,m

)
uy/x,i︸ ︷︷ ︸

Incoherent XPM︸ ︷︷ ︸
XPM

+
∑

p′ ,q′ ,r′

∑
k 6=l,m

∑
l 6=i

∑
m 6=i

u∗p′ ,kuq′ ,lur′ ,m︸ ︷︷ ︸
FWM

 , (2.74)

where p′ , q′ , and r′ takes the x and y polarization tributaries. For simplicity, the space

and time variables z, t are not shown in (2.74).

2.5 Mathematical Tools for Solving the Propaga-

tion Equation

2.5.1 Numerical Approach

The NLSE in (2.71) cannot be solved analytically, except for some special cases [32].

Numerical approaches are typically used to solve the propagation equation in (2.71).
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The most commonly used numerical method to solve the pulse propagation problem

in nonlinear and dispersive media is the split-step Fourier method (SSFM) [32].

2.5.1.1 The Split-step Fourier Method

The NLSE in (2.71) can be rearranged by separating the linear and nonlinear parts

as [32]:

∂

∂z
u(z, t) =

(
D̂ + N̂

)
u(z, t) (2.75)

D̂ = −j β2

2
∂2

∂t2
(2.76)

N̂ = jγ |u(z, t)|2 exp(−αz), (2.77)

where D̂ and N̂ are the linear and nonlinear operators [32].

In the SSFM, the nonlinear and dispersive signal propagation in the optical fiber is

iteratively modeled by dividing the fiber spans into small segments, each having a

length of h. More specifically, the signal propagation from z to z + h is carried out

in two separate steps [32]. First the linear operator D̂ is set to zero and only the

nonlinearity is taken into account. Second, the nonlinear operator N̂ is set to zero

and only the dispersion is taken into account.

Mathematically:

u(z + h, t) ≈ exp
(
hD̂

)
exp

(
hN̂

)
u(z, t). (2.78)

In (2.78), the step size h is chosen small enough such that the nonlinear and linear

effects in each segment can be modeled as acting independently [32].

The accuracy of the SSFM can be improved by using a symmetric SSFM, which
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can be represented as follows [32]:

u(z + h, t) ≈ exp
(
h

2 D̂
)

exp
 z+h∫

z

N̂(z′)dz′
 exp

(
h

2 D̂
)
u(z, t). (2.79)

In this method, the nonlinearity is included in the middle of the fiber segment rather

than at the segment boundaries, as shown in Fig. 2.4 [32].

Figure 2.4: Schematic illustration of the symmetric SSFM.

The implementation of the symmetric SSFM is relatively straightforward [32]. The

fiber span is divided into a large number of segments of size h. The optical signal is

propagated from segment to segment as formulated in (2.79). More specifically, the

optical field envelop u(z, t) is first propagated for a distance h/2 with only dispersion

effect. At the midplane, the optical field is multiplied by the nonlinear term that

represents the nonlinearity effect for the whole segment of length h. Finally, the

optical field is propagated the remaining distance of length h/2 with only dispersion

effect to obtain the optical field u(z + h, t) [32].
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2.5.2 Analytical Approach

The direct numerical solution of the NLSE using the SSFM was initially adopted as the

key design tool by the optical communication research community [32]. However, the

implementation complexity of the SSFM-based nonlinear fiber propagation modeling

was found to be impractically high [32]. That led to increased interest in research for

the simplified versions of the NLSE for which an approximate analytical solution is

available [32]. The most commonly used analytical approximation methods to solve

the NLSE are Volterra series-based method and the RP theory-based method.

2.5.2.1 Volterra Series-based Analysis

In contrast to SSFM, solutions of the NLSE can be analytically approximated using

the Volterra series, which is a well-established tool in nonlinear systems theory [36]-

[42]. In a Volterra series-based approach, the input-output relationship of a nonlinear

fiber channel can be represented by a series of nonlinear kernel functions, referred

to as Volterra series transfer functions (VSTFs) [36]- [42]. The VSTF provides the

relationship between the Fourier transforms of the input to the fiber X(w) and the

output at the end of the fiber link Y (w), as [36]- [42]:

Y (w) = H1(w)X(w) +
∞∑
n=2

∫
· · ·

∫
Hn(w1, · · · , wn−1, w)

×X(w1) · · ·X(wn−1)X(w − w1 − · · · − wn−1) dw1 · · · dwn−1, (2.80)

where Hn(w1, · · · , wn−1, w) is the nth order VSTF kernel in the frequency-domain.

Due to the symmetries in the silica-based optical fiber the even-ordered Volterra ker-

nels are zero.

For a PDM transmission system, the VSTF kernels up to third-order can be repre-
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sented as [36]- [42]:

Ux(z, w) = H1(z, w)Ux(w) +
∞∫
−∞

∞∫
−∞

H3(z, w1, w2, w)

×
[
Ux(w1)U∗x(w2) + Uy(w1)U∗y (w2)

]
× Ux(w − w1 + w2) dw1dw2, (2.81)

where Ux(w) , Ux(z = 0, w) and VSTF kernels can be given as:

H1(z, w) = exp
(
−α2 −

jw2β2

2

)
z, (2.82)

H3(z, w1, w2, w) = j
8
9
γ

4π2H1(z, w)1− exp (−(α + jβ2(w − w1)(w1 − w2))z)
α + jβ2(w − w1)(w1 − w2) . (2.83)

Substituting (2.82) and (2.83) in (2.81) and detachingH1(z, w) fromH3(z, w1, w2, w),

we can modify (2.81) as [36]- [42]:

Ux(z, w) = H1(z, w)Ux(w) +H1(z, w)
∞∫
−∞

∞∫
−∞

K3(z, w1, w2, w)

×
[
Ux(w1)U∗x(w2) + Uy(w1)U∗y (w2)

]
× Ux(w − w1 + w2) dw1dw2, (2.84)

where K3 is defined as:

K3(z, w1, w2, w) = j
8
9
γ

4π2
1− exp (−(α + jβ2(w − w1)(w1 − w2))z)

α + jβ2(w − w1)(w1 − w2) . (2.85)

It is understood from (2.84) that the pulse propagation in SSMF is modeled by the

combination of a linear kernel and a third-order nonlinear kernel. The linear kernel

H1(z, w) models the dispersion and attenuation effect in the optical fiber; whereas, the
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third-order nonlinear kernel H3(z, w1, w2, w) models the beating of various frequency

components present in the input signal. Nonetheless, the computational complexity

of the Volterra series-based modeling may approach that of the SSFM, when applied

to long-haul optical fiber links [36]- [42].

2.5.2.2 Perturbation Theory-based Analysis

In contrast to Volterra series-based approach, the regular perturbation (RP) theory-

based method provides an approximate analytical solution of the NLSE in a compu-

tationally efficient way. The RP method provides a recursive closed-form solution for

the NLSE that gives a good insight into the nature of the interaction between the ac-

cumulated CD and the Kerr nonlinearity in the optical fiber channel. It is important

to note that the derivation given in this subsection is adopted from [43], [44], and [46].

In the RP method, the optical field u(z, t) is expressed in a power series of the

nonlinearity coefficient γ as u(z, t) = ∑∞
k′=0 γ

k′uk′(z, t), where k′ is the order of the

perturbative solution. Then, substituting u(z, t) in (2.71), we get:

∞∑
k′=0

γk
′ ∂

∂z
uk′(z, t) = −

∞∑
k′=0

γk
′
j
β2

2
∂2

∂t2
uk′(z, t) + jγ

∞∑
m=0

∞∑
l=0

∞∑
n=0

γm+l+n

× um(z, t)u∗l (z, t)un(z, t) exp(−αz). (2.86)

From (2.86), a system of recursive linear differential equations is obtained by equating

the terms that multiply equal powers of γ on both sides of the equal sign. The

differential equation governing the k′th- order solution can be represented as:

∂

∂z
uk′(z, t) = −j β2

2
∂2

∂t2
uk′(z, t)

+ j
∑ ∑

m+l+n=k′−1

∑
um(z, t)u∗l (z, t)un(z, t) exp(−αz). (2.87)
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Zeroth-order (or Linear) Solution

The differential equation governing the zeroth-order (or linear) solution is obtained

by substituting k′ = 0 in (2.87), which can be represented as:

∂

∂z
u0(z, t) = −j β2

2
∂2

∂t2
u0(z, t). (2.88)

By solving (2.88), the zeroth-order solution at a transmission length z = L is obtained

as:

u0(L, t) = u(0, t)⊗ hL(t), (2.89)

where ⊗ is convolution operation, hL(t) = F−1{exp(−j w2β2L
2 )} = 1√

−2πjβ2z
exp

(
−jt2
2β2z

)
at the angular frequency w, and F−1{.} is the inverse Fourier transform operation.

First-order Solution

By substituting k′ = 1 in (2.8), the differential equation governing the first-order (FO)

solution can be represented as:

∂

∂z
u1(z, t) = −j β2

2
∂2

∂t2
u1(z, t) + j |u0(z, t)|2 u0(z, t) exp(−αz). (2.90)

The FO distortion field at a transmission distance z = L is obtained by solving (2.90)

and assuming an ideal dispersion compensation at z = L, we get:

u1(L, t) = jγ

L∫
0

(
hz(t) ⊗[|u0(z, t)|2 u0(z, t)]

)
exp(−αz)dz. (2.91)
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By taking the Fourier transform of (2.91), we get the distortion field in frequency-

domain at a transmission distance z = L as:

U1(L,w) = jγ

L∫
0

F (z, w) exp(−jw
2β2z

2 ) exp(−αz)dz, (2.92)

where F (z, w) is given as:

F (z, w) =
∞∫
−∞

|u0(z, t)|2 u0(z, t) exp (−jwt) dt. (2.93)

The input field to the optical fiber can be expressed as:

u(z = 0, t) =
√
P0
∑

akg(z = 0, t− kT ), (2.94)

where P0 is the peak launch power, ak is the data symbol of the kth pulse, g(z, t) is the

pulse temporal waveform at transmission distance z, and T is the symbol duration.

Therefore, the product |u0(z, t)|2 u0(z, t) in (2.93) can be represented as:

|u0(z, t)|2 u0(z, t) = P
3/2
0

∑
m

∑
l

∑
n

amg(z, t−mT )a∗l g∗(z, t− lT )ang(z, t− nT )

= P
3/2
0

∑
m

∑
l

∑
n

amg(z)a∗l g∗(z)ang(z). (2.95)
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Substituting (2.95) in (2.93), we obtain [44]:

F (z, w) = P
3/2
0

∞∫
−∞

(∑
m

∑
l

∑
n

amg(z)a∗l g∗(z)ang(z)
)

exp (−jwt) dt

= P
3/2
0

∑
m

∑
l

∑
n

ama
∗
l an (Gm(z, w)⊗G∗l (z,−w)⊗Gn(z, w))

= P
3/2
0

∑
m

∑
l

∑
n

ama
∗
l an exp

(
j
w2β2z

2

)
exp (−jw (Tm − Tl + Tn))

×
∫ ∫

G(0, w1 + w)G∗(0, w1 + w − w2)G(0, w − w2)

× exp (jβ2zw1w2) exp (−j (w1(Tm − Tl) + w2(Tl − Tn))) dw1dw2, (2.96)

where G(z, w) = G(0, w) exp
(
j w

2β2z
2

)
with G(0, w) is the Fourier transform of g(0, t).

Substituting (2.96) in (2.92), we get FO perturbation kernel term in frequency-domain

as:

U1(L,w) = jγP
3/2
0

∑
m

∑
l

∑
n

ama
∗
l an exp (−jw (Tm − Tl + Tn))

×
L∫

0

exp (−αz)
(∫ ∫

G(0, w1 + w)G∗(0, w1 + w − w2)G(0, w − w2)

× exp (−j (w1(Tm − Tl) + w2(Tl − Tn))) exp (jw1w2β2z) dw1dw2

)
dz. (2.97)

Next, by taking the inverse Fourier transform of (2.97), the time-domain FO kernel

term can be represented as:

u1(L, (t+ Tm − Tl + Tn)) = jγP
3/2
0

∑
m

∑
l

∑
n

ama
∗
l an

L∫
0

exp (−αz)
(∫ ∫ ∫

G(0, w1 + w)G∗(0, w1 + w − w2)G(0, w − w2) exp (−j (w1(Tm − Tl) + w2(Tl − Tn)))

× exp (jw1w2β2z) exp (jwt) dw1dw2dw
)
dz. (2.98)
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Assuming the Gaussian shape for input pulses, i.e., G(0, w) =
√

2πτ 2 exp(−w2τ2

2 ), with

τ as the pulse width, the product of the triplet pulses in (2.98) can be represented as:

G(0, w1 + w)G∗(0, w1 + w − w2)G(0, w − w2) =
(√

2πτ 2
)3

exp(−3τ 2w2

2 )

× exp(−τ 2[w2
1 + w2

2 + 2(w1 − w2)w − w1w2]). (2.99)

It is important to mention that with the Gaussian shape assumption for the input

pulse shape, the FO nonlinearity coefficients can be calculated using analytic expres-

sions, which involve the exponential integral function [45]. This will explain in detail

in subsection 2.7.3.

Substituting (2.99) in (2.98) and integrating w.r.t w, we get:

u1(L, (t+ Tm − Tl + Tn)) = jγP
3/2
0

2πτ 2
√

3
exp

(
− t2

6τ 2

)∑
m

∑
l

∑
n

ama
∗
l an

L∫
0

∫ ∫

× exp (−αz) exp
(
−1

3τ
2(w2

1 + w2
2 + w1w2)

)
exp

(
−j(2

3(w1 − w2)t+ w1(Tm − Tl)

+w2(Tl − Tn)− w1w2β2z) dw1dw2dz
)
. (2.100)

Next, collecting the terms corresponding to w1 and integrating over w and w1, we

obtain:

u1(L, (t+ Tm − Tl + Tn)) = jγP
3/2
0
√
πτ 2 exp

(
− t2

6τ 2

)∑
m

∑
l

∑
n

ama
∗
l an

L∫
0

∫

× exp (−αz) exp
(
−1

4τ
2w2

2

)
exp

(
jw2

[
t+ (Tm − Tl)− w2β2z

2 + (Tn − Tl)
])

× exp

−3
[

2
3t+ (Tm − Tl)− w2β2z

]2
4τ 2

 dw2dz. (2.101)

45



Collecting terms corresponding to w2 and integrating, we get the time-domain per-

turbation kernel as:

u1(L, (t+ Tm − Tl + Tn)) = jγP
3/2
0

∑
m

∑
l

∑
n

ama
∗
l an exp

(
− t2

6τ 2

)

×
L∫

0

τ 2 exp (−αz)√
τ 4 + 2jτ 2β2z + 3(β2z)2

× exp
− τ 2

τ 4 + 2jτ 2β2z + 3(β2z)2

[
t+ (Tm − Tl)

2 + (Tn − Tl)
]2


× exp
(
− 3 [τ 4 + 2jτ 2β2z]

4τ 2 [τ 4 + 2jτ 2β2z + 3(β2z)2]

(2
3t+ (Tl − Tm)

)2)

× exp
j 3

(
2
3t+ (Tl − Tm)

)
β2z

τ 4 + 2jτ 2β2z + 3(β2z)2

[
t+ (Tm − Tl)

2 + (Tn − Tl)
] dz. (2.102)

After carrying out some algebraic simplifications in (2.102), we obtain the FO distor-

tion field (or FO ghost pulse) as:

u1(L, t+kT ) = jγP
3/2
0

∑
m

∑
l

∑
n

ama
∗
l an exp

(
− t2

6τ 2

) L∫
0

exp(−αz)√
1 + 2jβ2z/τ 2 + 3(β2z/τ 2)2

× exp


−3[ 2

3 t+(m−l)T ][ 2
3 t+(n−l)T ]

τ2(1+3jβ2z/τ2)

− (n−m)2T 2

τ2[1+2jβ2z/τ2+3(β2z/τ2)2]

 dz, (2.103)

where Tm, Tl, andTn can be represented asmT, lT, andnT , respectively, k = m+n−l,

m, n, l are the symbol indices, am/l/n is the symbol complex amplitude, and τ is the

pulse width.

In the PDM transmission system, the electric field input to the optical fiber is

a column vector u(z, t) = [ux(z, t) uy(z, t)]†, with x, y representing the horizontal

and vertical polarization, respectively, and the superscript † as the transpose. The

propagation of the vector field u(z, t) through the optical fiber can be represented

using the Manakov equation, where the nonlinear effective length is much longer than
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the fiber birefringent beating length, as [47]:

∂

∂z
u + j

β2

2
∂2

∂t2
u = j

8
9γ(u∗†uI)u exp (−αz) , (2.104)

where I is the identity matrix. It is important to note that (2.104) is the same as the

Manakov equation given in (2.72), in which (2.104) is written in a more compact form

by omitting the space and time variables z, t for the sake of simplicity. After solving

(2.104), the zeroth- and FO solutions for the output field can be represented as:

u0,x/y(L, t) = ux/y(0, t)⊗ hL(t), (2.105)

and

u1,x/y(L, t) = jγ

L∫
0

(
hz(t) ⊗[

∣∣∣u0,x/y(z, t)
∣∣∣2 u0,x/y(z, t)]

)
exp(−αz)dz. (2.106)

Following the steps from (2.92)-(2.103), we get the FO ghost pulse for the PDM

transmission system as:

u1,x/y(L, t+ kT ) = j
8
9γP

3/2
0

∑
m

∑
l

∑
n

[
am,x/ya

∗
l,x/yan,x/y + am,y/xa

∗
l,y/xan,x/y

]

× exp(− t2

6τ 2 )
L∫

0

exp(−αz)√
1 + 2jβ2z/τ 2 + 3(β2z/τ 2)2

× exp


−3[ 2

3 t+(m−l)T ][ 2
3 t+(n−l)T ]

τ2(1+3jβ2z/τ2)

− (n−m)2T 2

τ2[1+2jβ2z/τ2+3(β2z/τ2)2]

 dz. (2.107)

2.6 Kerr-induced Fiber Nonlinearity Effects

As stated in Section 2.3, the nonlinearity effects in the optical fiber are due to the

Kerr effect, which arises from the dependence of the optical fiber refractive index on
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Figure 2.5: Fiber nonlinearity effects. SPM: self-phase modulation, (I)XPM: (intra-
channel) cross-phase modulation, XPolM: cross-polarization modulation, (I)FWM:
(intra-channel) four wave mixing, NLIN: nonlinear interference noise, ASE: amplified
spontaneous emission, and NSNI: nonlinear signal-noise interaction.

the transmit signal power [32]. Fig. 2.5 illustrates different types of Kerr nonlinearity

effects in the optical fiber. The nonlinearity effects can be divided into two types:

signal-signal and signal-ASE noise nonlinear interaction [5]. In single-channel systems,

the intra-channel signal-signal nonlinear interactions can be categorized into three

types: (i) self-phase modulation (SPM), (ii) intra-channel cross-phase modulation

(IXPM), and (iii) intra-channel four-wave mixing (IFWM). The SPM results in a

phase modulation induced by the refractive index, which increases with the increase in

the input power level. This leads to a frequency shift, known as frequency chirping [5],

which interacts with the CD and causes the spectral broadening of the optical pulse.

The IXPM is the result of the refractive index change proportional to the intensity

of the neighboring pulses in the same channel [5]. The IXPM yields a timing jitter

between the co-propagating pulses, which leads to performance degradation. The
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IFWM is caused by the nonlinear interaction between two or more pulses of the same

channel [5]. That generates echo or ghost pulses in the time domain, and thus, results

in interference between the signal pulses of the same channel. It is important to

mention that the SPM, IXPM, and IFWM are considered as deterministic nonlinear

impairments, and these effects can be compensated well using digital NLC techniques

[5].

In WDM systems, the inter-channel signal-signal nonlinear effects can also be

classified into three types: (i) XPM, (ii) cross-polarization modulation (XPolM), and

(iii) FWM. The XPM effect is due to the refractive index change proportional to the

intensity of the pulse in the co-propagating channel. The XPM induces frequency

chirping and pulses overlapping between channels [5]. The XPM effect consists of two

parts, the coherent and incoherent XPM, as given (2.74). The coherent XPM is the

same as the usual XPM effect, which involves the interaction of two WDM channels.

The incoherent XPM results in polarization cross-talk, and the cross-talk coefficient

is determined by the polarization cross-product u∗y/x,mux/y,m of the interfering channel

[5]. The XPolM occurs in PDM transmission systems when the SOP of a transmitted

channel depends on the SOP of other co-propagating channels. That is due to the

random propagation of SOP inside the optical fiber caused by PMD [5] and causes

channel cross-talk for dual-polarization systems [5]. The FWM in the multichannel

system is generated by the nonlinear interaction between two or more co-propagating

wavelength channels [5]. The FWM results in significant performance degradation

due to cross-talk among different wavelength channels [5].

Another nonlinearity effect is the Kerr-induced signal-ASE noise interaction, re-

ferred to as the Gordon–Mollenauer effect [26], [28], which leads to the generation of

the stochastic nonlinear signal-noise interaction (NSNI) [26], [28]. The modeling of

the impact of NSNI is important because it can contribute to answering the questions
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regarding the fundamental limits of the performance improvement provided by the

NLC techniques [26], [28].

Table 2.1 summarizes the variation of the Kerr-induced signal-signal fiber nonlinearity

effects as a function of the bit rate and channel spacing in a WDM optical transmis-

sion system [5]. Note that, in Table 2.1, the upward-pointing arrow represents the

increase in value, whereas a downward pointing arrow shows a decrease in value.

Table 2.1: Kerr-induced signal-signal fiber nonlinearity effects versus bit rate and
channel spacing, taken from [5].

Type SPM XPM XPolM FWM

Bit rate

↗

↗ ↗ ↗ no effect

Channel spacing

↘

no effect ↗ ↗ ↗

2.7 Fiber Nonlinearity Compensation Techniques

The impairments due to the Kerr effect degrade the transmission performance of

optical systems using higher-order modulation formats. Therefore, NLC is a hot

research topic to increase fiber capacity. Several techniques have been reported in the

literature to combat the effects of nonlinearity. NLC techniques can be implemented

either in optical or digital domains. The possible locations of the commonly used NLC

techniques in the optical transmission link are provided in Fig. 2.6. Such techniques

are applied either at the transmitter side or in the optical link, or at the receiver

side. Due to the introduction of coherent detection, DSP algorithms can be used

to combat fiber impairments and, in particular, nonlinear distortions. Usually, DSP

algorithms are implemented either at the transmitter side or at the receiver side or a
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Figure 2.6: Transmission diagram: possible NLC locations. PRBS: pseudo-random
binary sequences, DSP: digital signal processing, NLC: nonlinearity compensation,
DAC: digital-to-analog converter, IQ: in-phase and quadrature modulator, Mux: mul-
tiplexer, Demux: de-multiplexer, ICR: intergrated coherent receiver, ADC: analog-to-
digital converter, taken from [5].

combination of both like split nonlinearity compensation techniques [5]. Implementing

DSP algorithms in the optical fiber link requires optical-to-electrical/electrical-to-

optical conversions at the locations where the DSP modules are deployed. That

increases the signal latency in the optical fiber link and the overall cost of the link.

Digital NLC techniques represent a key technology and a cost-effective approach

to increase the data rate, being adopted for the next generation WDM optical trans-

mission systems [5]. In this section, we provide a concise review of the most popular

NLC techniques in the literature.

2.7.1 Digital Back-propagation

Digital back-propagation (DBP) is a digital technique proposed to compensate for

the fiber nonlinearity. This technique can be implemented either at the transmitter

side, as a pre-distortion, or at the receiver side as a post-compensation [5]. The DBP

is based on the SSFM, which represents an effective numerical technique to solve the

signal propagation equation. The idea of the DBP technique is to digitally model a

fictitious fiber with exactly opposite characteristics when compared to the real fiber
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used for the transmission [5]. The fiber link is divided into several steps with a small

length, and at each step, it is modeled as a concatenation of linear and nonlinear

sections. There are different ways of DBP implementations proposed in the literature,

depending on the implementation order of the linear and nonlinear sections [5]. The

most commonly used approach is the application of linear compensation first because

nonlinear effects are more important at high input powers, which is the case at the end

of the fictitious fiber [5]. The implementation of the DBP technique at the receiver

side is shown in Fig. 2.7, where Ns is the number of steps.

Figure 2.7: DBP implementation principle. (I)FFT: (inverse) fast Fourier transform,
taken from [5].

Using SSFM, the output of the linear section which compensates for the CD, is

given by:

UCD
x/y(z, w) = Ux/y(z, w) exp(−jh(α2 + β2

2 ω
2)), (2.108)

where h is the length of each step, w is the frequency variable and z is the transmission

distance. Mainly, this operation corresponds to the multiplication of the received

signal by an exponential term. This term represents the inverse of the signal phase

change due to CD. After that, the nonlinear section is performed in time domain using

the expression:

u
′

x/y(z, t) = uCDx/y(z, t) exp(−jϕγ′h(|uCDx |2 + |uCDy |2)), (2.109)
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where 0 < ϕ < 1 is a real-valued optimization parameter. The exponential term in

(2.109) introduces the phase change because of the Kerr effect.

Single-channel DBP (SC-DBP) has been more widely researched because it is

typically considered to be more realistic with the current hardware limitations [5].

Since a single-wavelength channel is back-propagated, SC-DBP only compensates for

intra-channel nonlinearity, e.g., SPM. In WDM superchannel systems, one way of

overcoming the inter-channel nonlinear distortions like XPM, XPolM, and FWM, in-

duced by the co-propagating subchannels, is to use a multi channel-DBP (MC-DBP).

The MC-DBP back-propagates the entire WDM channel [5]. However, the imple-

mentation of the MC-DBP is limited to point-to-point links, and its computational

complexity is considered impractical due to the need for massively parallel processing

computer systems to implement [5]. Some new approaches have been proposed to

reduce the complexity of DBP based on SSFM, such as weighted DBP [5] and cor-

related DBP [5]; however, they are still complex for real-time implementation. DBP

compensates for all deterministic impairments and is considered as the benchmark to

evaluate other NLC techniques.

2.7.2 Volterra Series-based Nonlinear Equalizer

The VSTF can be effectively used to model the fiber nonlinearity effects [5]. The

VSTF is a powerful tool for solving the Manakov equation (NLSE in case of single-

polarization transmission), as shown in [5]. After modeling the optical channel based

on VSTF, the p-th order theory developed in [40] is used to derive the inverse VSTF

(IVSTF) kernels as a function of the VSTF ones. IVSTF kernels characterize the

nonlinear equalizer which compensates for the fiber nonlinearity and CD. Like DBP,

Volterra series based nonlinear equalizer (VNLE) attempts to construct the inverse

of the channel. One of the features of the VNLE is that the compensation operation
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Figure 2.8: Parallel implementation of VNLE, taken from [5].

can be performed in parallel [5]. That reduces the computational complexity when

compared to DBP [5]. The principle of the parallel implementation of VNLE is

depicted in Fig. 2.8, where Nspans corresponds to the number of fiber spans.

For each polarization, the compensation operation can be divided into two parts;

one is linear, and the other is nonlinear. The linear part consists of CD compensa-

tion, and the nonlinear part compensates for the nonlinear phase change, which is

proportional to the instantaneous signal power. In this technique, the nonlinearity

compensation for each span can be carried out in parallel. Finally, the output of

the VNLE is obtained by combining the linear and nonlinear compensation sections.

To improve the compensation performance and reduce the implementation complex-

ity, several approaches have been proposed, such as modified VNLE (MVNLE) and

weighted Volterra series nonlinear equalizer (W-VSNE) [5]. It is worth mentioning

that the VNLE, MVNLE, and WVSNE are based on the third-order Volterra series.

Recently, a fifth-order VNLE has also been proposed; however, it involves much higher

implementation complexity when compared with the third-order case [5].
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2.7.3 First-order Perturbation Theory-based NLC

The FO perturbation theory-based NLC (FO-PB-NLC) technique relies on some sim-

plifying assumptions in deriving the approximate FO nonlinear distortion field using

(2.107), including [46]:

• The accumulated CD is fully compensated electronically at the receiver.

• The input pulses are Gaussian shaped.

Based on FO perturbation theory, three input Gaussian pulses
√
P0am/l/n,x/y exp(−(t−

Tm/n/l)2/2τ 2), at three time instants Tm, Tl, Tn generate a ghost pulse due to the

nonlinear interaction as shown in (2.107). Fig. 2.9 shows a schematic representation

of the triplet pulses involved in the calculation of the FO nonlinear distortion field

using (2.107).

Figure 2.9: Triplet pulses involving in the FO distortion field calculation.

Without loss of generality, in the predistortion technique, the perturbation of the

symbol at index k = 0, i.e., l = m+ n is calculated [46]. It is worth mentioning that

the nonlinear distortion calculation using (2.107) at any other index, for example

k = m + n − l, is the same as the calculation at k = 0 [46]. The predistortion is
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assumed to operate at the symbol rate; therefore, the perturbation value at t = 0 is

calculated [46]. Accordingly, (2.107) can be further simplified as:

u1,x/y(L, t) = j
8
9γP

3/2
0

∑
m

∑
n

[
am,x/ya

∗
m+n,x/yan,x/y

+am,y/xa∗m+n,y/xan,x/y
]
CFO
m,n, (2.110)

where ∗ represents the complex conjugate operation and CFO
m,n is the FO perturbation

coefficient matrix, which is given as:

CFO
m,n =

L∫
0

exp(−αz)√
1 + 2jβ2z/τ 2 + 3(β2z/τ 2)2

exp
(
−3 mnT 2

τ 2(1 + 3jβ2z/τ 2)

− (m− n)2 T 2

τ 2[1 + 2jβ2z/τ 2 + 3(β2z/τ 2)2]

)
dz. (2.111)

In a typical dispersion unmanaged optical transmission system, the CD-induced

pulse spreading is usually much larger than the symbol duration, i.e., β2z � τ 2 [46].

With the large CD assumption and following a similar procedure as in [46], the FO

perturbation coefficient matrix CFO
m,n can be further simplified as:

CFO
m,n =



τ2
√

3|β2|
∫ L

0 dz 1√
τ4/(3β2

2)+z2
, m = n = 0

τ2
√

3|β2|
1
2E1( (n−m)2T 2τ2

3|β2|2L2 ), m orn = 0

τ2
√

3|β2|
E1(−jmnT 2

β2L
), m 6= n 6= 0,

(2.112)

where E1(x) =
∫∞
x

e−t

t
dt is the exponential integral function [46].

In the FO-PB-NLC technique, the perturbation coefficient matrix CFO
m,n is calcu-

lated offline and stored in a look-up table (LUT). The basic idea of the predistortion

technique is to calculate the FO nonlinear distortion field u1,x/y firstly using (2.110)
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Figure 2.10: The block diagram of the FO-PB-NLC technique.

and then to subtract it from the symbol under consideration (i.e., the symbol at the

zeroth index) a0,x/y to generate the predistorted symbol ã0,x/y, as shown in Fig. 2.10.

2.7.4 Optical/Digital Phase Conjugation

The phase conjugation technique for fiber nonlinearity mitigation can be applied in

the optical or electrical domain [48], [49]. In the optical phase conjugation (OPC)

technique, the spectrum of the signal is optically inverted in the middle of the optical

link. The main idea of this technique is to cancel the nonlinear phase shift generated

in the first segment of the fiber link using the nonlinearity in the second segment of

the link [48]. However, the OPC technique requires the physical modification of the

transmission link and the precise placement of the spectral inversion device. That

significantly affects the flexibility of the optical network and make its implementation

difficult.

Recently, a digital phase conjugation (DPC) based technique, referred to as the

phase-conjugated twin wave (PCTW), was proposed for the mitigation of the FO non-

linear distortions in PDM optical transmission systems. The PCTW technique can be

used for the effective mitigation of the nonlinear distortions in PDM coherent optical

systems, at the expense of halving the spectral efficiency [49]. The basic principle

of the PCTW-based nonlinear distortion cancellation in a PDM optical transmission

system is illustrated in Fig. 2.11. The symbols Ex, Ey represent the transmitted elec-
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Figure 2.11: Illustration showing the cancellation of nonlinear distortions via PCTWs.
EDFA: erbium doped fiber amplifier.

tric fields and ERx
x , ERy

y represent the received electric fields. Fig. 2.11 also shows the

received signal constellations on the x and y polarizations after transmission through

a 2800 km SSMF. The coherent superposition of these received symbols on the two

orthogonal polarizations leads to the cancellation of the nonlinear distortions, and the

resultant constellation is shown in Fig. 2.11. Evidently, the constellation quality is

much improved through the coherent superposition of the two PCTWs. It is reported

in the literature that the performance gain obtained through the PCTW technique

in the linear regime is ∼ 3 dB [49]. That is because the variance of the linear noise

resulting from the ASE noise is halved, by coherently mixing two PCTWs. On the

other hand, the performance gain in the nonlinear regime can be well beyond 5 dB

owing to the first-order cancellation of the nonlinear distortions through the coherent

superposition of two PCTWs [50].

Recently, a time-domain implementation of the generalized PCTW was reported

in [51], and this method is referred to as conjugate data repetition (CDR). In the

CDR technique, each time-domain signal datum is followed by its conjugate pairs,

and the received signals in the adjacent time slots are coherently superimposed at

the receiver. Since the nonlinearity interference coefficients change slowly in a highly
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dispersive channel, the nonlinear distortions generated by conjugate repetition data

can be self-canceled by superimposing [51]. In [51], a theoretical explanation based

on time-domain perturbation analysis has been provided for the nonlinear distortion

cancellation with the CDR technique. It is also shown that the PCTW and the CDR

techniques have similar performance, with a limitation of halving the overall capacity

of the coherent optical communication system. A variant of the PCTW technique

for coherent optical orthogonal frequency division multiplexing (CO-OFDM) system

exploring the Hermitian symmetry has been proposed in [52]. That also comes at the

cost of 50% spectral efficiency [52].

2.7.4.1 DPC Techniques with Improved Spectral Efficiency

In [53], a spectrally efficient DPC technique for nonlinearity compensation in the CO-

OFDM system has been proposed. This technique is based on the transmission of

the phase-conjugated pilots (PCPs) and the coherent superposition at the receiver.

In this scheme, a portion of the OFDM subcarriers is transmitted as PCPs of the

other subcarriers. These phase conjugate pairs are used at the receiver to estimate

and compensate for the nonlinear distortions introduced by the channel. This scheme

allows the spectral redundancy to be adjusted (up to 50%) according to the required

performance gain. That can be achieved through the proper selection of the number

of PCPs in each OFDM band. In [54], a novel technique is proposed based on the

joint processing of two pairs of PCTWs, referred to as dual-PCTW, to avoid the loss

of spectral efficiency associated with the use of PCTWs. However, this technique does

not provide any significant performance improvement without 50% pre-EDC in the

transmission link.

Recently, in [55], a frequency domain coding technique, termed as phase-conjugated

subcarrier coding (PCSC), combined with electronic dispersion pre-compensation
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(pre-EDC) has been demonstrated for nonlinearity mitigation in CO-OFDM system.

This technique extends the idea of the dual-PCTW concept to process the neighbor-

ing OFDM subcarriers jointly. The benefit of this nonlinearity mitigation technique

comes from the fact that the nonlinear distortions on neighboring OFDM subcarriers

are highly correlated [55]. The PCSC scheme can be effectively applied for nonlinear-

ity compensation without spectral efficiency loss. However, the PCSC technique does

not provide any significant performance improvement without 50% pre-EDC in the

transmission link [55]. That is essentially a limiting factor for the implementation of

the PCSC scheme in a dynamically routed optical network because it would be very

expensive to achieve the optimal pre-EDC in such network links.

In summary, an overview of the type and location of the popular NLC techniques,

along with the type of the fiber nonlinearity which they compensate for, is listed in

Table 2.2.
Table 2.2: Fiber nonlinearity compensation techniques.

Technique Type Location Fiber nonlinearity

compensated

Transmission

system

References

SC-DBP Digital Tx/Rx Intra-subcarrier Nyquist/OFDM [59]- [64]

MC-DBP Digital Tx/Rx Intra-/inter subcarrier Nyquist/OFDM [65]- [69]

VNLE Digital Tx/Rx Intra-subcarrier Nyquist/OFDM [38]- [42]

PB-NLC Digital Tx/Rx Intra-subcarrier/XPM Nyquist/OFDM [43]- [47]

O/DPC Optical/Digital Link/Rx Nonlinear phase Nyquist/OFDM [48]- [58]

In this thesis, we study the impact of the fiber Kerr nonlinearity-induced perfor-

mance degradation in long-haul coherent optical communication systems. We consider

both CO-OFDM and single-carrier coherent optical transmission systems. Based on

the background study detailed in this chapter, we develop four different digital NLC

techniques to deal with the detrimental effects of fiber nonlinearity. The first two tech-
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niques are developed for the CO-OFDM systems; whereas, the other two techniques

are designed for the single-carrier systems. More specifically, Chapter 3 and Chapter 4

provides the DSP techniques that are developed for the CO-OFDM systems; whereas,

Chapter 5 and Chapter 6 considers the single-carrier systems.

In Chapter 3, two DPC techniques, referred to as modified-16-quadrature ampli-

tude modulated CDR (MOD-16-QAM-CDR) and MOD-16-QAM-PCTW, are devel-

oped to solve the spectral efficiency problem associated with the PCTW technique.

Also, in Chapter 3, we investigate the impact of the PDL on the performance of the

MOD-16-QAM-CDR/MOD-16-QAM-PCTW techniques. In Chapter 4, we discuss

the development of a joint NLC technique for the WDM CO-OFDM system by com-

bining the SC-DBP with the PCTW technique, referred to as the SC-DBP-PCTW

technique. The SC-DBP-PCTW technique effectively deals with the intra- and inter-

channel nonlinearity effects in a WDM system and increase the transmission reach

when compared to the individual implementation of the SC-DBP and PCTW tech-

niques. We carry out the complexity analysis and show that the SC-DBP-PCTW

technique has a reduced implementation complexity when compared to the MC-DBP.

In Chapter 5, we solve the energy divergence problem of the regular perturbation

(RP) theory used in the PB-NLC technique by using the enhanced RP (ERP) tech-

nique. The resulting NLC technique is referred to as the ERP-NLC technique. The

ERP-NLC technique improves transmission performance with a negligible increase in

the computational complexity when compared to the PB-NLC technique. In Chapter

6, we extend the FO perturbation theory to the second-order (SO) and develop an

NLC technique based on the SO perturbation theory, referred to as the SO-PB-NLC.

The complexity analysis shows that the performance enhancement of the SO-PB-NLC

technique comes with a reduced implementation complexity when compared to the

DBP technique with one step per span.
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Chapter 3

Digital Phase Conjugation Schemes

for Fiber Nonlinearity

Compensation in CO-OFDM

Systems

3.1 Preamble

This chapter is compiled from the materials extracted from the manuscripts titled

“A spectrally-efficient linear polarization coding scheme for fiber nonlinearity com-

pensation in CO-OFDM systems” which appeared in the proceedings of the SPIE

Opto, Jan. 2017 [58] and “PDL impact on linearly coded digital phase conjugation

techniques in CO-OFDM systems” published in IEEE Photonics Technology Letters,

May 2018 [77].
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3.2 Introduction

The next generation of the wavelength division multiplexed (WDM) coherent optical

orthogonal frequency division multiplexing (CO-OFDM) systems are required to op-

erate the optical communication links at 400 Gbps/1 Tbps transmission rates. One

possible solution to achieve such a transmission rate is the use of subcarrier multiplex-

ing, known as superchannel, along with the higher-order modulation formats, which

provide high spectral efficiency (SE) and low cost. The use of higher-order modulation

formats and the reduced guard-band between the sub-channels make the superchan-

nels vulnerable to the fiber Kerr nonlinearity. Over the last decade, several digital

nonlinear compensation (NLC) techniques have been investigated to compensate for

the fiber nonlinearity in CO-OFDM superchannel systems [59].

The phase-conjugated twin wave (PCTW) is an effective technique proposed for

the mitigation of the nonlinear distortions in a polarization multiplexed optical trans-

mission system [49]. The PCTW technique transmits the mutually phase-conjugated

twin waves on the two orthogonal polarizations and coherently superimpose them

at the receiver. Alternatively, the conjugate data repetition (CDR) technique pro-

posed in [51] transmits the phase-conjugated twin waves on the adjacent time slots

of the same polarization and coherently superimpose them at the receiver. However,

the NLC performance of both PCTW and CDR techniques comes at the expense of

halving the overall SE of the link. In [70], the 16-quadrature amplitude modulated

(QAM)-PCTW technique has been proposed and compared with the polarization mul-

tiplexed 4-QAM transmission system. The results indicate that the combined use of

16-QAM and PCTW performed worse in both weakly and highly nonlinear regimes

than the polarization multiplexed 4-QAM due to the much lower receiver sensitiv-

ity of 16-QAM. The phase-conjugated subcarrier coding (PCSC) technique proposed

in [55] can be effectively applied for NLC without spectral efficiency loss. However,
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the PCSC technique does not provide any significant performance improvement with-

out a 50% electronic dispersion pre-compensation (pre-EDC) in the transmission link.

That is essentially a limiting factor for the implementation of the PCSC scheme in

a dynamically routed optical network because it would be very expensive to achieve

the optimal pre-EDC in such network links [56], [57].

To address the issue of the spectral redundancy associated with the PCTW and

CDR techniques and the requirement of pre-EDC for the PCSC technique, we propose

a scheme that linearly combines the data symbols on the two adjacent subcarriers

of the OFDM symbol, one at full amplitude and another at half amplitude. The

phase-conjugated pairs of such linearly coded signals are then transmitted on the

same subcarriers of the two OFDM symbols on the two orthogonal time/polarization

states. At the receiver, the coherent superposition of the recovered phase-conjugated

signal pairs is carried out, to cancel the first-order nonlinear distortions.

The polarization effect, such as polarization-dependent loss (PDL), degrades the

transmission performance of the optical systems operating at high bit-rates [20], [21].

The PDL causes a signal power/optical signal-to-noise ratio (OSNR) imbalance be-

tween the two polarizations of a PDM signal. Only a few studies consider the effect of

PDL on the performance of digital NLC techniques. In [71] and [72], an investigation

of the impact of polarization effects on the performance of digital back-propagation

(DBP) and perturbation-based NLC is carried out. However, no investigation of the

impact of polarization effects on the DPC techniques is considered in the literature.

In this chapter, we also investigate the impact of PDL on the performance of the

proposed DPC techniques.

The main contributions of this chapter are as follows:

• We develop two DPC techniques to solve the spectral redundancy problem of

the PCTW and CDR techniques.
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• We show that the proposed DPC schemes provide favorable NLC performance

without the pre-EDC technique.

• We investigate the PDL impact on the performance of the proposed DPC tech-

niques and show that the scheme which transmits the phase-conjugated pairs

on the orthogonal time slots is more tolerant irrespective of the PDL model.

3.3 Proposed DPC Approaches

This section describes the proposed DPC approaches. The objective of the study is to

address the issue of halving the SE associated with the PCTW and CDR techniques

and the requirement of pre-EDC for the PCSC technique. On this road, we propose

two DPC approaches: one uses two orthogonal time slots of the same polarization

to transmit the linearly-coded signal and its phase conjugate, while the other uses

orthogonal polarizations. The former approach is referred to as a modified-16-QAM-

CDR (MOD-16-QAM-CDR) technique, while the latter is termed a MOD-16-QAM-

PCTW technique.

3.3.1 The MOD-16-QAM-CDR Technique

In the proposed MOD-16-QAM-CDR technique, the data symbols on the adjacent

subcarriers of the OFDM symbol are linearly combined, one at full amplitude and

the other at half amplitude, as shown in Fig. 3.1. This technique is an alternate

way of generating sixteen constellation points from two quadrature phase-shift keying

(QPSK) symbols. The constellation symbols on the rightmost scatter plot in Fig. 3.1

shows the mapping of the lower amplitude QPSK constellation symbols corresponding

to a constellation symbol on the higher amplitude QPSK constellation. It is important

to note that the generation of sixteen constellation symbols in this way provides an
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Figure 3.1: Generation of sixteen constellation symbols by combining two QPSK
symbols.

equal distance ‘dmin’ between any pair of adjacent constellation points in the signal

space diagram. That reduces the average probability of symbol error after detection.

On the other hand, if the two component QPSK symbols are combined with any

other arbitrary weighted amplitude values, then the distance between the pair of

constellation points in the resultant signal space diagram is not uniform (not equal)

and leads to the increased average probability of symbol error. Fig. 3.2 shows the

received constellations for different arbitrary amplitude values for the second QPSK

constellation symbols. It is clear from Fig. 3.2 that the distance between the pair

of constellation points in Fig. 3.2(a), (c) and (d) is not uniform (not equal) when

compared to the case of half the amplitude for the second QPSK symbol (i.e., in Fig.

3.2(b)).

At the encoder, each pair of the neighboring OFDM subcarriers (with the indices

of 2k − 1 and 2k, where k is an integer number) is encoded, as shown in Fig. 3.3, as:

Sx/y,t(k) = Ax/y(2k − 1) + Ax/y(2k)/2

Sx/y,t+T (k) = A∗x/y(2k − 1) + A∗x/y(2k)/2, (3.1)
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(a) (b)

(c) (d)

Figure 3.2: The received constellations for different amplitude values for the second
QPSK symbol: (a) 1/4, (b) 1/2, (c) 2/3, and (d) 3/4.

Figure 3.3: MOD-16-QAM-CDR encoder.

where k = 1, 2, ..., N/2, is the subcarrier number, N is the number of subcarriers,

t = (2n+ 1)T, where n = 0, 1, 2..., is the time variable, T is the OFDM symbol dura-

tion, Ax/y is the OFDM symbol before the encoding process, Sx/y,t and Sx/y,t+T are
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the OFDM symbols after the encoding process on the two polarizations, and the sub-

scripts x, y represents the two orthogonal polarization states of the fiber. Please note

that the symbols of Ax/y are drawn from the alphabet {1 + j, 1− j, −1 + j, −1− j}.

The MOD-16-QAM-CDR technique can be considered as a one-to-one mapping

scheme in which the encoder output is essentially a code word from a finite code

alphabet. After encoding, the linearly coded symbols, Sx/y,t and Sx/y,t+T are mod-

ulated onto the electric fields and transmitted through the fiber. The corresponding

transmitted vector field can be represented as [Ex/y,t(0, w) Ex/y,t+T (0, w)], where ω is

the frequency.

At the receiver, the acquired vector field corresponding to two orthogonal po-

larization tributaries can be represented as [Ex/y,t(L,w) Ex/y,t+T (L,w)], where L is

the transmission distance. After analog-to-digital conversion, the information sym-

bols on the subcarriers corresponding to the two adjacent time slots are coherently

superimposed, as shown in Fig. 3.4 as:

Rx/y(k) = (Bx/y,t(k) + B∗x/y,t+T (k))/2, (3.2)

where Bx/y and Rx/y are the OFDM symbols before and after the decoding process,

respectively.

Figure 3.4: MOD-16-QAM-CDR decoder.
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After the coherent superposition (CS), the recovered symbol Rx/y is passed onto

the maximum-likelihood (ML)/ look-up table (LUT) decoder block, as shown in Fig.

3.4. The ML-detector calculates the distance metric on a symbol-by-symbol basis and

selects the code word corresponding to the minimum distance value from the set of

all possible linear time-codes. Then, a LUT at the receiver is used for decoding the

actual data symbols Ãx/y(2k − 1) and Ãx/y(2k), as shown in Fig. 3.4.

In the proposed MOD-16-QAM-CDR technique, the linearly coded signals are

transmitted as phase conjugate pairs on the two adjacent time slots of the same po-

larization. Thus, the nonlinear distortion field added onto two signal pairs is highly

cross-correlated. That leads to the first-order cancellation of the nonlinear distortion

fields upon CS at the receiver. One disadvantage is that the modified signal con-

stellation after the linear coding consists of sixteen points with equal probabilities

for all the points, as shown in Fig. 3.1. This feature drops the performance of the

proposed MOD-16-QAM-CDR technique in the linear (or weakly nonlinear) transmis-

sion regime when compared to the PDM 4-quadrature amplitude modulation (QAM)

with linear compensation. In the linear (or weakly nonlinear) transmission regime,

the performance is limited by the OSNR penalty. However, the numerical simula-

tion results show that the proposed MOD-16-QAM-CDR technique outperforms the

PDM-4-QAM in the highly nonlinear transmission regime, where the penalties due to

the nonlinearity dominate over the OSNR penalty. This performance gain comes from

the nature of the nonlinear distortion cancellation through the CS of the proposed

MOD-16-QAM-CDR technique.
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3.3.2 The MOD-16-QAM-PCTW Technique

In the MOD-16-QAM-PCTW technique, each pair of the neighboring OFDM subcar-

riers is encoded, as shown in Fig. 3.5, as:

Sx,t(k) = A(2k − 1) + A(2k)/2

Sy,t(k) = A∗(2k − 1) + A∗(2k)/2, (3.3)

where k = 1, 2, ..., N/2, is the subcarrier number, A and Sx/y are the OFDM sym-

bols before and after the encoding process, and the subscripts x and y represent the

two orthogonal polarization states of the fiber. After encoding, the linearly coded

symbols, Sx and Sy are modulated onto the electric fields corresponding to the two

polarizations of the optical signal and transmitted through the fiber. The correspond-

ing transmitted vector field can be represented as [Ex(0, w) Ey(0, w)]†, where w is the

frequency.

Figure 3.5: MOD-16-QAM-PCTW encoder.

At the receiver, after analog-to-digital conversion, the information symbols on the

subcarriers corresponding to the two orthogonal polarizations are coherently super-

imposed, as shown in Fig. 3.6, as:

Rt(k) = (Bx,t(k) + B∗y,t(k))/2, (3.4)
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where Bx/y and R are the OFDM symbols before and after the decoding process,

respectively. After the CS, as in the MOD-16-QAM-CDR technique, the recovered

symbol R is passed onto the ML-detector/LUT decoder block and the actual data

symbols Ã(2k − 1) and Ã(2k) are decoded, as illustrated in Fig. 3.6.

Figure 3.6: MOD-16-QAM-PCTW decoder.

3.4 First-order Perturbation Theory for MOD-16-

QAM-CDR/MOD-16-QAM-PCTWTechniques

In this section, we derive the nonlinear distortion field added to the OFDM subcar-

rier symbols using the first-order perturbation theory. Then, we show that the CS

of the MOD-16-QAM-CDR/MOD-16-QAM-PCTW techniques can cancel the first-

order perturbative nonlinear distortion field. The propagation of an OFDM signal

through the optical communication system can be represented as in Fig. 3.7. At

the transmitter, the electrical baseband OFDM signal x(t) is up-converted to the

optical domain by using a Mach-Zehnder modulator (MZM), and the corresponding

signal can be represented as u(t). Since the optical field inside the fiber varies as a

function of time and space, let û(z, t) be the Spatio-temporal complex envelop of the

optical field at time t and distance z along the fiber [44]. Therefore, we can represent

u(t) = û(0, t) as the input optical field to the fiber at z = 0. According to the regular
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Figure 3.7: The block diagram showing the propagation of an OFDM signal
through the optical communication system. (I)DFT: (inverse) discrete Fourier trans-
form, N: number of subcarriers, MZM: Mach-Zehnder modulator, NLSE: nonlin-
ear Schrödinger equation, a0, ..., aN−1 represents the transmitted OFDM subcarri-
ers, û0(L, t), û1(L, t) represents the zeroth-order and the first-order solution of the
optical field and y0(L, t), y1(L, t) are the corresponding baseband representations,
y0(L, nTs) and y1(L, nTs) represents the sampled version of the baseband signal, where
n = 0, 1, ..., N − 1 and â0, ..., âN−1 represents the received OFDM subcarriers.

perturbation (RP) theory,∗ the signal received at the output of the fiber at a distance

z = L can be approximated to the first-order as û(L, t) ≈ û0(L, t) + γû1(L, t), where

û0(L, t) is the linear solution and û1(L, t) is the first-order solution, and where γ is

the nonlinearity coefficient [44]. The received optical signal is coherently detected and

down-converted to the baseband, and the corresponding signal can be represented as

y(L, t) ≈ y0(L, t) + γy1(L, t). The signal is then sampled at t = nTs, where Ts is

the sampling interval and the discrete Fourier transform (DFT) is performed to re-

cover the individual subcarriers. The baseband OFDM signal in time-domain can be

represented as:

x(nTs) = 1
N

N−1∑
k=0

ak exp(j2πk(nTs)/NTs), (3.5)

where N is the number of subcarriers, ak is the complex data symbol, k is the sub-

carrier index and Ts is the sampling period. The signal x(t) is then up-converted to
∗In this analysis, we consider the RP solution only up to the first-order and consider only a

single-channel and single-polarization for the simplicity of the analysis. The impact of the linear
phase noise, frequency/timing offset, and ASE noise from the amplifier are not considered in this
study. Further, we assume that the optical up-conversion using MZM and the down-conversion to
baseband are ideal.
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the optical domain and the corresponding optical field can be represented as:

u(t) = exp(j2πfct).
1
N

N−1∑
k=0

ak exp(j2πkn/N), (3.6)

where fc is the optical carrier frequency.

The propagation of a spatio-temporal complex envelope û(z, t) in a SSMF is governed

by the NLSE as [32], [44]:

∂û(z, t)
∂z

= j
β2

2
∂2û(z, t)
∂t2

− jγ exp(−αz) |û(z, t)|2 û(z, t), (3.7)

where z is the propagation distance, α is the attenuation coefficient, β2 = −λ2D/2πc

is the group-velocity dispersion parameter, λ is the optical carrier wavelength, c is

the speed of light, D is the dispersion parameter at λ and γ is the Kerr nonlinearity

coefficient, respectively.

3.4.1 Linear Channel Response (Zeroth-order Solution)

In this section, we describe the linear distortions added to the transmitted OFDM

signal with the assumption that the nonlinearities are absent (i.e., γ = 0). As per

the RP analysis detailed in the Appendix A, the linear transfer function of the fiber

for a subcarrier frequency wk = 2πk/NTs, after substituting the value of β2, can be

represented in frequency-domain as:

H(z, wk) , exp(jϕD(wk))z, (3.8)
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where ϕD(wk) = πcD
(
wk

wc

)2
. Therefore, the linear solution of (3.7) at the output of

the fiber at a length z = L can be represented in time-domain as:

û0(L, t) = û(0, t)⊗ h(L, t), (3.9)

where subscript 0 represents the zeroth-order solution, h(L, t) is the inverse Fourier

transform of H(L,wk) and the symbol ⊗ stands for the convolution.

The signal is then coherently detected and down-converted to the baseband as y0(L, t).

After sampled at t = nTs, the complex symbol at the kth subcarrier is obtained by

taking the DFT of the sampled signal y0(L, nTs) and according to (3.8) as:

â0,k =
N−1∑
n=0

y0(L, nTs) exp(−j2πkn/N)

= ak exp(jϕD(wk)L). (3.10)

The expression in (3.10) shows that the response of the linear fiber channel for the

kth subcarrier is modeled as a multiplication with a phase-shift ϕD(wk), as far as each

individual subcarrier is concerned [73].

3.4.2 Nonlinear Channel Response (First-order Solution)

This section describes the first-order solution of (3.7) in the presence of nonlinearities

(i.e., γ 6= 0). Continuing the perturbation analysis given in the Appendix A, the first-

order solution for (3.7) at the output of the fiber at a length z = L can be represented

in time-domain as:

û1(L, t) = ĝ(L, t)⊗ h(L, t), (3.11)

where ĝ(L, t) is a distorted optical field at the output of the fiber and is related to

the linear solution û0(L, t) (see (A.15) in Appendix A).
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After down-conversion to the baseband and sampled at t = nTs, the first-order

nonlinear distortion term added to the symbol at the kth subcarrier is obtained after

taking the DFT of the sampled signal y1(L, nTs) multiplied by γ and following (A.16)

to (A.19) in the Appendix A as:

â1,k = γ
N−1∑
n=0

y1(L, nTs) exp(−j2πkn/N)

= γG(L,wk) exp(−j β2

2 w
2
kz), (3.12)

where G(L,wk) is given by (A.18) in Appendix A. After performing some algebra as

shown in the Appendix A, the first-order distortion term can be represented as:

â1,k = (−j)ak exp(jϕD(wk)L)ϕNL + ∆aIFWM, (3.13)

where

ϕNL = γ

|ak|2 ΞFO
0,0 + 2

∑
n6=0
|ak+n|2 ΞFO

0,n

 (3.14)

and

∆aIFWM = (−j)γ exp(jϕD(k)L)
∑
m 6=0

∑
n6=0

ak+ma
∗
k+nak+m+nΞFO

m,n. (3.15)

In (3.15), ΞFO
m,n is the first-order nonlinearity coefficient matrix and is given as:

ΞFO
m,n = 1

L

∫ L

0
exp(−A(z′)− j 1

2C(z′)(wm − wk)(wm − wn))dz′ , (3.16)

where FO stands for the first-order, A(z′) =
∫ z′
0 α(ξ) dξ, and C(z′) =

∫ z′
0 β2(ξ) dξ.

According to the perturbation theory, one can represent the received kth subcarrier
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with the nonlinear distortions up to the first-order as:

âk ≈ â0,k + â1,k

≈ ak exp(jϕD(wk)L) [1 + (−j)ϕNL] + ∆aIFWM. (3.17)

After substituting the approximation [1 + (−j)ϕNL] ≈ exp(−jϕNL), (3.17) can be

represented as:

âk ≈ ak exp(jϕD(wk)L) exp(−jϕNL) + ∆aIFWM. (3.18)

It is important to mention that (3.18) is similar to the additive-multiplicative per-

turbation model for the fiber nonlinearities given in [73]. Also, it is observed from

(3.18) that the nonlinear distortion due to SPM and IXPM (i.e., ϕNL) just results in a

constant phase-rotation and can be compensated by the carrier phase recovery at the

receiver. Assuming an ideal dispersion compensation for each subcarrier frequency,

(3.18) can be further simplified as:

âk ≈ ak + ∆aIFWM, (3.19)

where

∆aIFWM = −jγ
∑
m6=0

∑
n6=0

ak+ma
∗
k+nak+m+nΞFO

m,n. (3.20)

When an anti-symmetric dispersion map and a symmetric power map is applied in

the link such that C(z′) = −C(L−z′) and A(z′) = A(L−z′), then ΞFO
m,n becomes real

valued, i.e., ΞFO
m,n ≈

(
ΞFO
m,n

)∗
. Note that the symmetric power map in the transmission

link can be considered as a loose requirement owing to the low loss profile of the

silica optical fibers [70]. Since in the MOD-16-QAM-CDR/MOD-16-QAM-PCTW
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Figure 3.8: Illustration showing the MOD-16-QAM-CDR/MOD-16-QAM-PCTW
technique for the first subcarrier of the transmitted OFDM symbol.

technique, the signal and its phase conjugate are transmitted on the two orthogonal

time slots/polarizations, the nonlinear distortions added onto two twin signals are

essentially anti-correlated. That eventually leads to the cancellation of the nonlinear

distortions upon CS of the received twin signals at the receiver. In summary, by

transmitting the complex conjugate of a signal on orthogonal time slot/polarization

and superimposing the received twin signals at the receiver results in the cancellation

of the nonlinear distortions to the first-order. This idea can be illustrated using an

example, as shown in Fig. 3.8.

The data symbols ak and ak+1 are linearly combined, one at full amplitude and

the other at the half amplitude and transmitted as phase-conjugate pairs on the

two orthogonal time slots/polarizations. Upon transmission through the polarization

division multiplexed dispersive and nonlinear fiber channel, the perturbative nonlinear

distortions are added to the twin signals on the orthogonal dimensions (time slots

or polarizations) as
(
ak + â1,k +

(
ak+1+â1,k+1

2

))
and

(
a∗k + â1,k +

(
a∗k+1+â1,k+1

2

))
, where

â1,k/k+1 represents the first-order nonlinear distortion field added to the symbols ak

and ak+1 and is given by (3.20).
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At the receiver, the CS yields:

CS =

[(
ak + â1,k +

(
ak+1+â1,k+1

2

))
+
((
a∗k + â1,k +

(
a∗k+1+â1,k+1

2

)))∗]
2

=

[(
ak + â1,k +

(
ak+1+â1,k+1

2

))
+
(
ak + (â1,k)∗ +

(
ak+1+(â1,k+1)∗

2

))]
2

=
(
ak + ak+1

2

)
+ (â1,k + (â1,k)∗) +

(
â1,k+1 + (â1,k+1)∗

2

)
. (3.21)

When there is an ideal dispersion symmetry condition satisfied in the transmission

link, then the perturbative nonlinear distortions added to the two data symbols are

essentially anti-correlated, i.e., (â1,k)∗ = −â1,k and (â1,k+1)∗ = −â1,k+1, and it is

straightforward to obtain the linear coded symbol
(
ak + ak+1

2

)
at the subcarrier fre-

quency wk of the received OFDM symbol in the two adjacent time slots/orthogonal

polarizations.

It is important to note that the CS completely cancels the perturbative nonlinear

distortions added to the transmitted signal fields, provided a dispersion symmetry

condition is satisfied in the transmission link. That brings the performance gain

for the proposed MOD-16-QAM-CDR/MOD-16-QAM-PCTW technique in the high

nonlinear transmission regime when compared to the recently proposed PCSC tech-

nique. On the other hand, if there is no dispersion symmetry in the transmission

link, then the (imaginary) amplitudes of the nonlinear distortion terms are unequal,

i.e, |(â1,k)∗| 6= − |â1,k| and |(â1,k+1)∗| 6= − |â1,k+1|. However, the CS yields the non-

linear distortion terms on the two orthogonal time slots/polarization states to be

subtracted from each other. The resultant residual nonlinear distortion terms are

smaller in magnitude and impart a considerably low performance penalty to the pro-

posed MOD-16-QAM-CDR/MOD-16-QAM-PCTW technique. This unique feature

helps the MOD-16-QAM-CDR/MOD-16-QAM-PCTW technique achieve significant
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performance improvement in the absence of the dispersion symmetry in the transmis-

sion link when compared to the PCSC technique. The recovered symbol
(
ak + ak+1

2

)
after the CS is input to the ML-detector for symbol detection. The ML-detector cal-

culates the Euclidean distance between the received coded symbol and all the possible

combinations of the linearly-coded symbols, on a symbol-by-symbol basis and selects

the one with minimum distance. Then, with the help of a LUT, the data symbol

which corresponds to the selected linearly-coded symbol is determined.

3.5 Numerical Simulation of the MOD-16-QAM-

CDR/MOD-16-QAM-PCTW Techniques

3.5.1 Simulation Setup

The simulation setup used to study the performance of the proposed DPC approaches

is shown in Fig. 3.9. The transmission system consists of the WDM CO-OFDM super-

channel employing the MOD-16-QAM-CDR/MOD-16-QAM-PCTW techniques. In-

sets (a) and (b) show the encoder and decoder, respectively, for both MOD-16-QAM-

CDR/MOD-16-QAM-PCTW techniques. The superchannel comprises four OFDM

sub-bands with a frequency spacing of 37.5 GHz. The baud rate is 32 Gbaud. The

OFDM symbol consists of 3300 data-carrying subcarriers, and the inverse fast Fourier

transform (FFT) size is 4096 [58]. In each OFDM symbol, four pilot subcarriers

are inserted for the common phase error compensation, and a cyclic prefix of 3% is

added. Therefore, the net data rate is 401.33 Gb/s. The long-haul fiber link con-

sists of 40 spans of SSMF, each having a length of 80 km, an attenuation coefficient

of 0.2 dB/km, a nonlinear parameter of 1.22/(W.km), a dispersion parameter of 16

ps/nm/km and a PMD coefficient of 0.1 ps/
√
km. An erbium-doped fiber amplifier
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Figure 3.9: The simulation setup for one channel of the CO-OFDM superchannel sys-
tem employing MOD-16-QAM-CDR/MOD-16-QAM-PCTW techniques. S/P: serial-
to-parallel, TS: training symbol, IFFT: inverse fast Fourier transform, EDC: electronic
dispersion compensation, IQM: inphase/quadrature phase modulator, PBS: polariza-
tion beam splitter, EDFA: erbium doped fiber amplifier, SSMF: standard single mode
fiber, LO: local oscillator, P/S: parallel-to-serial.

compensates the optical power loss for each span with 16 dB gain and a 5.5 dB noise

figure. The transmitter and receiver lasers have the same linewidth of 100 kHz. The

ASE noise is added inline to ensure that the nonlinear interaction between the signal

and noise is correctly captured [58].

At the receiver, after the polarization diversity detector, the dispersion compensa-

tion is performed using the overlapped frequency domain equalizer with the overlap-

and-save algorithm [55]. The time-interleaved training symbols (two symbols every

100 symbols) are used to estimate the channel and use a one-tap equalizer for chan-

nel equalization. The common phase error estimation is based on the insertion of

the pilot subcarriers [55]. After the OFDM processing, the coherent superposition of

the received information symbols on the two polarizations is performed. Then, an

ML-detector/ LUT block is used for symbol detection/decoding. Finally, the decoded

symbols are demapped in the binary form.

3.5.2 Simulation Results

The performance of the CO-OFDM system with proposed MOD-16-QAM-CDR/MOD-

16-QAM-PCTW techniques and the PCSC technique are compared in Fig. 3.10.

The cases with and without pre-EDC are presented to show the advantage of the
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Figure 3.10: The simulation results for the MOD-16-QAM-CDR/MOD-16-QAM-
PCTW, PCSC, and 4-QAM techniques for a transmission distance of 2800 km.

proposed MOD-16-QAM-CDR/MOD-16-QAM-PCTW techniques in the absence of

dispersion symmetry. In this figure, the performance of 4-QAM with linear compen-

sation, providing the same SE, is also presented. The results show that the proposed

MOD-16-QAM-CDR/MOD-16-QAM-PCTW techniques outperform the 4-QAM with

linear compensation and PCSC techniques in the highly nonlinear regime. It is im-

portant to mention that for long-haul transport systems, the highly nonlinear regime

is attractive since it enables the longer transmission range. The proposed techniques

show a Q-factor improvement of 1.5 dB and 1.2 dB with pre-EDC, when compared to

the 4-QAM with linear compensation and PCSC technique, respectively, at a launch

power of 2 dBm. This performance improvement is obtained through the ability of

the proposed techniques to cancel the first-order nonlinear distortion fields through

the coherent superposition when there is pre-EDC is applied at the transmitter. In

the absence of pre-EDC, the coherent superposition causes the distortion fields to

be subtracted from each other and retains a residual distortion term, which provides
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a comparatively low penalty to the system performance. This feature of the MOD-

16-QAM-CDR/MOD-16-QAM-PCTW techniques yields a considerable performance

improvement without pre-EDC when compared to the PCSC technique.

On the other hand, the performance of the proposed MOD-16-QAM-CDR/MOD-

16-QAM-PCTW techniques is highly limited in the linear (or weakly nonlinear) regime

compared to the 4-QAM with linear compensation and PCSC schemes. That is due to

the increased constellation set after the linear coding, and thereby, the performance

is limited because of the OSNR penalty. Besides, without pre-EDC, the PCSC tech-

nique does not provide any improvement in the performance of the system, and this

observation confirms the results given in [55].

Figure 3.11: The Q-factor vs. transmission distance for the proposed MOD-16-QAM-
CDR/MOD-16-QAM-PCTW schemes and the 16-QAM-PCTW technique proposed
in [70] at a launch power of 2 dBm.

The performance comparison of the proposed MOD-16-QAM-CDR/MOD-16-QAM-

PCTW schemes and the 16-QAM-PCTW technique proposed in [70] is shown in Fig.

3.11. The result indicates that the proposed MOD-16-QAM-CDR/MOD-16-QAM-
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PCTW schemes have improved Q-factor performance when compared to the 16-QAM-

PCTW technique proposed in [70] for all the transmission distance considered. For

example, the Q-factor value of the proposed MOD-16-QAM-CDR/MOD-16-QAM-

PCTW techniques is improved by ∼ 0.3 dB when compared to the 16-QAM-PCTW

technique at a transmission distance of 2800 km.

3.6 Complexity Analysis

In this section, we compare the computational complexity of the proposed MOD-

16-QAM-CDR/MOD-16-QAM-PCTW techniques with that of the benchmark digital

NLC technique such as single-channel (SC)-DBP, based on the number of multipli-

cations per subcarrier. We assume that the linear dispersion compensation is imple-

mented using the overlap-and-save algorithm. We further assume that the FFT block

size, NFFT of the DBP algorithm is the same as the FFT size used in the OFDM

modulation and the DBP algorithm is implemented with one sample per symbol.

Table 3.1: Complexity analysis.

Algorithm Complexity expression No. of multi-

plications

SC-DBP NspansNsteps(8 log2(NFFT ) + 21) 4680

MOD-16-QAM-

CDR/MOD-16-

QAM-PCTW

8 log2(NFFT ) + 4M + 9 169

Linear comp. 8(log2(NFFT ) + 1) 96

Table 3.1 provides a comparison of the estimated complexity for the DBP, MOD-

16-QAM-CDR/MOD-16-QAM-PCTW and the linear compensation techniques, in
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Figure 3.12: Number of multiplications as a function of number of fiber spans, Nspans.

terms of the number of multiplications, with parameters NFFT = 4096, Nspans = 40,

Nsteps = 1, and the constellation cardinality M = 16.

Fig. 3.12 shows the complexity of the DBP, MOD-16-QAM-CDR/MOD-16-QAM-

PCTW, and linear compensation as a function of the number of spans, Nspans. The

parameters used are the same as the one considered for the estimation of the complex-

ity in Table 3.1. It is observed that the computational complexity of the proposed

MOD-16-QAM-CDR/MOD-16-QAM-PCTW techniques is independent of the fiber

length and only slightly higher than the complexity of the linear compensation case.

Fig. 3.13 shows the computation time in terms of the central processing unit

(CPU) running time for the proposed MOD-16-QAM-CDR/MOD-16-QAM-PCTW

techniques. The results indicate that the computation time of the proposed MOD-

16-QAM-CDR/MOD-16-QAM-PCTW techniques is significantly lower than that of

the SC-DBP technique and only slightly higher than that of the linear compensation

case. It is worth mentioning that the computational complexity of the DBP technique
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Figure 3.13: The CPU running time as a function of number of fiber spans, Nspans.

linearly increases with an increase in the Nsteps per span. For example, the computa-

tional complexity of the DBP technique with Nsteps = 16 is 16 times larger than the

case with Nsteps = 1.

3.7 PDL Impact on the MOD-16-QAM-CDR/MOD-

16-QAM-PCTW Techniques

In this section, we investigate the impact of the PDL on the performance of the MOD-

16-QAM-CDR/MOD-16-QAM-PCTW techniques. The PDL-induced signal power

imbalance between the two polarizations disrupts the cross-correlation property of

the nonlinear impairments, which can affect the distortion cancellation through the

CS of the MOD-16-QAM-CDR/MOD-16-QAM-PCTW techniques. We carry out the

investigation with both aligned- and statistical-PDL models.
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3.7.1 The Aligned- and Statistical-PDL Models

The PDL is caused by the polarization dependence on the transmission properties

of optical components, where one polarization component of the signal suffers more

loss than the other. The input/output field relation of a PDL element, rotated with

respect to the signal SOP by an angle θ, can be expressed using the Jones matrix

representation as [74]:

 ux(t)

uy(t)

 =

 cos θ − sin θ

sin θ cos θ


 1 0

0 α


 cos θ sin θ

− sin θ cos θ


 vx(t)

vy(t)

 , (3.22)

where [vx(t) vy(t)]† and [ux(t) uy(t)]† represent the input and output optical fields,

respectively, with the superscript † as the transpose. The parameter 0 < α < 1 is the

PDL coefficient defined as the ratio between the minimum and maximum transmission

intensities; this is related to the PDL measured in decibels as ρ = −20 logα [75].

The PDL impact has been studied in coherent optical systems using two different

models: the aligned- and statistical-PDL models [71], [76]. In the aligned-PDL model,

the signal SOP and the PDL axes of the optical components are aligned with the same

rotation angle θ. Fig. 3.14(a)-(b) shows two cases for the aligned-PDL model with

θ = 00 and 450, respectively [77]. At the rotation angle θ = 00, the OSNR of one of the

polarization is degraded when compared to the other. On the other hand, for θ = 450,

the PDL causes the same OSNR degradation for both polarization components along

with the signal cross-talk due to the loss of orthogonality. In [76], it has been shown

that pathological cases of the aligned-PDL elements, such as θ = 00 and 450, are the

worst cases of PDL in linear and nonlinear regimes, respectively.

In the statistical-PDL model, the rotation angle θ varies uniformly within [0, 2π),

as shown in Fig. 3.14(c). That induces the random signal power and OSNR fluctu-
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Figure 3.14: Schematic diagram of the impact of PDL on the PDM signal. (a) aligned-
PDL with θ = 00, (b) aligned-PDL with θ = 450, and (c) statistical-PDL with random
rotation angle θ.

ations between the two polarizations. In this case, the total cumulated PDL has a

Maxwellian distribution with the root mean square (rms) value ρrms = ρ
√
N, where

Nspans is the number of spans [78].

The simulation setup used to study the PDL impact on the DPC approaches is

shown in Fig. 3.15. We consider a 5-section PDL emulator, which closely approxi-

mates a real system [71]. In this setup, the signal interacts with the PDL element

after propagating through eight spans of SSMF. Five such loops realize a 5-section

PDL emulator. The PDL along the transmission link mainly comes from the lumped

optical elements. In a realistic transmission link, such optical elements are placed

after several fiber spans. Therefore, placing a PDL element after eight spans of fiber

is sufficient to study its impact on the performances of the DPC approaches [71]. A
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Figure 3.15: The simulation setup for one channel with a 5-section PDL emulator
along the link.

polarization controller is placed before the PDL element to control the signal SOP

after each round trip. Insets (a) and (b) show the encoder and decoder, respectively,

for both MOD-16-QAM-CDR/MOD-16-QAM-PCTW techniques.

3.7.2 Performance Evaluation with Aligned-PDL

The DPC is a generalized technique in which one can use orthogonal polarization

states or time slots to transmit the phase conjugate pairs [58]. The motivation be-

hind the MOD-16-QAM-PCTW technique is to solve the issue of halving the SE

associated with the PCTW technique [58]. Its effectiveness strongly depends on

the cross-correlation between the nonlinear distortions added onto the transmitted

phase conjugate pairs on the two polarizations. However, the polarization cross-

talk induced signal power imbalance between the two polarizations may disrupt this

cross-correlation property and significantly degrade the performance of the MOD-16-

QAM-PCTW technique. For this reason, we have proposed the MOD-16-QAM-CDR

approach, in which we transmit the linearly coded phase conjugate pairs on adjacent

time slots of the same polarization.

In Fig. 3.16, the Q-factor performance of the DPC approaches is shown for differ-

ent values of the fiber launch power at a fixed aligned-PDL. In this case, we select a

PDL value of 3.6 dB. That corresponds to the rms value of the cumulated PDL in the
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Figure 3.16: Q-factor as a function of launch power in the presence and absence of
the PDL.

evaluation with the statistical-PDL model, as it will be discussed in Subsection 3.7.3.

We start analyzing the linear regime, i.e., the initial increasing part of the Q-factor

curves. For both DPC approaches, the performance in the presence of PDL when

θ = 00 is lower when compared to the absence of PDL. This degradation in perfor-

mance can be explained by the impact of the PDL-induced OSNR imbalance between

the two polarizations. For θ = 450, the performance of the MOD-16-QAM-PCTW is

significantly reduced when compared to the MOD-16-QAM-CDR. That is due to the

signal cross-talk induced power fluctuations on the two polarizations along with the

OSNR degradation. At high input powers, where the performance is limited by the

nonlinear distortions, the DPC approaches with θ = 00 perform slightly better than

the case without PDL. That can be explained by the decrease of the higher-order

nonlinear distortions. In fact, in the presence of PDL, the signal in one polarization

is attenuated more than in the other. That leads to the reduction of higher-order
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Figure 3.17: Q-factor penalty (∆Q) for different rotation angles, θ. The optical launch
power is fixed at the optimum value of −3 dBm.

nonlinear distortions after the coherent superposition. Note that the higher-order

nonlinear distortions are not canceled by the DPC approaches [70]. It is observed

that the performance of the MOD-16-QAM-PCTW technique with θ = 450 degrades

when compared to the MOD-16-QAM-CDR technique in both linear and nonlinear

regimes. That is because the polarization cross-talk, due to the loss of orthogonality,

causes signal power fluctuations on the two polarizations [72].

In Fig. 3.17, the performance of both DPC approaches is presented as a function

of the rotation angle θ in terms of the Q-factor penalty. The Q-factor penalty is

defined as ∆Q = Qopt −Q, where Qopt is the Q-factor at the optimum launch power

when PDL is not considered. It is seen that the Q-factor penalty is maximum at the

rotation angle θ = 450 and minimum at θ = 00. We also observe that the cross-talk

induced Q-factor penalty at θ = 450 for the MOD-16-QAM-PCTW technique is 1.84

dB, while it is only about 0.35 dB for the MOD-16-QAM-CDR technique. It should

be noted that further increasing the angle from θ = 450 to 900 would result in the
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Figure 3.18: Q-factor as a function of PMD and PDL with rotation angles θ = 00 and
450 at the optimum launch power of −3 dBm. SD-FEC: soft-decision forward error
correction.

mirror image of the plot with a minimum Q-factor penalty at θ = 900 because of the

lower cross-talk induced power fluctuations. Therefore, we provide results for angles

ranging from θ = 00 to 450 only.

In Fig. 3.18, we consider two simulation scenarios to investigate the performances

of the DPC approaches: one is with PDL alone and the other is with the PMD and

PDL. In both cases, the performances are shown for the two worst case aligned-PDL

scenarios with the rotation angles θ = 00 and 450, respectively. The optical launch

power is set at the optimum value of −3 dBm per channel. When considering only the

PDL, the performance of the MOD-16-QAM-PCTW technique with θ = 450 mono-

tonically decreases as the PDL value increases. The MOD-16-QAM-CDR technique

shows an improved performance, above the soft-decision forward error correction (SD-

FEC) limit for the two considered worst case scenarios of the aligned-PDL. The PMD

effect is included in the transmission fiber by choosing a typical mean differential
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group delay of 20 ps, as in [79]. It is observed that the performances of the DPC

approaches are significantly affected for the case considering both PMD and PDL.

The interplay between PMD and PDL distorts a communication system more than

either effect alone.

3.7.3 Performance Evaluation with Statistical-PDL

The Q-factor distribution presents a more realistic impact of the PDL on the per-

formances of DPC approaches. Fig. 3.19 shows the estimated probability density

function (PDF) of the Q-factor in the presence and absence of PDL for both MOD-

16-QAM-CDR/MOD-16-QAM-PCTW techniques.

Figure 3.19: Q-factor PDF for MOD-16-QAM-PCTW and MOD-16-QAM-CDR at
ρrms = 3.6 dB and optical launch power = −3 dBm.

We carried out Monte Carlo simulation to estimate the Q-factor PDF by using 500

random seeds of the signal SOP and the PDL orientation angle θ in the limit [0, 2π).

We select a typical PDL value of ρ = 1.6 dB [71]. That gives an rms cumulated PDL
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value for a 5-section PDL emulator of 3.6 dB (i.e., 1.6×
√

5). The fiber launch power

is fixed at the optimum value of −3 dBm. The results indicate that without PDL,

the Q-factor distributions for both DPC approaches are very narrow. On the other

hand, in the presence of PDL, the Q-factor distribution of MOD-16-QAM-PCTW

significantly enlarges, which leads to an increased outage probability. We define the

outage probability as the probability that the random Q-factor is less than a particular

threshold value, i.e., Pr[Q < Qt], where Qt is the threshold. For instance, assuming

a Qt value of 5.7 dB corresponding to the SD-FEC limit [81], the outage probability

for MOD-16-QAM-PCTW in the presence of PDL is 0.63. However, it is observed

that the outage probability for MOD-16-QAM-CDR approaches zero in the presence

of PDL. That indicates that the approach which uses the orthogonal time slots of the

same polarization is only slightly affected by the PDL-induced distortions.

3.8 Conclusion

In this chapter, we discussed the background of the problem associated with the re-

cently proposed DPC approaches, such as PCTW and PCSC. We found that the

performance improvement of the PCTW technique comes with halving the SE of the

PDM coherent optical system. The PCSC technique can be effectively applied without

SE loss; however, it does not provide any performance improvement without applying

pre-EDC in the transmission link. On this ground, we proposed two linear cod-

ing techniques, referred to as MOD-16-QAM-CDR/MOD-16-QAM-PCTW. The pro-

posed techniques can be used for the nonlinearity mitigation without halving the SE

of the PDM coherent optical systems. They also show considerable performance im-

provement in the absence of pre-EDC. Furthermore, we investigated the performance

penalties induced by the PDL on the MOD-16-QAM-CDR/MOD-16-QAM-PCTW
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techniques with both aligned- and statistical-PDL models. In the investigation with

the aligned-PDL, MOD-16-QAM-CDR shows a superior PDL tolerance when com-

pared to MOD-16-QAM-PCTW. The Q-factor performance of the former is above

the SD-FEC limit for the pathological cases of all aligned-PDL with θ = 00 and 450.

The investigation with the statistical-PDL model also indicates that MOD-16-QAM-

CDR outperforms the MOD-16-QAM-PCTW technique, with the former providing

an outage probability approaching zero for an rms PDL value of 3.6 dB. We concluded

that while MOD-16-QAM-PCTW is severely affected by the PDL-induced distortions,

MOD-16-QAM-CDR still provides good performance under such conditions.
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Chapter 4

A Joint Technique for Fiber

Nonlinearity Compensation in

CO-OFDM Superchannel Systems

4.1 Preamble

This chapter is compiled from the materials extracted from the manuscript titled “A

joint technique for nonlinearity compensation in CO-OFDM superchannel systems”

which appeared in the proceedings of the Asia Communications and Photonics Con-

ference, Nov. 2017 [92].

4.2 Introduction

In recent years, optical communication networks have experienced an exponentially

rising capacity demand [1]. The key technology drivers are the widespread use of

cloud services, online gaming, internet of things, etc. To meet the ever-increasing
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capacity demands, subcarrier-multiplexing, known as superchannel [11], combined

with highly spectrally efficient modulation formats, represents the potential candidate.

In the superchannel approach, the wavelength division multiplexed (WDM) channel is

split into several subchannels with smaller bandwidths and separated by small guard-

bands. The higher-order modulation formats that are applied to each subchannel to

reach the desired data rate require a high optical signal-to-noise ratio. That leads

to the requirement of high input power. The use of smaller guard-bands and high

input power in superchannel systems results in substantial intra- and inter-channel

nonlinear effects. Several digital nonlinearity compensation (NLC) techniques have

been proposed in the last decade to deal with the nonlinear effects. Single-channel

(SC) digital back-propagation (DBP) is a widely investigated technique to compensate

for intra-channel nonlinear effects [31]. However, the reported performance gains are

limited to ∼ 1 dB when applied to WDM superchannel systems [31]. The intra-

and inter-channel deterministic nonlinear effects can be effectively compensated by

applying a multi-channel (MC) DBP [65]. In contrast to SC-DBP, MC-DBP back-

propagates the entire WDM superchannel. On the other hand, the implementation of

MC-DBP is impractical in a dynamic optical network due to several factors, including

[68]:

• The unavailability of the information from the neighboring traffic channels.

• The large computational complexity due to several linear and nonlinear compu-

tation steps per fiber span.

The recently proposed phase-conjugated twin wave (PCTW) can be implemented

with minimal digital signal processing, providing a simple and effective solution for

both intra- and inter-channel nonlinearity mitigation [49]. However, the results given

in [50] indicate that the PCTW technique does not enable highly spectrally efficient
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transmission systems. For example, the transmission performance of polarization

division multiplexed (PDM) 16-quadrature amplitude modulation (16-QAM)-PCTW

scheme is lower than that of the PDM quadrature phase-shift keying for the same

single-fiber capacity.

In this chapter, we propose a joint technique that combines SC-DBP with the

PCTW technique. This scheme, which is referred to as SC-DBP-PCTW, is to exploit

the individual advantages of both techniques in compensating fiber nonlinearity ef-

fects; SC-DBP compensates for the intra-channel nonlinear effects, while the PCTW

compensates both intra- and inter-channel first-order nonlinear effects. Thus, the joint

SC-DBP-PCTW technique realizes a two-stage compensation for the intra-channel

nonlinear effects and a first-order cancellation for the inter-channel nonlinear effects.

The main contributions of this chapter are as follows:

• We develop a joint SC-DBP-PCTW technique which can compensate for both

intra- and inter-channel nonlinearity effects.

• We show that the proposed technique has a similar performance as the MC-DBP

technique with 16 steps/span.

• We also show that the proposed technique has a low computational complexity

when compared to the MC-DBP technique with 16 steps/span.

4.3 The Joint SC-DBP-PCTW Technique

The concept of the joint SC-DBP-PCTW technique is depicted in Fig. 4.1. At the

transmitter, the orthogonal frequency division multiplexed (OFDM) subcarriers on
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each polarization is encoded as:

Sx(k) = A(k)

Sy(k) = S∗x(k) = A∗(k), (4.1)

where A and S represent the OFDM symbols before and after the encoder, k =

1, 2, ..., N, where N is the subcarrier number, x and y represent the horizontal and

vertical polarizations, and ∗ stands for the complex conjugation operation. After

encoding, the PCTWs are transmitted through standard single mode fiber (SSMF)

with Nspan number of fiber spans.

Figure 4.1: Illustration showing the joint SC-DBP-PCTW technique for one channel.
Ex and Ey represent the transmitted electric fields in the x and y polarizations, re-
spectively; Ẽx and Ẽy are the received electric fields after SC-DBP; and Ẽ represents
the recovered field after the coherent superposition, ∗ stands for the complex conju-
gation operation. Nspan: number of fiber spans, EDFA: erbium doped fiber amplifier,
SSMF: standard single mode fiber.

At the receiver, after coherent detection, SC-DBP of the selected channel is carried

out with 1 step/span. Note that the implementation of SC-DBP involves a concatena-

tion of linear and nonlinear sections; linear section performs dispersion compensation

in frequency-domain, while nonlinear section compensates nonlinear phase shift due

to Kerr effect in time-domain. The fast Fourier transform (FFT) and inverse FFT

(IFFT) are used to switch between frequency and time domains. The SC-DBP is
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followed by coherent superposition of the PCTW technique, which can be represented

as:

Ã(k) = ˜(Sx(k) + S̃∗y(k))/2, (4.2)

where S̃ and Ã are the OFDM symbols before and after the coherent superposition.

Insets (a) and (b) show the signal constellations after the SC-DBP and the coherent

superposition of the PCTW technique. Evidently, the constellation quality is much

improved after the coherent superposition. The performance improvement of the

joint technique comes from the individual abilities of the two constituent techniques

in combating the impact of nonlinearities. The SC-DBP compensates for the deter-

ministic intra-channel nonlinear distortions, while the PCTW technique compensates

both intra- and inter-channel first-order nonlinear distortions.

4.4 Numerical Simulation of the SC-DBP-PCTW

Technique

4.4.1 Simulation Setup

Fig. 4.2 shows the simulation setup for the joint SC-DBP-PCTW technique. The

transmission system consists of a WDM superchannel with four 37.5 GHz spaced 32

Gbaud 16-QAM-CO-OFDM signals employing the PCTW technique. The OFDM

symbol consists of 3300 data-carrying subcarriers, and an IFFT of size 4096 is carried

out to convert the signal into a time-domain. There are four pilot subcarriers in each

OFDM symbol, and the cyclic prefix is 3%. Therefore, the net data rate is 401.33

Gb/s. The long-haul fiber link consists of 25 spans of standard single-mode fiber

(SSMF), each having a length of 80 km, the attenuation coefficient of 0.2 dB/km, the

nonlinearity coefficient of 1.22/(W.km), the dispersion coefficient of 16 ps/nm/km,
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and the polarization mode dispersion coefficient of 0.1 ps/
√

km. The optical power

loss for each span is compensated by an erbium-doped fiber amplifier (EDFA) with

a 16 dB gain and a 4 dB noise figure. The transmitter and receiver lasers have the

same linewidth of 100 kHz. At the receiver, after the polarization diversity detector,

the SC-DBP with a 1 step/span is carried out. The channel equalization and carrier

phase recovery are carried out as in [80]. After that, the coherent superposition of

the PCTW technique is performed. Finally, the recovered symbols are demapped in

the binary form.

Figure 4.2: Simulation setup for the proposed SC-DBP-PCTW technique for one
channel. S/P: serial-to-parallel, TS: training symbol, (I)FFT: (inverse) fast Fourier
transform, IQM: inphase/quadrature phase modulator, PBS: polarization beam split-
ter, LO: local oscillator, P/S: parallel-to-serial.

4.4.2 Simulation Results

We evaluate the performance of the proposed SC-DBP-PCTW scheme, which is com-

pared with the MC-DBP, PCTW, SC-DBP, and LDC techniques. It is evident from

Fig. 4.3 that the proposed scheme improves the Q-factor performances by 3 dB, 2.3

dB, and 0.5 dB when compared to the LDC, SC-DBP, and PCTW schemes, respec-

tively. It is interesting to note that the Q-factor performance of the proposed SC-

DBP-PCTW scheme is similar to that of the MC-DBP with 16 steps/span, showing

the effectiveness of the proposed technique in improving the performance-complexity

trade-off.
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Figure 4.3: Q-factor versus launched power for the 401.33 Gbps CO-OFDM super-
channel system with 16-QAM modulation for the MC-DBP (16 steps/span), SC-DBP-
PCTW, PCTW, SC-DBP (1 step/span) and LDC techniques.

Figure 4.4: Estimated maximum signal reach for the MC-DBP (16 steps/span), SC-
DBP-PCTW, PCTW, SC-DBP (1 step/span) and LDC techniques at 20% OH SD-
FEC limit.
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Fig. 4.4 shows an estimate of the maximum reach, including input power opti-

mization for each propagation distance, at the 20% overhead (OH) soft-decision (SD)

forward error correction (FEC) limit with a bit error rate value of 2.7× 10−2 [81]. It

is observed that the maximum reach for the LDC, SC-DBP, PCTW, MC-DBP and

SC-DBP-PCTW is 2380 km, 3030 km, 4380 km, 5580 km and 5600 km, respectively.

That indicates that the SC-DBP-PCTW scheme provides more than double transmis-

sion reach when compared to the LDC case and a similar reach as that of MC-DBP

with 16 steps/span. It also shows a ∼ 85% and ∼ 28% reach increase when compared

to the SC-DBP and PCTW schemes, respectively. It should be noted that the im-

plementation of the PCTW technique halves the spectral efficiency, and thereby the

performance improvement of the proposed technique comes with a cost of spectral

efficiency loss.

4.5 Complexity Analysis

In this section, we compare the computational complexity of the proposed SC-DBP-

PCTW technique with that of the LDC, SC-DBP, PCTW, and MC-DBP schemes in

terms of the number of multiplications per subcarrier. Table 4.1 shows the expressions

for the number of multiplications per subcarrier for the considered algorithms with

NFFT = 4096 and Nspan = 25.

It is observed that the joint scheme has a complexity less than that of the sum

of the individual complexities of SC-DBP and PCTW techniques. The implemen-

tation of SC-DBP involves the LDC followed by a nonlinear compensation section,

whereas, for the PCTW scheme, the LDC is followed by a coherent superposition oper-

ation. Thus, the technique combining SC-DBP with the PCTW scheme has a slightly

increased complexity, when compared to its individual implementations. These addi-
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tional complexities are from the nonlinear compensation section or from the coherent

superposition operation.

Table 4.1: Complexity expression.

Algorithm Complexity expression (No. of

multiplications)

MC-DBP (16 steps/span) 16Nspan(8 log2(NFFT ) + 21)

SC-DBP-PCTW Nspan(8 log2(NFFT ) + 21) + 1

SC-DBP (1 step/span) Nspan(8 log2(NFFT ) + 21)

PCTW 8Nspan(log2(NFFT ) + 1) + 1

LDC 8Nspan(log2(NFFT ) + 1)

Figure 4.5: The computational complexity for the MC-DBP (16 steps/span), SC-
DBP-PCTW, SC-DBP (1 step/span), PCTW and LDC techniques.
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Fig. 4.5 shows the number of multiplications for the considered algorithms as a

function of the number of spans, Nspan. The results indicate that the complexity of

the proposed SC-DBP-PCTW scheme is significantly lower than that of MC-DBP

and only slightly higher than SC-DBP with a 1 step/span. It is worth mentioning

that the complexities of PCTW and LDC are very close to each other. However, the

slight increase in the complexity of PCTW, when compared to LDC, comes from the

coherent superposition operation.

Figure 4.6: The CPU running time for the MC-DBP (16 steps/span), SC-DBP-
PCTW, SC-DBP (1 step/span), PCTW and LDC techniques.

Fig. 4.6 shows the central processing unit (CPU) running time as a function of the

number of fiber spans for the MC-DBP (16 steps/span), SC-DBP-PCTW, SC-DBP

(1 step/span), PCTW and LDC techniques. The results show that the CPU running

time of the proposed SC-DBP-PCTW scheme is significantly lower than that of MC-

DBP with 16 steps per span. Also, it is observed from the inset of Fig. 4.6 that the

computation time of the proposed SC-DBP-PCTW technique is only slightly higher
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than the SC-DBP with a 1 step/span.

4.6 Conclusion

In this chapter, we discussed the background of the problem associated with the in-

dividual implementations of the SC-DBP, MC-DBP, and PCTW techniques to com-

pensate for the intra- and inter-channel nonlinear effects. Based on the background

study, we proposed a low-complexity joint technique for fiber nonlinearity compen-

sation, which combines the SC-DBP and PCTW techniques. The proposed scheme

provides a performance gain higher than applying the SC-DBP and PCTW tech-

niques individually in a 401.33 Gbps 16-QAM-CO-OFDM superchannel system, at a

transmission distance of 2000 km. It also almost doubles the transmission reach when

compared to the LDC case and provides about 28% increase compared to the PCTW

technique. In addition to that, the proposed technique shows similar performance as

the MC-DBP with 16 steps/span.
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Chapter 5

Enhanced Regular

Perturbation-Based Fiber

Nonlinearity Compensation

Technique for Optical Transmission

Systems

5.1 Preamble

This chapter is compiled from the materials extracted from the manuscript titled

“Enhanced regular perturbation-based nonlinearity compensation technique for optical

transmission systems” published in the IEEE Photonics Journal, Aug. 2019 [47].
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5.2 Introduction

The intra-channel fiber nonlinearity effect is considered a dominant impairment in a

dispersion unmanaged optical communication systems [82]. However, the determin-

istic nature of intra-channel nonlinearity allows its electronic compensation either at

the transmitter as a pre-compensation or at the receiver as post-compensation [83].

That is enabled by the introduction of coherent detection and advances in digital

signal processing technology. Digital back-propagation (DBP) is a widely investi-

gated nonlinearity compensation (NLC) technique to combat the detrimental effects

of fiber nonlinearity [5]. DBP can compensate both dispersion and deterministic

intra-channel nonlinearity based on a numerical solution of the nonlinear Schrödinger

equation (NLSE) using the split-step Fourier method (SSFM) [5]. SSFM involves a

large number of linear and nonlinear computation steps per fiber span, thereby the

practical implementation of DBP is limited [83]. That led to increased interest in re-

search for the NLC techniques based on the simplified versions of the NLSE for which

an approximate analytical solution is available. As a result, a Volterra series-based

nonlinear equalizer (VNLE) has been proposed in [36], [38] to compensate for fiber

nonlinearity. However, when applied to long-haul optical fiber links, the computa-

tional complexity of the VNLE may approach that of the DBP technique [83].

In contrast to the VNLE, the first-order regular perturbation (RP) theory-based

NLC, referred to as PB-NLC, has been proposed in the literature to compensate for

the fiber nonlinearity effects [84]- [88]. The PB-NLC technique exhibits reduced com-

putational complexity in comparison with DBP and VNLE. The first-order RP theory

was initially used to model the intra-channel nonlinear distortion effects between short

and highly dispersive Gaussian pulses propagating in single-polarization optical fiber

links [43]. This technique was later extended to dual-polarization systems and applied

as a low-complexity digital NLC in [46]. It is important to note that the first-order
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RP theory adopted in the PB-NLC technique has a serious energy divergence problem

when the fiber launch power increases [44]. That is due to the inaccuracy of the first-

order RP series approximation for the nonlinear phase-shift. To solve this issue, an

enhanced RP (ERP) method was proposed in [44], to model the nonlinear signal prop-

agation in the optical fiber. The ERP method employs a change of variable technique

to eliminate the average accumulated nonlinear phase, around which the phase of

the received signal field swings, before applying the RP method [44]. The ERP-based

technique was initially proposed to model the nonlinearity in dispersion-managed sys-

tems [44]. Later, in [89], the ERP approach was adopted for an alternative framework

to derive the well-known Gaussian noise reference formula in time-domain to model

the nonlinear signal propagation in dispersion unmanaged systems. The ERP method

improves the accuracy of the first-order RP solution at the power levels of interest in

dispersion unmanaged long-haul transmission systems.

In this chapter, we propose to use an ERP-based method to compensate for the

intra-channel nonlinearity, referred to as the ERP-NLC technique. We also introduce

a technique, which is a variation of the ERP-NLC, by simple phase-rotation (PR) of

the nonlinear coefficient matrix of the PB-NLC technique, referred to as the PR-PB-

NLC.

The main contributions of this chapter are as follows:

• We provide a generalized description to show that the ERP technique can solve

the energy divergence problem of the RP-based approach in a dispersion un-

managed transmission system.

• We derive the first-order ERP distortion field in time-domain with Gaussian

shape assumption for the input pulses.

• We develop the nonlinear coefficient matrix of the PR-PB-NLC technique by
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considering only a part of the first-order ERP distortion field.

We carried out numerical simulations for a single or five-channel polarization di-

vision multiplexed 16-quadrature-amplitude-modulation (QAM) optical transmission

system. The results show that the proposed ERP-NLC technique provides significant

performance improvement in terms of the Q-factor and transmission reach, with only

a negligible increase in the computational complexity when compared to the PR-PB-

NLC, PB-NLC, and electronic dispersion compensation (EDC) techniques. Further-

more, we show that the performance improvement of the PR-PB-NLC technique also

comes with a negligible additional computational complexity when compared to the

PB-NLC technique.

5.3 Principle of ERP-based NLC

5.3.1 The ERP-based Approximation of the NLSE

In this section, we provide a generalized description to show the effectiveness of the

ERP method in solving the energy divergence problem of the RP-based approximation

for a dispersion unmanaged transmission system. It is important to note that the

demonstration with a zero-dispersion fiber given in [44] can be considered as a special

case of our generalized description. The NLSE that describes the evolution of the

optical field envelope through an optical fiber is represented as [32]:

∂

∂z
q(z, t′) + α

2 q(z, t
′) + j

β2

2
∂2

∂t′2
q(z, t′) = jγ |q(z, t′)|2 q(z, t′), (5.1)

where q(z, t′) is the optical field, t′ is the time variable, z is the transmission distance,

α is the attenuation, β2 is the group velocity dispersion, and γ is the nonlinearity

coefficient.
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The NLSE in (5.1) can be further simplified by applying the transformation

q(z, t′) , u(z, t) exp(−α
2 z), referred to the delayed time frame t = t′ − (z/vg) cor-

responding to the group velocity vg, and separating the linear and nonlinear parts

as [44], [96]:

∂

∂z
u(z, t) =

(
D̂ + N̂

)
u(z, t) (5.2)

D̂ = −j β2

2
∂2

∂t2
(5.3)

N̂ = jγ |u(z, t)|2 exp(−αz), (5.4)

where D̂ and N̂ are the linear and nonlinear operators [96]. The simplified NLSE in

(5.2) can be numerically solved using the symmetric SSFM as given in [96]. For a

special case of z = z′ (i.e., the first computation step) the symmetric SSFM yields

the solution:

uSSFM(z′, t) = exp
(
z′

2 D̂
)

exp

 z′∫
0

N̂(z)dz

 exp
(
z′

2 D̂
)
u(0, t), (5.5)

where z′ is the step size. It is important to note that the SSFM (in the absence

of fiber loss) alternates between a linear unitary transformation and a time-localized

nonlinear signal-dependent phase-rotation, and hence it is energy-preserving [90].

Alternatively, (5.2) can be analytically solved using the first-order RP method

[44]. The RP-based approach is an iterative method which provides a closed-form

approximate solution of the NLSE. The first-order RP approximation to the optical

field after a transmission distance z = z′ (the step size in the SSFM) is given as:

uRP (z′, t) = u0(z = z′, t) + jγ

z′∫
0

exp(−αz)
(
hz(t)⊗ [|u0(z, t)|2 u0(z, t)]

)
dz, (5.6)
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where u0(z, t) = [hz(t) ⊗ u(0, t)], is the linear (zeroth-order) solution, with ⊗ as the

convolution operation, hz(t) = F−1{exp(−j w2β2z
2 )} at the angular frequency w, and

F−1{.} as the inverse Fourier transform (IFT) operation.

By closely inspecting (5.5), it can be seen that, in the absence of fiber loss, the

signal energy at a transmission distance z = z′ is
∫∞
−∞ |u(0, t)|2 dt, which is the same as

the input energy at z = 0. On the other hand, the first-order RP series approximation

in (5.6) overestimates the signal energy at z = z′, and the relative error grows with

increasing the launch power. To mitigate this discrepancy, the ERP method was

proposed in [44]. In the ERP method, a change of variable is applied in (5.2) to

eliminate the accumulated nonlinear phase before applying the first-order RP method.

The first step is to postulate the solution of (5.2) as [44]:

u(z, t) , ũ(z, t) exp(−jγP0Leff), (5.7)

where Leff ,
∫ z

0 exp(−α
2 ξ)dξ is the fiber effective length and P0 is the peak input

power. Substituting (5.7) in (5.2) factors out the accumulated nonlinear phase from

the solution. As a result, (5.2) with the field ũ(z, t) and substituting the expressions

for D̂ and N̂ , we obtain [44]:

∂

∂z
ũ(z, t) = −j β2

2
∂2

∂t2
ũ(z, t) + jγ[|ũ(z, t)|2 − P0]ũ(z, t). (5.8)

The next step is to solve (5.8) using the first-order RP method. Accordingly, from

(5.7) and (5.8), the zeroth-order solution of the optical field at a transmission distance

z = z′ is obtained as:

uERP0 (z′, t) = ũ0(z = z′, t) exp(−jγP0Leff), (5.9)
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where ũ0(z, t) = [hz(t)⊗ ũ(0, t)]. Similarly, the first-order ERP solution can be repre-

sented as:

uERP1 (z′, t) = jγ

z′∫
0

exp(−αz)
(
hz(t)⊗

[(
|ũ0(z, t)|2 − P0

)
ũ0(z, t)

])
dz

× exp(−jγP0Leff). (5.10)

Combining (5.9) and (5.10), the analytical approximation to the optical field at a

transmission distance z = z′ based on the first-order ERP series can be represented

as:

uERP (z′, t) ≈ ũ0(z′, t) exp(−jγP0Leff) + jγ

z′∫
0

exp(−αz)

×
(
hz(t)⊗

[(
|ũ0(z, t)|2 − P0

)
ũ0(z, t)

])
dz exp(−jγP0Leff). (5.11)

From (5.11), it can be seen that the signal energy at a transmission distance z = z′

is close to
∫∞
−∞ |u(0, t)|2 dt, especially when the input field magnitude approaches its

peak value
√
P0.

5.3.2 The ERP-NLC Technique

The time-domain nonlinear distortion field based on the first-order ERP method is

obtained by solving (5.10) with the Gaussian pulse shape assumption for the input

pulses. It is important to mention that the Gaussian shape assumption for the input

pulse shape is adopted for the simplicity of analysis. This assumption allows the

calculation of the FO nonlinearity coefficients using analytic closed-form expression

involving the exponential integral function. Following the analysis given in Appendix

B.1, the time-domain first-order distortion field at a transmission distance z = L can
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be represented as:

uERP1 (L, t+ kT ) = jγP 3/2 exp(−jγP0Leff)
∑
m

∑
n

∑
l

amana
∗
l

× exp(− t2

6τ 2 )
L∫

0

exp(−αz)√
1 + 2jβ2z/τ 2 + 3(β2z/τ 2)2

× exp

−3
[

2
3t+ (m− l)T

] [
2
3t+ (n− l)T

]
τ 2 (1 + 3jβ2z/τ 2) − (n−m)2T 2

τ 2 [1 + 2jβ2z/τ 2 + 3(β2z/τ 2)2]

 dz︸ ︷︷ ︸
Term 1

− jγP0ak exp(− t2

2τ 2 )
L∫

0

exp(−αz) exp(−jγP0Leff)dz,
︸ ︷︷ ︸

Term 2

(5.12)

where k = m+ n− l, m, n, l are the symbol indices, P is the launch power, τ is the

pulse width, and T is the symbol interval.

Equation (5.12) calculates the time-domain first-order ERP distortion field at

k = m + n − l caused by the nonlinear interaction between three pulses located at

the time indices m, n, and l. Since the ERP technique is a modification to the RP

method, we followed a similar mathematical analysis in [46] to derive the nonlinear

distortion field. In the first term of (5.12), we obtained a modified expression with

a time-invariant phase-rotation term exp(−jγP0Leff) when compared to the PB-NLC

technique. On the other hand, the second term of (5.12) is independently obtained

in our analysis and is proportional to the complex amplitude of the symbol at time

index k.

The basic idea of the ERP-NLC pre-compensation technique is to calculate the

nonlinear distortion field using (5.12), and then to subtract it from the transmitted

field to generate the pre-distorted waveform. In general, the integrals in (5.12) cannot

be solved analytically due to the presence of the attenuation term. Therefore, we adopt

the conventional RP method by ignoring exp(−αz), as given in [43], to obtain the
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closed-form solution. Without loss of generality, in the implementation, we focus on

the perturbation of the symbol at index k = 0, i.e., l = m+n. That will simplify (5.12)

by replacing the triple summation with a double summation. It is worth mentioning

that the nonlinear distortion field calculation at any other index, for example k =

m+n− l, using (5.12) is the same as the calculation at k = 0. The pre-compensation

is assumed to operate at the symbol rate; therefore, only the perturbation value at

t = 0 is calculated. In a typical dispersion unmanaged optical transmission system, the

chromatic dispersion-induced pulse spreading is usually much larger than the symbol

duration, i.e., β2z � τ 2 [46]. With the large chromatic dispersion assumption and

following a similar procedure as in [46], the nonlinear distortion field for the zeroth

symbol at t = 0 can be obtained as:

uERP1 (L, t) = jγ exp(−jγP0Leff)

×
[

τ 2
√

3 |β2|
P 3/2∑

m

∑
n

ama
∗
m+nanCFO

m,n − P0a0Leff

]
. (5.13)

In (5.13), CFO
m,n is the first-order perturbation coefficient matrix, which is represented

as:

CFO
m,n =



∫ L
0 dz 1√

τ4/(3β2
2)+z2

, m = n = 0

1
2E1( (n−m)2T 2τ2

3|β2|2L2 ), m orn = 0 andm 6= n

E1(−jmnT 2

β2L
), m 6= n 6= 0,

(5.14)

where E1(x) =
∫∞
x

e−t

t
dt is the exponential integral function.

The nonlinear distortion field in (5.13) can be extended to dual-polarization using

the Manakov equation for the nonlinear signal propagation, as shown in Appendix B.2.

Using (B.13) one can show that the six Gaussian input pulses
√
Pam/l/n,x/y exp(−(t−

Tm/l/n)2/2τ 2) at three time instants Tm, Tl, Tn for the two polarizations generate the
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nonlinear distortion field for the zeroth symbol, i.e., l = m+ n, as:

uERP1,x/y(L, t) = j
8
9γ exp(−jγP0Leff)

 τ 2
√

3 |β2|
P 3/2∑

m

∑
n

(an,x/ya∗m+n,x/yam,x/y

+an,y/xa∗m+n,y/xam,x/y)CFO
m,n − P0a0,x/yLeff

, (5.15)

where am/(m+n)/n,x/y and a0,x/y are the symbol complex amplitudes. It is important to

note that the peak power P0 is selected as 3
2P in the implementation of the ERP-NLC

technique, as per the analysis given in [89].

The first-order ERP-based nonlinear distortion field in (5.15) consists of a time-

invariant phase rotation term exp(−jγP0Leff) and a time-variant term proportional

to the complex amplitude of the symbol at index 0, when compared to the RP-

based distortion field in [46]. It is noteworthy that the perturbation coefficient matrix

CFO
m,n and the phase rotation term exp(−jγP0Leff) are calculated offline and stored in

look-up tables (LUTs). As a result, the performance improvement of the proposed

ERP-NLC technique comes with a negligible additional complexity when compared

to the PB-NLC technique.

Besides the ERP-NLC technique, we consider a method by simple PR of the

perturbation coefficient matrix of the PB-NLC technique by using only the first part

of (5.15). We refer to this technique as PR-PB-NLC. It is worth mentioning that the

PR-PB-NLC is similar to an intra-channel NLC technique proposed in [103]. The

method given in [103] modifies the perturbation coefficient matrix by multiplying

with a PR term similar to the PR-PB-NLC technique. It is important to note that

the PR method in [103] selects the optimum phase by sweeping the phase angle in

the range 0 to 1 rad. On the other hand, the PR-PB-NLC technique calculates the

rotation phase angle, which is proportional to the fiber effective length, as γP0Leff.

The PR-PB-NLC can be considered as a variation of the ERP-NLC technique by using
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only the first part of (5.15). It should be noted that the additional computational

complexity of the PR-PB-NLC is negligibly small when compared to the PB-NLC

technique. We have included the result for the PR-PB-NLC along with the ERP-NLC

technique to compare the performance. We evaluate the implementation complexity

of the proposed ERP-NLC and PR-PB-NLC techniques in terms of the number of

real-valued multiplications per symbol in Section 5.5.

Fig. 5.1 shows the magnitude of CFO
m,n relative to the largest coefficient CFO

0,0 , at

a transmission distance of 1200 km. The nonlinear distortion calculation in (5.15)

contains infinite terms when m andn approach infinity. In the implementation, we

truncate them when the perturbation coefficient CFO
m,n is less than a threshold value

given as 20 log10

(∣∣∣CFO
m,n

∣∣∣ / ∣∣∣CFO
0,0

∣∣∣) < −40 dB [46].

Figure 5.1: The magnitude of Cm,n relative to the largest coefficient C0,0, at a trans-
mission distance of 1200 km.

Fig. 5.2 shows the block diagram of the ERP-NLC technique. In the pre-

compensation technique, the perturbative nonlinear distortion caused by the intra-

channel nonlinearity is calculated, first using (5.15) and then subtracted from the

transmitted field, as shown in Fig. 5.2.
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Figure 5.2: The block diagram of the ERP-NLC technique.

5.4 Simulation Setup

Fig. 5.3 shows the simulation setup for the ERP-NLC technique. At the transmitter,

after the 16-QAM symbol mapping, the first-order ERP-NLC is carried out as a pre-

compensation at one sample/symbol. Then, a root-raised-cosine filter with a roll-off

factor 0.1 is applied in each polarization for the pulse shaping. The data transmission

rate is 32 Gbaud. After digital-to-analog conversion and low-pass filtering, the pre-

compensated signal is converted to the optical domain using an in-phase/quadrature-

phase modulator.

The long-haul transmission link consists of several spans of standard single-mode

fiber with the span length of 80 km, the attenuation coefficient of 0.2 dB.km−1, the

nonlinear parameter of 1.22 W−1.km−1, the dispersion parameter of 16 ps.nm−1.km−1,

and the polarization mode dispersion coefficient of 0.1 ps.km−1/2. The optical power

loss in each fiber span is compensated by an erbium doped fiber amplifier with 16 dB

gain and 5.5 dB noise figure. At the receiver, the signal is coherently detected using

a polarization diversity detector. After analog-to-digital conversion and root-raised-
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Figure 5.3: Simulation setup for ERP-NLC technique (single-channel). RRC:
root-raised-cosine, DAC: digital-to-analog converter, LPF: low pass filter, IQ: in-
phase/quadrature phase, PBC: polarization beam combiner, Nspans: number of spans,
EDFA: erbium doped fiber amplifier, ADC: analog-to-digital converter, CD: chromatic
dispersion.

cosine filtering, dispersion compensation is performed. Then, an adaptive equalization

is carried out for the state-of-polarization recovery. After that, the carrier phase is

recovered using the Viterbi-Viterbi algorithm. Finally, symbol detection and demod-

ulation is applied to recover the transmitted information bits. We adopt the Q-factor

to evaluate the system performance which is directly derived from the bit-error rate,

as given in [104].

5.5 Simulation Results

We carried out numerical simulation for the single-/five-channel polarization-division

multiplexed 16-QAM optical transmission system to evaluate the performance of the
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proposed ERP-NLC technique.

Figure 5.4: Q-factor versus launch power for the SC-DBP, ERP-NLC, PR-PB-NLC,
PB-NLC, and EDC techniques after the propagation over 2800 km.

We compare the performance of the ERP-NLC technique with the single-channel

(SC)-DBP, PR-PB-NLC, PB-NLC, and EDC techniques. The SC-DBP technique

is implemented with one step per span. It is worth mentioning that increasing the

number of steps per span increases the compensation performance of the SC-DBP

technique with a corresponding increase in the computational complexity. For exam-

ple, the SC-DBP with 16 steps/span can increase the optimum Q-factor by ∼ 1.5

dB for an SC system with a 16 times increase in the computational complexity when

compared to the one step/span implementation [91]. Fig. 5.4 shows the Q-factor as

function of launch power for a 256 Gb/s SC transmission system. It is evident from

Fig. 5.4 that the proposed ERP-NLC technique improves the Q-factor performance

by ∼0.6 dB and ∼0.3 dB when compared to the EDC and the PB-NLC techniques,

respectively, at a transmission distance of 2800 km. It is interesting to note that
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Figure 5.5: Maximum reach as a function of the launch power at 20% OH-SD-FEC
limit for the SC-DBP, ERP-NLC, PR-PB-NLC, PB-NLC, and EDC techniques.

the PR-PB-NLC technique improves the Q-factor by ∼0.35 dB and ∼0.1 dB when

compared to the EDC and PB-NLC techniques, respectively.

In Fig. 5.5, we plot the maximum reach as a function of the launch power at a

20% overhead (OH) soft-decision (SD) forward error correction (FEC) limit with a

BER value of 2.8 × 10−2 [92]. It is observed that the maximum transmission reach

for the SC-DBP, ERP-NLC, PR-PB-NLC, PB-NLC, and EDC is 5840 km, 5340 km,

5020 km, 4760 km, and 4000 km, respectively. These results indicate that the ERP-

NLC technique provides an extended transmission reach by 33.5% and 12.2% when

compared to the EDC and the PB-NLC techniques, respectively. Besides the ERP-

NLC technique, the PR-PB-NLC yields an extended transmission reach of 5.5% when

compared to the PB-NLC technique. That is attributed to the fact that the fiber

has attenuation, in reality, and so, the optimum perturbation coefficient should be

different from Cm,n of the PB-NLC technique [46]. The PR of the perturbation co-

efficient matrix in (2.14) partially solves this problem through the parameter Leff
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in the calculated rotation phase angle of the PR-PB-NLC technique. Notably, the

ERP-NLC technique improves the transmission reach by 6.4% when compared to the

PR-PB-NLC technique.

Figure 5.6: Q-factor versus launch power for the central WDM channel of the SC-
DBP, ERP-NLC, PR-PB-NLC, PB-NLC, and EDC techniques after the propagation
over 2800 km.

The performance of a 1.28 Tb/s five-channel WDM transmission system is shown

in Fig. 5.6 and Fig. 5.7. The channel spacing is 37.5 GHz. The central WDM

channel is arbitrarily selected for performance evaluation. In Fig. 5.6, results show

that the proposed ERP-NLC technique improves the Q-factor performance by ∼0.3

dB and ∼0.2 dB when compared to the EDC and PB-NLC techniques, respectively,

at a transmission distance of 2800 km. On the other hand, the PR-PB-NLC technique

shows a Q-factor improvement of ∼0.2 dB and ∼0.08 dB when compared to the EDC

and PB-NLC techniques, respectively.
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Figure 5.7: Maximum reach as a function of the launch power at 20% OH-SD-FEC
limit for the central channel in a five-channel WDM system.

Results given in Fig. 5.7 indicate that the maximum reach at 20% OH-SD-FEC

limit for the SC-DBP, ERP-NLC, PR-PB-NLC, PB-NLC, and EDC techniques is 4050

km, 3820 km, 3620 km, 3520 km, and 3300 km respectively. Accordingly, the proposed

ERP-NLC technique provides an extended transmission reach of 16%, 8.5%, and 5.5%

when compared to the EDC, PB-NLC, and PR-PB-NLC techniques, respectively. It

is important to note that the PR-PB-NLC technique improves the transmission reach

by only 2.8% when compared to the PB-NLC technique. It is observed that the Q-

factor improvement for the WDM system is less when compared to the SC system.

That can be easily explained, as the inter-channel nonlinear distortions, such as cross-

phase modulation and cross-polarization modulation, are the dominant impairments

in a dispersion unmanaged WDM system, which cannot be compensated for by the

intra-channel NLC techniques [83]. Further performance improvement can be achieved

by including the inter-channel effects in the ERP-NLC technique. For WDM systems

with many channels, the strong walk-off and phase-mismatch between the widely

122



separated channels reduce the nonlinearity effects on transmission beyond an effective

bandwidth [91]. In such cases, a mean-field approach can be used for NLC, which

neglects the time and z-variations of the channels outside an effective bandwidth [91].

The effective bandwidth is chosen as a trade-off between implementation complexity

and compensation performance [91].

5.6 Complexity Evaluation

In this section, the computational complexity evaluation is performed for the SC-DBP,

ERP-NLC, PR-PB-NLC, PB-NLC, and EDC techniques; the real-valued multiplica-

tions per symbol is considered as the performance metric. SC-DBP is implemented

with one step per span. The nonlinearity coefficient matrix of the ERP/RP-based

NLC techniques is truncated at a threshold of -40 dB. Number of real-valued multipli-

cations per symbol for the SC-DBP technique is given by 2(4NspansNFFT log2(NFFT)+

10.5NspansNFFT), where Nspans is the number of fiber spans and NFFT is the fast

Fourier transform size [5]. For the PB-NLC technique, the expression for the num-

ber of real-valued multiplications per symbol is given as 2(20M + 3), where M is

the number of significant perturbation coefficients in CFO
m,n [73]. In the PR-PB-NLC

technique, the phase rotation term exp(−jγP0Leff) is calculated offline and stored in

a LUT. Accordingly, the PR-PB-NLC technique has only one additional complex-

valued multiplication per symbol when compared to the PB-NLC technique. There-

fore, the number of real-valued multiplications per symbol for the PR-PB-NLC tech-

nique is given as 2(20M + 7). The proposed ERP-NLC technique consists of an ad-

ditional time-invariant phase rotation term exp(−jγP0Leff) and a time-variant term

P0a0,x/yLeff when compared to the PB-NLC technique. It is important to note that

the phase rotation term exp(−jγP0Leff) is calculated offline and stored in a LUT, as
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in the PR-PB-NLC technique. That yields only one complex-valued multiplication

per symbol in the implementation of the ERP-NLC technique. Similarly, the term

P0a0,x/yLeff contributes two real-valued multiplications and one complex-valued mul-

tiplication per symbol to the computational complexity of the ERP-NLC technique.

As a result, the number of real-valued multiplications per symbol for the ERP-NLC

technique is given as 2(20M + 9). For the EDC technique, the number of real-valued

multiplications per symbol is given as 2(4NFFT log2(NFFT) + 4NFFT)/Ns [5]. It is

important to note that the factor 2 in the complexity expressions accounts for the

dual-polarization transmission.

Figure 5.8: The number of real-valued multiplications/symbol for the SC-DBP, ERP-
NLC, PR-PB-NLC, PB-NLC, and EDC techniques as a function of the number of
spans.

Fig. 5.8 shows the number of real-valued multiplications per symbol as a function

of the number of fiber spans, Nspans for the considered techniques. Results show that

the complexity of the SC-DBP technique increases rapidly as the number of fiber span

increases. On the other hand, for the ERP-NLC, PR-PB-NLC, and PB-NLC tech-
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niques, the complexity increases only slightly as the number of fiber spans increases.

That is due to a slight increase in the number of coefficients in the nonlinear coeffi-

cient matrix CFO
m,n, satisfying the truncation threshold, as the number of fiber spans

increases. It is interesting to note that the additional computational complexity of the

ERP-NLC and PR-PB-NLC techniques, when compared to the PB-NLC technique,

is negligible.

Figure 5.9: The CPU running time for the SC-DBP, ERP-NLC, PR-PB-NLC, PB-
NLC, and EDC techniques as a function of the number of spans.

Fig. 5.9 shows the central processing unit (CPU) running time for the SC-DBP,

ERP-NLC, PR-PB-NLC, PB-NLC, and EDC techniques as a function of the number

of spans. The results indicate that the computation time of the proposed ERP-NLC

technique is only slightly higher than that of the PB-NLC technique and significantly

lower than that of the SC-DBP technique.

125



5.7 Conclusion

In this chapter, we have proposed an ERP-based NLC technique, referred to as ERP-

NLC. We have shown through numerical simulations that this technique extends the

transmission reach by 33.5%, 12.2%, and 6.4% when compared to the EDC, PB-NLC,

and PR-PB-NLC techniques, respectively, for a 256 Gb/s single-channel transmis-

sion system. We have also demonstrated that, for a 1.28 Tb/s five-channel WDM

transmission system, ERP-NLC improves the transmission reach by 16%, 8.5%, and

5.5% when compared to the EDC, PB-NLC, and PR-PB-NLC techniques, respec-

tively. The complexity evaluation using the number of real-valued multiplications per

symbol indicates that the additional complexity of the proposed ERP-NLC technique

is negligibly small when compared to the PB-NLC technique.
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Chapter 6

Second-Order Perturbation

Theory-Based Digital Predistortion

for Fiber Nonlinearity

Compensation

6.1 Preamble

This chapter is compiled from the materials extracted from the preprint titled “Intra-

channel nonlinearity compensation based on second-order perturbation theory,” arXiv:

2005.01191v1 [cs.IT], May 2020 [105].

6.2 Introduction

In recent years, the increased usage of bandwidth-intensive applications such as vir-

tual reality and cloud services, as well as Internet-of-Things dramatically increased
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the network traffic in the core communication network [2]- [4]. That necessitates the

development of high data-rate optical communication systems to handle such traffic

surges. The modern high data-rate optical transmission systems use multilevel mod-

ulation formats, which require a higher optical signal-to-noise ratio (OSNR). How-

ever, the optical intensity-dependent nonlinear Kerr effect significantly degrades the

transmission performance as the fiber launch power increases [32], [93]. In a dis-

persion unmanaged optical communication system, the signal-to-signal intra-channel

Kerr nonlinearity is considered a dominant impairment, which limits the transmis-

sion performance [93]. It is worth mentioning that the signal-to-signal intra-channel

nonlinearity can be compensated in principle due to its deterministic nature [94], [95].

It was shown a few years ago that digital compensation of the intra-channel fiber

nonlinearity impairment could be achieved using coherent detection and digital signal

processing [5], [58]. Digital back-propagation (DBP) is an extensively investigated

fiber nonlinearity compensation (NLC) technique, which uses the numerical solution

of the nonlinear Schrödinger equation (NLSE) [96]- [97]. However, the implementation

complexity of the DBP technique is impractically high when applied to the long-haul

optical transmission links [98]- [102]. Alternatively, the NLSE can be analytically

solved using the perturbation theory [44]. In this approach, the solution of NLSE

can be expanded as an infinite power series of the fiber nonlinearity coefficient [44].

Such an iterative method provides a closed-form approximation of the nonlinearly

distorted signal field, which imparts a good insight into the nature of the interaction

between CD and Kerr nonlinearity [44]. The first-order (FO) perturbation theory

(the perturbation series approximation truncated to FO) was initially used to model

the intra-channel nonlinearity distortion between highly dispersive and ultra-short

Gaussian pulses propagating in the optical fiber link [43]. These results were later
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adopted in [46] to design an FO perturbation theory-based NLC∗ (FO-PB-NLC) to

deal with the detrimental effects of fiber nonlinearity. The main advantage of the

perturbation theory-based approach is the possibility of a single-stage implementation

for the entire fiber link [46], [87]. It also facilitates one sample per symbol processing,

which relaxes the stringent requirement on the electronic hardware speed [46], [87].

On the other hand, the compensation performance of the FO-PB-NLC technique

decreases as the launch power increases [47]. This is attributed to the fact that the FO

perturbation series approximation becomes inaccurate to model the nonlinear phase

shift as the launch power increases [47]. The use of higher-order modulation formats

in the high data-rate optical communication system increases the transmit launch

power, and thereby, the higher-order perturbation terms become significant in such

transmission systems [47].

In this chapter, we propose the extension of the FO-PB-NLC technique to the

second-order (SO), referred to as the SO-PB-NLC, to improve the NLC performance.

The main contributions of this chapter are summarized as follows:

• We present a rigorous mathematical analysis to derive the expression for the SO

nonlinear distortion field in time-domain with a Gaussian shape assumption for

the input pulse shape.

• We investigate simplifying assumptions to make the expression for the SO non-

linear distortion field less complex.

• We design and implement a digital predistorter using the simplified SO nonlinear

distortion field to compensate for the fiber nonlinearity.

• We carry out a complexity analysis and show that the implementation com-
∗In the perturbation theory-based approach, NLC is often referred to as either predistortion or

post-compensation method. In our work on the perturbation theory-based technique, NLC refers to
the predistortion method to compensate for the fiber nonlinearity.
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Figure 6.1: System model comprising a transmitter with a perturbation theory-based
predistorter and a pulse shaper, fiber-optic transmission link with Nspans spans of
SSMF and EDFA, and a receiver with a CD post-compensator followed by a decision
unit. SSMF: standard single-mode fiber, EDFA: erbium-doped fiber amplifier, CD:
chromatic dispersion.

plexity of the digital predistorter based on the simplified SO distortion field is

significantly less when compared to the DBP technique.

• We show that the SO-PB-NLC technique provides an extended transmission

reach by 14% over the FO-PB-NLC technique, and is only a bit lower in perfor-

mance than DBP which has a high implementation complexity.

6.3 System Model

6.3.1 High-level Description

The system model, shown in Fig. 6.1, comprises a perturbation theory-based pre-

distorter and a pulse shaper at the transmitter, a fiber-optic transmission link with

Nspans spans of standard single-mode fiber (SSMF), and the receiver consisting of a

CD post-compensator followed by a decision unit. In each fiber span, an erbium-

doped fiber amplifier (EDFA) is employed for the periodic amplification of the optical

signal to compensate for the fiber attenuation.

A sequence of K symbols a = [a1, a2, ..., aK ] ∈ ΩK , with Ω as the symbol alphabet,
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is predistorted first to compensate for the intra-channel fiber nonlinearity. Then, the

predistorted signal ã is passed through a pulse shaping filter g(t́), where t́ is the time

variable. The resultant signal can be represented as u(t́, z = 0) = ∑K
k=1 akg(t́ − kT ),

where z is the space variable and T is the symbol duration. After pulse shaping,

the signal is up-converted to the optical domain and transmitted over the fiber-optic

transmission link. At the receiver, after down-conversion to the electrical domain, the

baseband signal field can be represented as r(t́, z = L), where L is the transmission

length. Then, the accumulated∗ CD is compensated in the electrical domain. Finally,

we employ a symbol-by-symbol maximum likelihood detection to carry out the symbol

decisions.

6.3.2 Optical Fiber Channel: Signal Propagation Model

In this subsection, we describe the model of signal propagation in the optical fiber

channel. The derivation shown in this subsection is adopted from [96]. In a single-

mode optical fiber channel, the propagation of the optical field complex envelop q(z, t́)

can be modeled by using the NLSE (noiseless) as:

∂

∂z
q(z, t′) + α

2 q(z, t
′) + j

β2

2
∂2

∂t′2
q(z, t′) = jγ |q(z, t′)|2 q(z, t′), (6.1)

where α is the attenuation, β2 is the group velocity dispersion, γ is the nonlinearity

coefficient, and z is the transmission distance. The NLSE can be further simplified by

introducing a normalized field u(z, t) referred to the delayed time frame t = t′−(z/vg)

corresponding to the group velocity vg. Thus, by applying the transformation q(z, t′) ,

u(z, t) exp(−α
2 z), (2.1) can be modified as:

∗In a typical dispersion unmanaged optical transmission system, the accumulated CD is com-
pensated in electrical domain using frequency-domain equalizers employing overlap-add/overlap-save
algorithm [106].
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∂

∂z
u(z, t) + j

β2

2
∂2

∂t2
u(z, t) = jγ |u(z, t)|2 u(z, t) exp(−αz). (6.2)

The propagation model in (6.2) can be rearranged by separating the linear and non-

linear parts as:

∂

∂z
u(z, t) =

(
D̂ + N̂

)
u(z, t) (6.3)

D̂ = −j β2

2
∂2

∂t2
(6.4)

N̂ = jγ |u(z, t)|2 exp(−αz), (6.5)

where D̂ and N̂ are the linear and nonlinear operators.

6.4 Theory of the Second-order Perturbation-based

Predistortion

In this section, we first discuss the theory of the SO perturbative correction to the

nonlinear distortion field, which is the foundation of the SO-PB-NLC technique. Then,

we illustrate the implementation of the SO-PB-NLC technique in the context of a

single-polarization and single-channel transmission system.

The differential equation governing the SO distortion field can be represented as:

∂

∂z
u2(z, t) = −j β2

2
∂2

∂t2
u2(z, t)︸ ︷︷ ︸

Linear part

+


j2 |u0(z, t)|2 ũ1(z, t) exp(−αz)︸ ︷︷ ︸

Term 1

+ju2
0(z, t)ũ∗1(z, t) exp(−αz)︸ ︷︷ ︸

Term 2


︸ ︷︷ ︸

Nonlinear part

, (6.6)

where ũ1 is the FO field distorted by CD in the incremental length of z while evolving
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along the optical fiber. It is important to mention that the dispersed FO ghost pulse

is considered in the calculation of the SO distortion field.

The equation (6.6) represents the evolution of the SO distortion field along the

dispersive and nonlinear optical fiber channel. That is similar to the evolution equa-

tion of the noise field, as given in (19) of [107]. In (6.6), the linear part causes

the dispersion of the SO nonlinear distortion field u2 when it evolves through the

fiber. The nonlinear part has two terms: Term 1 and Term 2. Term 1 represents the

intra-channel cross-phase modulation (IXPM) between the zeroth-order and the FO

distortion fields, whereas Term 2 is the intra-channel four-wave mixing (IFWM) term.

Figure 6.2: The quintuplet pulses involved in the SO distortion field calculation.

In contrast to the triplet pulses-induced nonlinear ghost pulse generation in the FO

perturbation theory, the SO distortion field u2 is generated by nonlinear interaction

between quintuplet pulses, as shown in Fig. 6.2. In Fig. 6.2, the triplet pulses located

at arbitrary time indices m, n, and l generate the FO ghost pulse at the time index

m + n− l. That will further interact nonlinearly with the zeroth-order pulses at the

time indices k and p = m + n − l + k, where p is the phase-matching condition, to

induce the SO ghost pulse at zeroth time index. Accordingly, the SO ghost pulse
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CSO, Term 1
m,n,l,k = −τ 4

L∫
0

z∫
0

exp(−α(z + s))√
−A(z, s)B(s)

exp
{

2T 2

τ 2A(z, s)B(s)

[
Cm,n,l,kτ

8

+ jβ2(Dm,n,l,ks− Em,n,l,kz)τ 6 + 3
2β

2
2(Fm,n,l,ks

2 −Gm,n,l,ksz +Hm,n,l,kz
2)τ 4

+ 3
2jβ

3
2sz(Im,n,l,ks− Jm,n,l,kz)τ 2 +1

4s
2z2β4

2Km,n,l,k

]}
ds dz, (6.7)

where

A(z, s) =
(
jτ 6 − 3β2 (s+ 2/3z) τ 4 − 6jβ2

2 (s− 7/6z) zτ 2 − 5sz2β3
2

)
, (6.8)

B(s) =
(
jτ 2 + β2s

)
, (6.9)

Cm,n,l,k =
(
7/4l2 + (−k/2− 2m− 2n) l + 3/4m2 + (k/2 + n)m

+1/2nk + 1/2k2 + 3/4n2
)
, (6.10)

Dm,n,l,k =
(
−l2 + (−k +m/2 + n/2) l + 1/2m2 + (k − n/2)m

+nk + 1/2n2 + k2
)
, (6.11)

Em,n,l,k =
(
−5l2 + (7/2k + 6(m+ n)) l − 2m2 + 7/2 (−3/7k − 6/7n)m

−1/2 (3k + 4n)n) , (6.12)
Fm,n,l,k =

(
1/2l2 − (m+ n+ k) l + 1/2m2 + (n+ k)m+ nk + 1/2n2 + k2

)
, (6.13)

Gm,n,l,k =
(
−10/3l2 + (10/3k + 4(m+ n)) l − 2/3m2 + 10/3 (−3/5k − n)m

−2/3 (3k + n)n) , (6.14)
Hm,n,l,k =

(
7/2l2 + 7/2 (−4/3m− 4/3n) l + 2nm+ 13/6(m+ n2)

)
, (6.15)

Im,n,l,k = (k (l −m− n)) , (6.16)
Jm,n,l,k =

(
10/3l2 + 1/3 (−13(m+ n)) l +m2 + 11/3nm+ n2

)
, (6.17)

Km,n,l,k =
(
(l −m− n)2

)
. (6.18)

is generated by the nonlinear interaction between the FO ghost pulse and two other

linearly dispersed pulses.

For simplicity of analysis, we consider Term 1 and Term 2 of the nonlinear part

in (6.6) separately, and finally, combine them.

Lemma 1. By considering Term 1 of the nonlinear part in (6.6), the coefficient of

the nonlinear interaction between five input Gaussian pulses
√
P0am/n/l/k/p exp(−(t−

Tm/n/l/k/p)2/2τ 2) at five time indices Tm, Tn, Tl, Tk, Tp with the assumption of a sym-
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bol rate operation (i.e., t = 0) and substituting the phase-matching condition p =

m+ n− l + k, can be expressed as (6.7).

Proof: Please refer to Appendix C.1.

It is important to mention that the Gaussian shape assumption for the input pulse

shape is adopted to simplify the mathematical analysis. In the perturbative analysis,

the nonlinear perturbation coefficients are calculated using the overlap integrals that

relate the symbol under consideration to other symbols that take part in the nonlinear

interaction. The overlap integrals cannot be calculated analytically for non-Gaussian

pulse shapes, such as root-raised cosine (RRC) or Nyquist pulses [108]. It requires

additional approximations, such as the stationary-phase approximation, to circumvent

the difficulty in explicitly evaluating overlap integrals. The results in [109] indicate

that the Gaussian pulse shape assumption in the perturbative analysis is reasonably

valid for systems using RRC pulse shape to demonstrate the proof of concept.

Lemma 2. By considering Term 2 of the nonlinear part in (6.6), the coefficient of

the nonlinear interaction between five input Gaussian pulses
√
P0am/n/l/k/p exp(−(t−

Tm/n/l/k/p)2/2τ 2) at five time indices Tm, Tn, Tl, Tk, Tp with the assumption of a sym-

bol rate operation and substituting the phase-matching condition p = m + n − l + k,

can be expressed as (6.19).

Proof: Please refer to Appendix C.2.

The 4-dimensional (D) matrices CSO, Term 1
m,n,l,k and CSO, Term 2

m,n,l,k represent the coeffi-

cients of nonlinear interaction between the quintuplet pulses shown in Fig. 6.2.

Theorem 1. The five input Gaussian pulses
√
P0am/n/l/k/p exp(−(t−Tm/n/l/k/p)2/2τ 2)

at five time indices Tm, Tn, Tl, Tk, and Tp, where p = m + n − l + k is the phase-

matching condition, generate the SO ghost pulse at the zeroth time index; with the

assumption of a symbol rate operation, this can be expressed as:
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CSO, Term 2
m,n,l,k =

√
3τ 4

L∫
0

z∫
0

√
Â(z, s) exp(−α(z + s))√

B̂(z, s)Ĉ(z)
(√
−B(s)D̂(z, s)

)∗ exp
{

−jT 2

2τ 2B̂(z, s)Ê(z)F̂ (s)[
Ĝm,n,l,kτ

8 + 2jβ2(Ĥm,n,l,kz + Îm,n,l,ks)τ 6 − 3β2
2(Ĵm,n,l,kz2 − K̂m,n,l,ksz + L̂m,n,l,ks

2)τ 4

− 2jβ3
2sz(M̂m,n,l,kz + N̂m,n,l,ks)τ 2 −s2z2β4

2Ôm,n,l,k

] }
ds dz, (6.19)

where

Â(z, s) =
(
jτ 4 + jszβ2

2 + 3τ 2β2 (s− z)
)
, (6.20)

B̂(z, s) =
(
τ 4 − 3j (s− 7/3z) β2τ

2 + 5szβ2
2

)
, (6.21)

Ĉ(z) =
(
jτ 2 + β2z

)
, (6.22)

D̂(z, s) =
(
τ 4 + szβ2

2 + j3 τ 2β2 (s− z)
)
, (6.23)

Ê(z) =
(
jβ2z − τ 2

)
, (6.24)

F̂ (s) =
(
jτ 2 − β2s

)
, (6.25)

Ĝm,n,l,k =
(
− (m+ n− l + k)2 − k2 − 6l2 + 6 (m+ n) l − 2(m2 +mn+ n2)

)
, (6.26)

Ĥm,n,l,k =
(
−3 (m+ n− l + k)2 + (k + 2(2l −m− n)) (m+ n− l + k)− 3k2

+ (2(2l −m− n)) k − 2l2 + 2 (m+ n) l − 2(m2 −mn+ n2)
)
, (6.27)

Îm,n,l,k =
(
(m+ n− l + k)2 + k2 − 3 (−n+ l) (l −m)

)
, (6.28)

Ĵm,n,l,k =
(
(m+ n− l + k)2 + (2k − 8/3l + 4/3m+ 4/3n) (m+ n− l + k) + k2

−4/3 (2l −m− n) k + 10/3l2 − 10/3 (m+ n) l + 2m2 + 2n2 − 2/3mn
)
, (6.29)

K̂m,n,l,k =
(
4/3 (m+ n− l + k)2 + 4/3 (k − 2l +m+ n) (m+ n− l + k)

+4/3 (n− l + k) (m− l + k)
)
, (6.30)

L̂m,n,l,k =
(
(m+ n− l + k)2 + k2

)
, (6.31)

M̂m,n,l,k =
(
(m+ n− l + k)2 + 2 (k − 2l +m+ n) (m+ n− l + k)

+k2 − 2 (2l −m− n) k + 5 (−n+ l) (l −m)
)
, (6.32)

N̂m,n,l,k =
(
(m+ n− l + k)2 − 3 (m+ n− l + k) k + k2

)
, (6.33)

Ôm,n,l,k =
(
(m+ n− l + 2k)2

)
. (6.34)

u2(L, t) = γ2P
5/2
0

∑
m

∑
n

∑
l

∑
k

[
2ama∗l anaka∗m+n−l+kC

SO, Term 1
m,n,l,k

+a∗mala∗nakam+n−l+kCSO, Term 2
m,n,l,k

]
, (6.35)
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Figure 6.3: The block diagram of the SO-PB-NLC technique using (6.35).

where CSO, Term 1
m,n,l,k and CSO, Term 2

m,n,l,k are given by (6.7) and (6.19), respectively.

Proof: Please refer to Appendix C.3.

The SO predistortion technique using (6.35) is also based on the same simplify-

ing assumptions considered for the FO-PB-NLC technique, such as the full electronic

compensation of the CD effect at the receiver and the Gaussian shape assumption

for the input pulse shape [46]. Fig. 6.3 shows the block diagram of the SO-PB-NLC

technique for a single-polarization and single-channel coherent optical communica-

tion system using (6.35). The SO nonlinearity coefficient matrices CSO, Term 1
m,n,k and

CSO, Term 2
m,n,k are calculated offline and stored in LUTs. Then, the SO distortion field u2

is calculated using (6.35) and subtracted from the zeroth index symbol a0 to generate

the predistorted symbol ã0, as shown in Fig. 6.3.
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6.5 Simplified SO Distortion Field Expression

As discussed previously, the SO-PB-NLC technique uses (6.35) to calculate the SO

nonlinear distortion field. It considers the nonlinear interaction of the quintuplet

pulses located at all possible arbitrary time indices. However, (6.35) is practically

unrealizable as the possible combinations of the dispersed symbols with symbol in-

dices m, n, l, and k approach infinity. Consequently, we put a cap on the maximum

number of the perturbation terms in the calculation of (6.35) by introducing a trunca-

tion threshold for the 4-D nonlinearity coefficient matrices CSO, Term 1
m,n,l,k and CSO, Term 2

m,n,l,k .

The truncation threshold can be defined as the threshold at which the magnitude of

CSO, Term 1/Term 2
m,n,l,k is less than the maximum magnitude CSO, Term 1/Term 2

0,0,0,0 by a factor

µ, i.e., 20 log10

(∣∣∣CSO, Term 1/Term 2
m,n,l,k

∣∣∣ / ∣∣∣CSO, Term 1/Term 2
0,0,0,0

∣∣∣) < µ [46].

Although we truncate at the threshold µ, the 4-D nonlinearity coefficient matrices

may still contain a large number of terms. To further reduce the number of coefficient

terms, we neglect the FO fields generated at the time indices other than that of the

symbol under consideration (i.e., the pulse at zeroth index) for which the SO distortion

field is calculated. That can be achieved by substituting the phase-matching condition

l = m + n in (6.7) and (6.19). Figs. 6.4 and 6.5 show the nonlinear interaction

between the quintuplet pulses in Term 1 and Term 2 of (6.6), respectively, for the

phase-matching condition l = m + n. In Fig. 6.4, the phase-matching condition

l = m + n leads to |p| = |k|. That results in a two-pulse collision between the FO

ghost pulse and one other linearly dispersed pulse. On the other hand, in Fig. 6.5,

the phase-matching condition l = m+n leads to p = −k and −k = p, which increases

the chance of constructive/destructive interference caused by the three-pulse collision

between the FO ghost pulse and the linearly dispersed pulses. We numerically evaluate

the performance of the SO predistorter in the presence and absence of this simplifying

assumption in Section 6.7.
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Figure 6.4: The quintuplet pulses involved in Term 1 of (6.6) and their nonlinear
interaction for the phase-matching conditions l = m+ n and |p| = |k|.

Figure 6.5: The quintuplet pulses involved in Term 2 of (6.6) and their nonlinear
interaction for the phase-matching conditions l = m+ n, p = −k, and −k = p.

Corollary 1. By substituting the phase-matching condition l = m + n in (6.35),

the expression for the SO distortion field generated at the zeroth time index can be

represented as:
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C̃SO, Term 1
m,n,k = −τ 4

L∫
0

z∫
0

exp(−α(z + s))√
−A(z, s)B(s)

× exp
{

T 2

A(z, s)B(s)
[
Ǎm,n,kτ

6 + 2jβ2(B̌m,n,kz + Čm,n,ks)τ 4

+ 3β2
2(Ďm,n,kz

2 − Ěm,n,ksz + k2s2)τ 2 −5jmnsz2β3
2

] }
ds dz, (6.36)

where

Ǎm,n,k =
(
k2 +m2 + nm+ n2

)
, (6.37)

B̌m,n,k =
(
m2 + (−2k + n)m− 2kn+ n2

)
, (6.38)

Čm,n,k =
(
k2 − 3/2nm

)
, (6.39)

Ďm,n,k =
(
m2 − 1/3nm+ n2

)
, (6.40)

Ěm,n,k = (4/3 ((k − 3/2n)m+ kn)) . (6.41)

C̃SO, Term 2
m,n,k =

√
3τ 4

L∫
0

z∫
0

√
Â(z, s) exp(−α(z + s))√

B̂(z, s)Ĉ(z)
(√
−B(s)D̂(z, s)

)∗
× exp

{
−jT 2

τ 2B̂(z, s)F̂ (s)

[
Ǎm,n,kτ

6 − jβ2(Ăm,n,kz + B̆m,n,ks)τ 4

+ β2
2s(C̆m,n,kz + 3k2s)τ 2 +2jk2s2zβ3

2

] }
ds dz, (6.42)

where

Ăm,n,k =
(
−6k2 + 4 (m+ n) k − 3m2 + nm− 3n2

)
, (6.43)

B̆m,n,k =
(
2k2 − 3nm

)
, (6.44)

C̆m,n,k =
(
−4k2 + 4k (m+ n)− 5nm

)
. (6.45)

ũ2(L, t) = γ2P
5/2
0

∑
m

∑
n

∑
k

[
2ama∗m+nanaka

∗
kC̃

SO, Term 1
m,n,k

+a∗mam+na
∗
na

2
kC̃

SO, Term 2
m,n,k

]
, (6.46)
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Figure 6.6: The block diagram of the SO-PB-NLC technique using (6.46).

where C̃SO, Term 1
m,n,k and C̃SO, Term 2

m,n,k are given by (6.36) and (6.42), respectively.

Proof: Please refer to Appendix C.4.

Fig. 6.6 shows the block diagram of the simplified version of the SO-PB-NLC tech-

nique using (6.46). The SO nonlinearity coefficient matrices C̃SO, Term 1
m,n,k and C̃SO, Term 2

m,n,k

are calculated offline and stored in LUTs. The SO distortion field ũ2 is calculated us-

ing (6.46) and subtracted from the zeroth index symbol a0 to generate the predistorted

symbol ã0, as shown in Fig. 6.6.

6.6 Extension to Dual-polarization

The propagation of the polarization multiplexed signal in the SSMF is governed by

the Manakov equation, as given in (2.62). The differential equation governing the SO
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distortion field for the polarization multiplexed signal can be represented as:

∂

∂z
u2,x/y(z, t) = −j β2

2
∂2

∂t2
u2,x/y(z, t)︸ ︷︷ ︸

Linear part

+


j2
(∣∣∣u0,x/y(z, t)

∣∣∣2 +
∣∣∣u0,y/x(z, t)

∣∣∣2) ũ1,x/y(z, t) exp(−αz)︸ ︷︷ ︸
Term 1

+j
(
u2

0,x/y(z, t) + u2
0,y/x(z, t)

)
ũ∗1,x/y(z, t) exp(−αz)︸ ︷︷ ︸

Term 2


︸ ︷︷ ︸

Nonlinear part

. (6.47)

Theorem 2. For the case of the transmission of a polarization multiplexed optical

signal through the SSMF, the five input Gaussian pulses
√
P0am/n/l/k/p,x/y exp(−(t −

Tm/n/l/k/p)2/2τ 2) at five time indices Tm, Tn, Tl, Tk, and Tp, where p = m+ n− l+ k

is the phase-matching condition, generate the SO ghost pulse at the zeroth time index;

with the assumption of a symbol rate operation, this can be expressed as:

u2,x/y(L, t) = 64
81γ

2P
5/2
0

∑
m

∑
n

∑
l

∑
k

[
2
(
am,x/ya

∗
l,x/y + am,y/xa

∗
l,y/x

)
an,x/y

×
(
ak,x/ya

∗
m+n−l+k,x/y + ak,y/xa

∗
m+n−l+k,y/x

)
CSO, Term 1
m,n,l,k +

(
a∗m,x/yal,x/y + a∗m,y/xal,y/x

)
×a∗n,x/y

(
ak,x/yam+n−l+k,x/y + ak,y/xam+n−l+k,y/x

)
CSO, Term 2
m,n,l,k

]
, (6.48)

where CSO, Term 1
m,n,l,k and CSO, Term 2

m,n,l,k are given by (6.7) and (6.19), respectively.

Proof: Please refer to Appendix C.5.

It is important to note that, in the dual-polarization system, the coefficient of

nonlinear interaction between the pulses in the co-propagating orthogonal polarization

tributaries is the same as the coefficient of nonlinear interaction for the pulses in the

same polarization. In other words, the nonlinearity coefficient matricesCSO, Term 1
m,n,l,k and

CSO, Term 2
m,n,l,k are same for both single-polarization and dual-polarization systems. Fig.
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Figure 6.7: The block diagram of the SO-PB-NLC technique using (6.48).

6.7 shows the block diagram of the SO-PB-NLC technique for the dual-polarization

system using (6.48). As in the case of the single-polarization system, the nonlinearity

coefficient matrices CSO, Term 1
m,n,l,k and CSO, Term 2

m,n,l,k are stored in LUTs. Then, the SO

distortion field is calculated using (6.48) and subtracted from the zeroth index symbol

to generate the predistorted symbol.

Corollary 2. By substituting the phase-matching condition l = m + n in (6.48),

the expression for the SO distortion field generated at the zeroth time index can be

represented as:

ũ2,x/y(L, t) = 64
81γ

2P
5/2
0

∑
m

∑
n

∑
k

[
2
(
am,x/ya

∗
m+n,x/y + am,y/xa

∗
m+n,y/x

)
an,x/y

×
(
ak,x/ya

∗
k,x/y + ak,y/xa

∗
k,y/x

)
C̃SO, Term 1
m,n,k +

(
a∗m,x/yam+n,x/y + a∗m,y/xam+n,y/x

)
×a∗n,x/y

(
ak,x/yak,x/y + ak,y/xak,y/x

)
C̃SO, Term 2
m,n,k

]
, (6.49)

where C̃SO, Term 1
m,n,k and C̃SO, Term 2

m,n,k are given by (6.36) and (6.42), respectively.

143



Figure 6.8: The block diagram of the SO-PB-NLC technique using (6.49).

Proof: Please refer to Appendix C.6.

Fig. 6.8 shows the block diagram of the simplified version of the SO-PB-NLC

technique using (6.49) for dual-polarization systems. The 3-D nonlinearity coeffi-

cient matrices C̃SO, Term 1
m,n,k and C̃SO, Term 2

m,n,k are calculated offline and stored in LUTs.

Then, the nonlinear distortion field is calculated using (6.49), which is followed by

the subtraction of the calculated field from the zeroth index symbol to generate the

predistorted symbol.

It is worth mentioning that the IFWM terms of the noise evolution equation

in [107] (please see (19) in [107]) are neglected since their magnitudes are smaller

when compared to the IXPM term in a dispersion unmanaged transmission system.

Accordingly, we evaluate the contribution of Term 2 to the SO nonlinear distortion

field given in (6.49).

Fig. 6.9 shows the histogram plot of the magnitude of the nonlinearity coefficients

in C̃SO, Term 1
m,n,k and C̃SO, Term 2

m,n,k for a transmission distance of 2800 km. It is worthy to
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Figure 6.9: The number of occurrences of the magnitude of the nonlinearity coefficients
in C̃SO, Term 1

m,n,k and C̃SO, Term 2
m,n,k .

note that the nonlinearity coefficient matrices C̃SO, Term 1
m,n,k and C̃SO, Term 2

m,n,k are the same

for both single-polarization and dual-polarization transmission systems. From Fig.

6.9, it is observed that the number of coefficients in C̃SO, Term 2
m,n,k above the truncation

threshold µ is significantly lower than that in C̃SO, Term 1
m,n,k . Also, the magnitudes of

the coefficients in C̃SO, Term 2
m,n,k are close to zero with a significantly lower variance

when compared to the coefficient magnitudes in C̃SO, Term 1
m,n,k . That may be due to the

constructive/destructive interference caused by the three-pulse collision between the

FO ghost pulse and the linearly dispersed pulses (please see Fig. 6.5). We investigate

the performance of the predistorter with and without considering Term 2 of (6.6)

through numerical simulations in Section 6.7.

In the implementation of the SO-PB-NLC technique, we adopt a quantization

method proposed in [110] to reduce the computational complexity further. It is im-

portant to mention that the nonlinearity coefficients in C̃SO, Term 1
m,n,k and C̃SO, Term 2

m,n,k
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are very similar, in particular for those with large indexes. Based on this fact, we

ignore the coefficient difference of ±0.5, which will dramatically reduce the number of

nonlinearity coefficients satisfying the thresholding condition. That will significantly

reduce the implementation complexity of the SO-PB-NLC technique.

6.7 Numerical Simulations and Discussions

The SO-PB-NLC technique is applied as a predistortion at the transmitter. After

the RRC pulse shaping, the predistorted signal is up-converted to the optical domain

and transmitted over the long-haul optical fiber link. The simulation parameters used

for the study are listed in Table 6.1. The modulation format used is 16-QAM. The

data transmission rate is 32 Gbaud. It is assumed that the polarization state, carrier

phase, and symbol timing are perfectly known at the receiver [64]. The amplified

spontaneous emission (ASE) noise of EDFA is added to the signal after each fiber

span to capture the nonlinear interaction between the signal and the ASE noise [64].

Table 6.1: Simulation Parameters [46], [55], [73].

Parameter Value

RRC filter roll-off factor 0.1

µ −40 dB

Fiber span length 80 km

α 0.2 dB/km

β2 −20.47 ps2/km

γ 1.22 (1/W)/km

Polarization mode dispersion coefficient 0.1 ps/
√
km

Noise figure of EDFA 5.5 dB
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6.7.1 Simulation Results

Fig. 6.10 shows the SNR as a function of the launch power at a transmission distance

of 2800 km for the SO-PB-NLC technique with 4-D and 3-D nonlinearity coefficient

matrices based on (6.35) and (6.46), respectively. Fig. 6.10 also shows the plot

of the SNR gain as a function of the launch power. The SNR gain is defined as

the difference between the SNR obtained for the SO-PB-NLC technique with the 4-

D and 3-D nonlinearity coefficient matrices and the SNR obtained for the case of

electronic dispersion compensation (EDC) only, i.e., 4SNRSO-PB-NLC (4-D/3-DNL coeff.) =

SNRSO-PB-NLC (4-D/3-DNL coeff.) − SNREDC. The rationale to include the plot for SNR

gain in Fig. 6.10 is to show the quantitative values of the SNR improvement for the

SO-PB-NLC technique with the 4-D and 3-D nonlinearity coefficient matrices, as a

function of the launch power, when compared to the EDC case.

Figure 6.10: SNR as a function of the launch power for SO-PB-NLC technique with
4-D and 3-D nonlinearity coefficient matrix.

It is observed from Fig. 6.10 that the SNR gain for the SO-PB-NLC technique
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with the 4-D nonlinearity coefficient matrix is less than 0.05 dB when compared to

the case with a 3-D nonlinearity coefficient matrix, and the peak gain is observed at

4 dBm launch power. From this observation, we can ascertain that neglecting the

FO ghost pulses generated at the arbitrary time indices m + n − l 6= 0 only slightly

affects the compensation performance of the SO-PB-NLC technique. That is because

the CD-induced pulse overlap between the FO ghost pulse at arbitrary time indices

m + n − l 6= 0 and the zeroth-order pulses is significantly less, and thereby, the

magnitude of the corresponding nonlinearity coefficient is negligibly small.

Figure 6.11: SNR as a function of the launch power for SO-PB-NLC technique with
the cases of considering Term 1+Term 2 and only Term 1 of (6.6).

Fig. 6.11 shows the SNR as a function of launch power for the SO-PB-NLC

technique with 3-D nonlinearity coefficient matrices. In Fig. 6.11, two cases of the

SO-PB-NLC technique are shown: one is by considering both Term 1 and Term 2 of

(6.6), and the other is considering only Term 1 of (6.6). The result shows that the SNR

gain improves by less than 0.03 dB when Term 2 of (6.6) is also considered, in addition
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to considering Term 1 of (6.6). This result confirms the observation given in Section

6.6 on the number of occurrences and the magnitude variance of the nonlinearity

coefficients satisfying the truncation threshold condition in the nonlinearity coefficient

matrix C̃SO, Term 2
m,n,k .

From Fig. 6.10 and Fig. 6.11, we can conclude that the SNR gain obtained

is negligible when we consider the 4-D nonlinearity coefficient matrix or Term 2 of

(6.6). Therefore, we select the implementation of the SO-PB-NLC technique with a

3-D nonlinearity coefficient matrix and by taking into account only Term 1 of (6.6)

for further numerical investigations. The detailed evaluation of the computational

complexity of the SO-PB-NLC technique will be discussed later in this section.

Figure 6.12: BER as a function of the launch power for EDC, FO-PB-NLC, SO-PB-
NLC, and DBP (1 and 16 steps/span) techniques at a transmission distance of 2800
km for a single-polarization optical transmission system.

Fig. 6.12 shows the bit error rate (BER) as a function of the launch power for the

SO-PB-NLC, FO-PB-NLC, and EDC techniques for a single-polarization and single-

channel optical transmission system. The BER performance of the benchmark DBP
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technique implemented with 1 and 16 steps/span are also included for comparison.

The transmission distance considered is 2800 km.

We observe from Fig. 6.12 that the BER performance of the SO-PB-NLC tech-

nique is significantly better than that of the FO-PB-NLC and EDC techniques. An-

other observation is that the BER performance of the DBP with 1 and 16 steps/span

is higher than that of the proposed SO-PB-NLC technique. That is because the DBP

is a numerical method that uses the SSFM, and so it compensates for the nonlinearity

effects span-by-span [96]. On the other hand, the PB-NLC techniques use an analyt-

ical approximation for the solution of the NLSE with the assumption that the fiber

link has only one span [46]. That is a general assumption considered in the design of

the PB-NLC techniques. It is important to mention that the single span assumption

of the PB-NLC techniques allows the compensation of the nonlinearity effect in a

single computation step, thus reducing the computational effort required [46].

Fig. 6.13 presents the plot of the maximum system reach as a function of the

launch power for DBP (1 and 16 steps/span), SO-PB-NLC, FO-PB-NLC, and EDC

techniques at 7% overhead (OH) hard-decision (HD) forward error correction (FEC)

limit with a BER value of 4.3× 10−3 [111] for a single-polarization and single-channel

optical transmission system. It is observed that the maximum transmission reach

for DBP (16 steps/span), DBP (1 step/span), SO-PB-NLC, FO-PB-NLC, and EDC

is 6800 km, 3440 km, 3280 km, 2880 km, and 2480 km, respectively. These results

indicate that the SO-PB-NLC technique provides an extended transmission reach by

32.2% and 14% when compared to EDC and the FO-PB-NLC techniques, respectively.

It can also be inferred from Fig. 6.13 that the nonlinearity threshold of the DBP

(16 steps/span), DBP (1 step/span), SO-PB-NLC, and FO-PB-NLC techniques is

improved by ∼ 11.4, ∼ 6.3 dB, ∼ 5.3 dB, and ∼ 3.6 dB, respectively, when compared

to the EDC technique at a transmission distance of 2480 km (i.e., the maximum
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reach for the EDC technique). The nonlinearity threshold is defined as the value of

the launch power at which the BER performance crosses the FEC limit for a given

transmission distance [112]. It is interesting to note that the nonlinearity threshold

of the SO-PB-NLC technique is improved by ∼ 1.7 dB when compared to the FO-

PB-NLC technique.

Figure 6.13: Maximum reach as a function of the launch power at 7% OH-HD-FEC
limit with a BER value of 4.3 × 10−3 for a single-polarization optical transmission
system.

Fig. 6.14 shows the BER as a function of the launch power for the DBP (1 and 16

steps/span), SO-PB-NLC, FO-PB-NLC, and EDC techniques for a dual-polarization

and single-channel optical transmission system. It is observed that the BER perfor-

mance of the SO-PB-NLC technique is significantly better than that of the FO-PB-

NLC and EDC techniques. It is also observed that the optimal launch power for the

SO-PB-NLC technique is increased by ∼ 2 dB and ∼ 1 dB when compared to the

EDC and FO-PB-NLC techniques, respectively.

Fig. 6.15 shows the plot of the maximum transmission reach as a function of
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Figure 6.14: BER as a function of the launch power for EDC, FO-PB-NLC, SO-PB-
NLC, and DBP (1 and 16 steps/span) techniques at a transmission distance of 2800
km for a dual-polarization optical transmission system.

Figure 6.15: Maximum reach as a function of the launch power at 7% OH-HD-FEC
limit with a BER value of 4.3 × 10−3 for a dual-polarization optical transmission
system.
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the launch power for DBP (1 and 16 steps/span), SO-PB-NLC, FO-PB-NLC, and

EDC techniques at 7% OH-HD-FEC limit with a BER value of 4.3× 10−3 for a dual-

polarization and single-channel optical transmission system. It is observed that the

maximum transmission reach for DBP (16 steps/span), DBP (1 step/span), SO-PB-

NLC, FO-PB-NLC, and EDC is 5400 km, 3200 km, 2880 km, 2520 km, and 2080

km, respectively. These results indicate that the SO-PB-NLC technique provides an

extended transmission reach by 38.46% and 14% when compared to EDC and the FO-

PB-NLC techniques, respectively. Further, it is also observed that the nonlinearity

threshold of the SO-PB-NLC technique is improved by ∼ 4.7 dB and ∼ 1.7 dB when

compared to the EDC and FO-PB-NLC techniques, respectively.

6.8 Complexity Evaluation

In this section, the computational complexities of the DBP (1 and 16 steps/span), SO-

PB-NLC, FO-PB-NLC, and EDC techniques are evaluated based on the number of

real-valued multiplications per symbol for the dual-polarization optical transmission

system. It is important to mention that the nonlinearity coefficient matrices of the FO-

/SO-PB-NLC techniques are truncated at a threshold of µ=-40 dB [46]. Also, in the

implementation, the nonlinearity coefficient matrices are quantized according to the

method given in [110]. For DBP with Nsteps per span, the expression for the number

of real-valued multiplications per symbol is given as 8NstepsNspansNFFT(log2(NFFT) +

10.5)/Ns, where Nspans is the number of fiber spans, NFFT is the fast Fourier trans-

form size, and Ns is the number of samples [5]. In case of the FO-/SO-PB-NLC

techniques, the triplet/quintuplet symbols in the nonlinear distortion calculation can

be stored in LUT; therefore, the number of real-valued multiplications per symbol can

be represented as 2(4M + 3) [73], where M is the number of significant perturbation
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Figure 6.16: The number of real-valued multiplications/symbol for DBP (1 and 16
steps/span), SO-PB-NLC, FO-PB-NLC, and EDC techniques as a function of the
number of fiber spans Nspans.

coefficients in the nonlinearity coefficient matrix CFO
m,n

/
C̃SO, Term 1
m,n,k . It is worth noting

that the value of M increases with increasing the number of fiber spans because of

the corresponding increase in the number of coefficients in the nonlinearity coefficient

matrix, satisfying the truncation threshold. For the EDC technique, the number of

real-valued multiplications per symbol is given as 8NFFT(log2(NFFT) + 1)/Ns [5].

Fig. 6.16 shows the number of real-valued multiplications per symbol as a function

of the number of fiber spans, Nspans for DBP (1 and 16 steps/span), SO-PB-NLC,

FO-PB-NLC, and EDC techniques. The results indicate that the complexity of the

DBP technique increases rapidly as Nspans increases, which is attributed to the cor-

responding increase in the computation steps for the SSFM technique [5]. On the

other hand, the complexity increase for the FO-/SO-PB-NLC techniques is due to the

increase in the number of quantized nonlinearity coefficients as the number of fiber

span increases. It is important to mention that the performance comparison of the
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proposed SO-PB-NLC technique with DBP with 1 step/span is more reasonable when

compared to the DBP with 16 steps/span. The result in Fig. 6.16 shows that the

computational complexity of the proposed SO-PB-NLC technique is less than that

of the DBP with 1 step/span. For example, at Nspans= 35 (i.e., at 2800 km), the

required number of real-valued multiplications for the SO-PB-NLC technique is 1550

fewer than that of the DBP technique with 1 step/span.

6.9 Conclusion

In this chapter, we have proposed to extend the FO-PB-NLC technique to the SO,

referred to as the SO-PB-NLC technique. We have presented a detailed mathematical

analysis to derive the SO nonlinear distortion field with a Gaussian shape assumption

for the input pulse. We have shown through numerical simulations that the NLC

performance of the proposed SO-PB-NLC technique is significantly improved when

compared to the FO-PB-NLC technique. We have demonstrated that the SO-PB-NLC

technique extends the transmission reach by 38.46% and 14% when compared to the

EDC and FO-PB-NLC techniques, respectively, for a dual-polarization and single-

channel optical transmission system. We have also shown that, for a transmission

distance of 2800 km, the number of real-valued multiplications per symbol for the

SO-PB-NLC technique is 1550 fewer when compared to the DBP technique with 1

step/span.
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Chapter 7

Conclusion and Suggested Future

Work

7.1 Conclusion

In this thesis, we studied the impact of Kerr-induced fiber nonlinearity effects on

long-haul coherent optical transmission systems. We briefly studied the origin of the

nonlinear susceptibility and the Kerr effect in a silica-based optical fiber using the

classical electron oscillator model. We briefly discussed the mechanism of the optical

pulse propagation in the optical fiber medium using the nonlinear Schrödinger equa-

tion derived from Maxwell’s equations. Then, we briefly investigated the numerical

and analytical methods commonly used to solve the pulse propagation equation, such

as the split-step Fourier method, the Volterra series-based analysis, and the regular

perturbation series-based analysis. Following that, we briefly discussed various DSP

techniques available in the literature to deal with the detrimental effects of fiber non-

linearity. Based on the knowledge gained from the background study, we developed

four different DSP techniques for the compensation of fiber nonlinearity in coherent
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optical communication systems. We considered both the CO-OFDM-based and the

single carrier-based optical transmission systems to evaluate the effectiveness of our

developed DSP algorithms. It is important to mention that the first two techniques

were designed for the CO-OFDM systems; whereas, the other two techniques were

developed for the single-carrier systems.

In Chapter 3, we discussed the spectral efficiency problem associated with the

phase-conjugated twin wave (PCTW) technique. On this ground, we developed

two linear coding techniques, referred to as linear time/polarization-coded phase-

conjugated twin signals (MOD-16-QAM-CDR/MOD-16-QAM-PCTW), to double the

spectral efficiency of the PCTW technique. In this scheme, the data symbols on the

adjacent subcarriers of the OFDM symbol are linearly combined, one at full amplitude

and the other at half amplitude. The linearly coded data is then transmitted as phase

conjugate pairs on the orthogonal dimensions (time or polarization). The nonlinear

distortions added to these transmitted symbols are essentially anti-correlated since

they carry phase conjugate pairs of data. At the receiver, the coherent superposi-

tion of the phase conjugate pairs eventually leads to the cancellation of the nonlinear

distortions. In Chapter 3, we also investigated the impact of polarization-dependent

loss (PDL) on the performance of MOD-16-QAM-CDR/MOD-16-QAM-PCTW tech-

niques and demonstrate that the MOD-16-QAM-CDR shows a superior PDL tolerance

when compared to the MOD-16-QAM-PCTW, regardless of the PDL model.

In Chapter 4, we discussed the background of the problem associated with the

individual implementations of the single-channel digital back-propagation (SC-DBP),

multi-channel (MC)-DBP and PCTW techniques to compensate for the intra- and

inter-channel nonlinearity effects. In this chapter, we developed a low-complexity

joint technique for fiber nonlinearity compensation, which combines the SC-DBP and

PCTW techniques. This scheme provides a performance gain higher than applying
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the SC-DBP and PCTW techniques individually. The SC-DBP technique compen-

sates for the deterministic intra-channel nonlinearity, whereas, the PCTW technique

handles both intra- and inter-channel nonlinearity effects. Thus, the overall perfor-

mance improvement of the joint SC-DBP-PCTW technique comes from the two-stage

compensation for the intra-channel nonlinearity and a first-order cancellation of the

inter-channel nonlinear distortion. In addition to that, the developed SC-DBP-PCTW

technique shows similar performance as MC-DBP implemented with 16 steps/span.

In Chapter 5, we developed an enhanced regular perturbation (ERP)-based non-

linearity compensation technique, referred to as ERP-NLC, to compensate for the

fiber nonlinearity in a polarization-division multiplexed dispersion unmanaged optical

communication system. We also developed a modified perturbation-based NLC (PB-

NLC) technique by simple phase-rotation (PR) of the nonlinearity coefficient matrix,

referred to as the PR-PB-NLC. The PR-PB-NLC can be considered as a by-product of

the ERP-NLC technique. We carried out numerical simulations for the single-channel

and the wavelength-division multiplexed (WDM) five-channel transmission system to

verify the effectiveness of the ERP-NLC technique. Results showed that the ERP-NLC

technique provides an improved NLC performance when compared to the electronic

dispersion compensation (EDC) and the conventional PB-NLC technique for both

single-channel and the WDM transmission systems. Also, the simulation results for

the PR-PB-NLC technique for a single or five-channel transmission system showed

an improved NLC performance when compared to the EDC and PB-NLC techniques.

Finally, we showed that the obtained performance enhancement comes with a negli-

gible increase in the computational complexity for the ERP-NLC and PR-PB-NLC

techniques when compared to the PB-NLC technique.

In Chapter 6, we discussed the extension of the first-order (FO) perturbation the-

ory to second-order (SO) and the implementation of SO perturbation-based NLC
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(SO-PB-NLC) technique. We first discussed the implementation of the FO-PB-NLC

technique to compensate for fiber nonlinearity. Following that, we presented a com-

prehensive theoretical analysis for the derivation of the SO nonlinear distortion field,

which is the foundation for the SO-PB-NLC technique. Then, we investigated a few

simplifying assumptions to reduce the implementation complexity of the SO-PB-NLC

technique. Through numerical simulations, we showed that the SO-PB-NLC tech-

nique significantly enhances the NLC performance and the maximum transmission

reach when compared to the FO-PB-NLC technique. In Chapter 6, the performance

of the SO-PB-NLC technique is also compared with that of the benchmark DBP.

Finally, we carried out the complexity analysis and showed that the performance

enhancement of the SO-PB-NLC technique comes with a reduced implementation

complexity when compared to the DBP technique with one step per span.

In a nutshell, this thesis contributed several low-complexity DSP solutions to com-

bat the detrimental effects of fiber nonlinearity effects for both CO-OFDM and single-

carrier optical long-haul transmission systems. Also, their low-complexity position

them for consideration as suitable candidates for real-time implementation to combat

the fiber nonlinearity effects.

7.2 Suggested Future Work

7.2.1 Extending SO-PB-NLC Technique toWDM Superchan-

nel Systems

The optical WDM superchannel systems increase the spectral efficiency by closely

packing the modulated carriers with minimal wasting of the optical spectrum. These

closely packed carriers travel as a single entity from the same origin to the same
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destination through the optical fiber link. However, the reduced spectral spacing of

the subchannels causes the superchannel system highly vulnerable to the intra- and

inter-channel fiber nonlinearity effects. In this context, the SO-PB-NLC technique de-

veloped in this thesis to compensate for the intra-channel fiber nonlinearity effect in a

single-channel system can be extended by including the inter-channel fiber nonlinear-

ity effects in a WDM superchannel system, to improve the transmission performance.

7.2.2 The Impact of PMD and Its Interplay with PDL on the

Performance of Digital Phase Conjugation Techniques

PMD and PDL are two linear impairments that are encountered when dealing with

long spans of single-mode fiber. PMD refers to the polarization effects of concatenated

birefringent segments of the fiber. Each homogeneous segment produces differential

group delay. PMD is generated when two or more differential-group delay segments

are placed in cascade. The combination of PMD and PDL creates effects that are quite

complicated, which can impair a communication system more than either effect alone.

For example, PDL is generally wavelength-independent, while PMD is wavelength-

dependent [18]. Addition of some PMD to PDL results in wavelength-dependent PDL.

Also, PDL converts the real-valued PMD vector into a complex vector, giving rise to a

loss of orthogonality between the principal states of polarization that scales with the

link PDL. As both differential-group delays and PDL vary randomly in magnitude

and orientation along the transmission link, a study on the impact of combined effects

of PMD and PDL on the performance of digital phase conjugation techniques can be

done using the statistical-PDL model.
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7.2.3 Improve Spectral Efficiency of the SC-DBP-PCTWTech-

nique

As discussed in Chapter 3, the PCTW technique transmits an additional phase-

conjugated copy in one of the orthogonal dimensions and occupies the same amount

of bandwidth as the original signal. Consequently, the implementation of the PCTW

technique halves the spectral efficiency, and thereby the performance improvement of

the SC-DBP-PCTW technique comes with a cost of spectral efficiency loss. Recently,

we developed MOD-16-QAM-CDR/MOD-16-QAM-PCTW techniques to solve the

spectral efficiency issue of the PCTW technique. Based on this, the SC-DBP-PCTW

technique can be modified by replacing the PCTW scheme with the MOD-16-QAM-

CDR/MOD-16-QAM-PCTW techniques, to improve the spectral efficiency.

7.2.4 Modifying the ERP-NLC Technique to Compensate for

Both Intra- and Inter-Channel Fiber Nonlinearities

The main advantage of the perturbation theory-based nonlinearity compensation tech-

nique is the possibility of implementation on a single stage for the entire fiber link,

which may significantly reduce the computational complexity in comparison with DBP

and Volterra nonlinear equalizer. It can also be implemented with one sample per sym-

bol. As discussed previously, the ERP method solves the energy divergence problem

of the RP technique without a significant increase in the computational complexity

when compared to the RP-based approximation. The ERP-NLC technique developed

in this thesis only considers the intra-channel nonlinearity effects. In this context, the

ERP-NLC technique can be modified to compensate for both intra- and inter-channel

fiber nonlinearity effects in a WDM optical superchannel transmission system.
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7.2.5 Deep Neural Network-Assisted PB-NLC Technique In-

cluding SO Quintuplet Pulses

The machine learning-based techniques provide the advantage of directly capturing

the effects of fiber nonlinearity [113]- [116]. That is achieved by creating direct input-

output relations between the observed and the desired outputs based on training

data [117]- [121]. According to the recent works in the literature, deep neural networks

(DNN) can be trained with the intra-channel XPM and intra-channel FWM triplets

to estimate the nonlinear perturbation coefficients, instead of analytical computation,

to implement the PB-NLC technique. However, existing studies are limited to the

compensation of the intra-channel nonlinearity effect and only consider FO triplets in

the input layer of DNN [122]. Based on this fact, the existing DNN-assisted PB-NLC

technique can be modified by including the intra- and inter-channel SO quintuplets

along with the FO triplets in the input layer of DNN, to improve the compensation

performance.
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Appendix A

Calculation of the First-Order

Perturbative Nonlinear Distortion

Field Added to the OFDM Signal

The exact solution of (3.7) is not known in analytical form. The RP method provides

an analytical approximate solution to (3.7), starting from the linear solution for γ = 0

and asymptotically converges to the exact solution for γ 6= 0. According to the RP

method, the optical field complex envelop û(z, t) is expanded as a power series in γ

as:

û(z, t) =
∞∑
r=0

γrûr(z, t). (A.1)

Substituting (A.1) in (3.7), we obtain:

∞∑
r=0

γr
∂ûr(z, t)
∂z

=
∞∑
r=0

γrj
β2

2
∂2ûr(z, t)

∂t2

− jγ
∞∑
l′=0

∞∑
m′=0

∞∑
n′=0

γl
′+m′+n′ ûl′ (z, t)û∗m′ (z, t)ûn′ (z, t) exp(−αz), (A.2)
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where ∗ represents the complex conjugate.

The zeroth-order or the linear solution is obtained by equating the coefficients of γ

with r = 0 on either side of (A.2) as:

∂û0(z, t)
∂z

= j
β2

2
∂2û0(z, t)

∂t2
. (A.3)

The solution of (A.3) for a subcarrier wk can be represented in frequency-domain as:

Û0(z, wk) = Û(0, wk) exp(−j β2

2 w
2
kz), (A.4)

where the subscript 0 represents the zeroth-order (linear) solution and Û(0, wk) is the

Fourier transform of û(0, t) = u(t).

After down-conversion to the baseband and sampled at t = nTs, the zeroth-order

solution in frequency-domain can be represented as:

Y0(z, wk) = ak exp(−j β2

2 w
2
kz). (A.5)

For r = 1, the only contribution to the triple summation in (A.2) becomes (l′ = m
′ =

n
′ = 0). The corresponding linear differential equation for the first-order correction is

given by:
∂û1(z, t)
∂z

= j
β2

2
∂2û1(z, t)

∂t2
− j |û0(z, t)|2 û0(z, t) exp(−αz). (A.6)

The differential equation in (A.6) can be further simplified as:

∂û1(z, t)
∂z

= j
β2

2
∂2û1(z, t)

∂t2
− jf(z, T ), (A.7)

where

f(z, t) = |û0(z, t)|2 û0(z, t) exp(−αz). (A.8)
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Taking the Fourier transform of (A.7), we get for the kth subcarrier frequency as :

∂Û1(z, wk)
∂z

= −j β2

2 k
2Û1(z, wk)− jF (z, wk), (A.9)

where F (z, wk) is the Fourier transform of f(z, t).

The solution for (A.9) can be represented as:

Û1(z, wk) , Ĝ(z, wk) exp(−j β2

2 w
2
kz), (A.10)

where Ĝ(z, wk) is the unknown distorted field envelop function, which can be derived

from (A.10) as:

Ĝ(z, wk) = Û1(z, wk) exp(j β2

2 w
2
kz). (A.11)

The evolution of Ĝ(z, k) along the optical fiber can be obtained by differentiating

(A.11) with respect to z as:

∂Ĝ(z, wk)
∂z

= −j exp(j β2

2 w
2
kz)F (z, wk). (A.12)

Integrating (A.12) from 0 to z and substituting in (A.10), yields:

Û1(z, wk) = exp(−j β2

2 w
2
kz)(−j)

∫ z

0
exp(j β2

2 w
2
kz
′)F (z′ , wk)dz

′
. (A.13)

By taking the inverse Fourier transform of (A.13) and substituting the value for f(z, t),

we get:

û1(z, t) =
[
−j

∫ z

0
exp(j β2

2 w
2
kz
′)
∣∣∣û0(z′ , t)

∣∣∣2 û0(z′ , t) exp(−αz′)dz′
]
~ h(z, t), (A.14)
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where we can represent

ĝ(z, t) =
∞∫
−∞

(
−j

∫ z

0
exp(j β2

2 w
2
kz
′)
∣∣∣û0(z′ , t)

∣∣∣2

×û0(z′ , t) exp(−αz′)dz′
)

exp (jwt) dw. (A.15)

The field in (A.13) can be further modified by substituting the value for F (z, wk) and

applying the phase matching condition for the four-wave mixing as:

Û1(z, wk) = exp(−j β2

2 w
2
kz)(−j)

∫ z

0
exp(j β2

2 w
2
kz
′)
 N/2−1∑
m=−N/2

N/2−1∑
n=−N/2

Û0(z′ , wk + wm)

×Û∗0 (z′ , wk + wn)Û0(z′ , wk + wm + wn) exp(−αz′)
 dz′ . (A.16)

Substituting the linear solution in (A.5) into (A.16) and down-converting to the base-

band and sampled at t = nTs, the first-order field in frequency-domain can be repre-

sented after some algebra as:

Y1(z, wk) = exp(−j β2

2 w
2
kz)G(z, wk), (A.17)

where

G(z, wk) = (−j)
N/2−1∑
m=−N/2

N/2−1∑
n=−N/2

ak+ma
∗
k+nak+m+nΞFO

m,n, (A.18)

and

ΞFO
m,n = 1

L

∫ L

0
exp(−A(z′)− j 1

2C(z′)(wm − wk)(wm − wn))dz′ , (A.19)

where A(z′) =
∫ z′

0 α(ξ) dξ and C(z′) =
∫ z′

0 β2(ξ) dξ for a realistic transmission link.

By separating the terms for self-phase modulation (SPM), intra-channel cross-phase
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modulation (IXPM) and intra-channel four-wave mixing (IFWM)∗ from G(L,wk),

and substituting the value for β2, (A.18) can be modified as:

â1,k = (−j)γ exp(jϕD(wk)L) |ak|2 akΞFO
0,0 + 2(−j)γ exp(jϕD(wk)L)

∑
n6=0
|ak+n|2 akΞFO

0,n

+ (−j)γ exp(jϕD(wk)L)
∑
m6=0

∑
n6=0

ak+ma
∗
k+nak+m+nΞFO

m,n

= (−j)γak exp(jϕD(wk)L)

|ak|2 ΞFO
0,0 + 2

∑
n 6=0
|ak+n|2 ΞFO

0,n︸ ︷︷ ︸
SPM+IXPM


+ (−j)γ exp(jϕD(wk)L)

∑
m6=0

∑
n6=0

ak+ma
∗
k+nak+m+nΞFO

m,n︸ ︷︷ ︸
IFWM

= (−j)ak exp(jϕD(wk)L)ϕNL + ∆aIFWM, (A.20)

where

ϕNL = γ

|ak|2 ΞFO
0,0 + 2

∑
n6=0
|ak+n|2 ΞFO

0,n

 (A.21)

and

∆aIFWM = (−j)γ exp(jϕD(wk)L)
∑
m 6=0

∑
n6=0

ak+ma
∗
k+nak+m+nΞFO

m,n. (A.22)

∗Since the analysis is done for the single-channel, only intra-channel nonlinearities are considered.
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Appendix B

Calculation of the First-Order

ERP-Based Nonlinear Distortion

Field for Dual-Polarization

Transmission Systems

B.1 First-order ERP-based Nonlinear Distortion

Field

In Section 5.2, we obtained the first-order ERP-based solution by applying a change

of variable technique in (5.2) to solve the energy divergence problem of the RP-

based method. Equation (5.10) represents the first-order ERP distortion field in

time-domain. By taking the Fourier transform of (5.10), we get the distortion field in
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frequency-domain at a transmission distance z = L as:

UERP
1 (L,w) = jγ

L∫
0

F̃ (z, w) exp(−jw
2β2z

2 ) exp(−αz)dz, (B.1)

where F̃ (z, w) is given as:

F̃ (z, w) = F{[|ũ0(z, t)|2 ũ0(z, t)− P0ũ0(z, t)] exp(−jγP0Leff)}. (B.2)

The input field to the optical fiber can be represented as:

ũ(z = 0, t) =
√
P
∑
k

akg̃(z = 0, t− kT ) =
√
P
∑
k

akg̃(0, k), (B.3)

where P is the launch power, ak is the symbol complex amplitude imposed by data

modulation on the kth pulse, g̃(z, t) is the pulse temporal waveform, and T is the

symbol interval. By substituting (B.3) in (B.2) and calculating the FT, we obtain:

F̃ (z, w) = P 3/2∑
m

∑
n

∑
l

amana
∗
l [G̃m(z, w)⊗ G̃∗l (z,−w)⊗ G̃n(z, w)

− P0akG̃(z, w)] exp(−jγP0Leff), (B.4)

where ∗ is the complex conjugation operation, m, n, l are the symbol indices, and

G̃(z, w) = F{g̃(z, t)}. Calculating the convolution operation in (B.4) and substituting
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the result in (B.1), we get the ERP kernel term in frequency-domain as:

UERP
1 (L,w)

=


jγama

∗
l an

∫ L
0
∫∫

exp(−αz)G̃(0, w1 + w)G̃∗(0, w1 + w − w2)G̃(0, w − w2)

× exp(−j[w1(Tm − Tl) + w2(Tl − Tn)− β2zw1w2])dw1dw2dz

× exp(−jw(Tm + Tn − Tl) exp(−jγP0Leff)


︸ ︷︷ ︸

Term1

− jγP0ak

L∫
0

exp(−αz)G̃(0, w)dz exp(−jγP0Leff).
︸ ︷︷ ︸

Term2

(B.5)

The ERP kernel in time-domain can be obtained by calculating the IFT of (B.5).

First, we consider Term 1 and calculate the IFT. Assuming the Gaussian shape for

input pulses, i.e., G̃(0, w) =
√

2πτ 2 exp(−w2τ2

2 ), with τ as the pulse width, the product

of the triplet pulses in Term 1 can be represented as [46]:

G̃(0, w1 + w)G̃∗(0, w1 + w − w2)G̃(0, w − w2) =
(√

2πτ 2
)3

exp(−3τ 2w2

2 )

× exp(−τ 2[w2
1 + w2

2 + 2(w1 − w2)w − w1w2]). (B.6)

Substituting (B.6) in Term 1 of (B.5) and following a similar procedure with the phase

matching condition m+ n− l = k, as in [46], the IFT of Term 1 is obtained as:

ũERP1,Term 1(L, t+ kT ) = jγP 3/2 exp(−jγP0Leff)
∑
m

∑
n

∑
l

amana
∗
l

× exp(− t2

6τ 2 )
L∫

0

exp(−αz)√
1 + 2jβ2z/τ 2 + 3(β2z/τ 2)2

× exp


−3[ 2

3 t+(m−l)T ][ 2
3 t+(n−l)T ]

τ2(1+3jβ2z/τ2)

− (n−m)2T 2

τ2[1+2jβ2z/τ2+3(β2z/τ2)2]

 dz. (B.7)
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Next, consider Term 2 and calculate the IFT as:

ũERP1,Term 2(L, t+ kT ) = jγ
√

2πτ 2P0ak

L∫
0

∫
exp(−αz) exp(−w

2τ 2

2 )dz

× exp(−jγP0Leff) exp(jwt)dwdz

= jγP0ak exp(− t2

2τ 2 )
L∫

0

exp(−αz) exp(−jγP0Leff)dz. (B.8)

Combining (B.7) and (B.8), the first-order ERP kernel term in time-domain can be

represented as:

uERP1 (L, t+ kT ) = ũERP1,Term 1(L, t+ kT )− ũERP1,Term 2(L, t+ kT ). (B.9)

B.2 Extension to Dual-polarization

In the dual-polarization case, the electric field input to the optical fiber is a column

vector u(z, t) = [ux(z, t) uy(z, t)]†, with x, y representing the horizontal and vertical

polarization, respectively, and the superscript † as the transpose. The propagation of

the vector field u(z, t) through the optical fiber can be represented using the Man-

akov equation, where the nonlinear effective length is much longer than the fiber

birefringent beating length, as [46]:

∂

∂z
u + j

β2

2
∂2

∂t2
u = j

8
9γ(u∗†uI)u, (B.10)

where I is the identity matrix. Note that in (B.10), we omitted the space and time

variables z, t for the sake of simplicity. After applying the change of variable technique,

as in the single polarization case, the modified Manakov equation can be represented
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as:
∂

∂z
ũ + j

β2

2
∂2

∂t2
ũ = j

8
9γ(ũ∗†ũI− P0I)ũ, (B.11)

where ũ(z, t) = [ũx(z, t) ũy(z, t)]†. After solving (B.11) with the ERP technique, the

zeroth- and first-order solutions for the output field can be represented as:

uERP0,x/y(L, t) = ũ0,x/y(L, t) exp(−jγP0Leff) (B.12)

and

uERP1,x/y(L, t) = j
8
9γ

L∫
0

exp(−αz)
(
hL(t)⊗

[(∣∣∣ũ0,x/y(z, t)
∣∣∣2 − P0

)
ũ0,x/y(z, t)

])
dz

× exp(−jγP0Leff). (B.13)
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Appendix C

Mathematical Proofs for Lemmas,

Theorems, and Corollaries in

Chapter 6

C.1 Proof of Lemma 1

Here, we consider Term 1 of the nonlinear part in (6.6). The corresponding propaga-

tion equation can be represented as:

∂

∂z
u2(z, t) + j

β2

2
∂2

∂t2
u2(z, t) = j2 |u0(z, t)|2 ũ1(z, t) exp(−αz). (C.1)

By taking the Fourier transform of (C.1) and integrating with respect to z from

0 to L with the assumption of an ideal dispersion compensation at z = L, we get the

solution in frequency-domain as:

UTerm 1
2 (L,w) = 2γ2

L∫
0

F Term 1(z, w) exp
(
−jw

2β2z

2

)
exp(−αz)dz. (C.2)
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Note that (C.1) is obtained by equating the terms that multiply the SO nonlinearity

coefficient γ2 on both sides of the equal sign in (6.7). Therefore, the actual SO

distortion field is obtained by scaling the solution of (C.1) with γ2, as shown in (C.2).

The F Term 1(z, w) in (C.2) is given as:

F Term 1(z, w) =
∞∫
−∞

(ũ1(z, t)u0(z, t)u∗0(z, t)) exp (−jwt) dt, (C.3)

where u0(z, t) is the zeroth-order (linearly dispersed) pulse and ũ1(z, t) is the dispersed

FO ghost pulse.

The input pulse sequence can be represented as:

u0(z = 0, t) =
√
P0
∑
k̄

ak̄ĝ(z = 0, t− k̄T ), (C.4)

where ak̄ is the data information of the k̄th pulse and g(z, t) is the pulse temporal

waveform at z. In our analysis, we consider Gaussian shape assumption for the in-

put pulses, i.e., ĝ(z = 0, t) = exp
(
− t2

2τ2

)
, where τ represents the pulse width. By

substituting (C.4) in (C.3), the equation for F Term 1(z, w) can be represented as:

F Term 1(z, w) = P
5/2
0

∑
m

∑
n

∑
l

∑
k

∑
p

ama
∗
l anaka

∗
p

∞∫
−∞

g̃1,m+n−l(z, t− (m+ n− l)T )

× ĝk(z, t− kT )ĝ∗p(z, t− pT ) exp (−jwt) dt. (C.5)

Next, substituting (C.5) in (C.2), we obtain:

UTerm 1
2 (L,w) = γ2P

5/2
0

∑
m

∑
n

∑
l

∑
k

∑
p

2ama∗l anaka∗pGTerm 1
m,n,l,k,p(z, w), (C.6)
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where

GTerm 1
m,n,l,k,p(z, w) =

L∫
0

 ∞∫
−∞

g̃1,m+n−l(z, t− (m+ n− l)T )

× ĝk(z, t− kT )ĝ∗p(z, t− pT ) exp (−jwt) dt
 exp

(
−jw

2β2z

2

)
exp(−αz)dz. (C.7)

It is clear from (C.7) that the function GTerm 1
m,n,l,k,p(z, w) calculates the coefficient

of nonlinear interaction between five data symbols to generate the SO nonlinear dis-

tortion field in frequency-domain. For simplicity of implementation, we carry out

the SO predistortion in time-domain. Accordingly, by calculating the inverse Fourier

transform of GTerm 1
m,n,l,k,p(z, w), we get the corresponding function in time-domain as:

gTerm 1
m,n,l,k,p(z, t) =

L∫
0

(
g̃1,m+n−l(z, t− (m+ n− l)T ) ĝk(z, t− kT )ĝ∗p(z, t− pT )

)

⊗
(

1√
−2πjβ2z

exp
(
−jt2

2β2z

))
exp(−αz)dz. (C.8)

In (C.8), g̃1,m+n−l(z, t − (m + n − l)T ) is the dispersed FO ghost pulse obtained

by the convolution between the temporal dispersion term 1√
−2πjβ2z

exp
(
−jt2
2β2z

)
and the

FO nonlinear coefficient expression in (2.103), which can be represented as:
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g̃1,m+n−l(z, t− (m+ n− l)T ) = 1√
−2πjβ2z

exp
(
−jt2

2β2z

)

⊗

 exp(−t
2

6τ 2 )
z∫

0

exp(−αs)√
1 + 2jβ2s/τ 2 + 3(β2s/τ 2)2

exp


−3[2t/3+(m−l)T ][2t/3+(n−l)T ]

τ2(1+3jβ2s/τ2)

− (n−m)2T 2

τ2[1+2jβ2s/τ2+3(β2s/τ2)2]

 ds


= jτ 3
z∫

0

exp(−αs)√
−jB(s)D̂(z, s)

exp
{

−j
B(s)D̂(z, s)[

(Ȧm,n,lT 2 − tḂm,n,lT + 3
2t

2)τ 4 − jβ2((Ċm,n,ls + Ḋm,n,lz)T 2− tĖm,n,lsT + st2)τ 2−β2
2s

×(Ḟm,n,lzT 2 − 1
2st

2)
] }

ds, (C.9)

where

Ȧm,n,l =
(
3l2 − 3 (m+ n) l +m2 + nm+ n2

)
, (C.10)

Ḃm,n,l = (4l − 2(m+ n)), (C.11)
Ċm,n,l = (3 (l − n) (l −m)) , (C.12)
Ḋm,n,l =

(
l2 − (m+ n) l +m2 − nm+ n2

)
, (C.13)

Ėm,n,l = (4− 2(m+ n)) , (C.14)
Ḟm,n,l = ((l − n) (l −m)) . (C.15)

Expressions for the zeroth-order (linearly dispersed) pulses ĝk(z, t−kT ) and ĝ∗p(z, t−

pT ) can be represented as τ√
τ2−jβ2z

exp
(

(kT−t)2

2(jβ2z−τ2)

)
and τ√

τ2+jβ2z
exp

(
− (pT−t)2

2(τ2+jβ2z)

)
,

respectively. Next, substituting (C.9) and the expressions for the linearly dispersed

pulses ĝk(z, t− kT ) and ĝ∗p(z, t− pT ) in (C.8), we obtain gTerm 1
m,n,l,k,p(z, s, t) as in (C.16).

The 4-D nonlinear coefficient matrix CSO, Term 1
m,n,l,k is obtained by substituting the phase-

matching condition p = m + n − l + k and t = 0 (symbol rate operation) in (C.16),

i.e.,

CSO, Term 1
m,n,l,k = gTerm 1

m,n,l,k,p(z, s, t)
∣∣∣
t=0, p=m+n−l+k

. (C.27)
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gTerm 1
m,n,l,k,p(z, s, t) = −τ 3

L∫
0

z∫
0

exp(−α(z + s))√
A(z, s)B(s)

exp
{

1
2τ 2A(z, s)C(s)

[
(Äm,n,l,k,pT 2

−2tB̈m,n,l,k,pT +5t2)τ 8 +2jβ2((C̈m,n,l,k,pz+sD̈m,n,l,k,p)T 2−2(Ëm,n,l,k,ps− (k+2p)z)tT
+ t2(s−3z))τ 6 +β2

2((F̈m,n,l,k,pz2−4szG̈m,n,l,k,p+3s2(k2 +p2))T 2−2(Ḧm,n,l,k,pz
2−4ksz

+3s2(k+p))tT+(7s2−4sz+3z2)t2)τ 4+2jβ3
2sz((Ïm,n,l,k,pz+ks(k−p))T 2−2(J̈m,n,l,k,pz

+ s(k − 2p))tT − t2(s+ z))τ 2 +s2z2β4
2((k − p)T − t)2

] }
ds dz, (C.16)

where

Äm,n,l,k,p =
(
k2 + p2 + 6l2 − (6(m+ n))l + 2(m2 +mn+ n2)

)
, (C.17)

B̈m,n,l,k,p = (k + 4l − 2(m+ n) + p) , (C.18)
C̈m,n,l,k,p =

(
k2 + (−4l + 2m+ 2n− p)k − (2(2l −m− n))p+ 6l2

−(6(m+ n))l + 2(m2 +mn+ n2)
)
, (C.19)

D̈m,n,l,k,p =
(
k2 + p2 − (3(l − n))(l −m)

)
, (C.20)

Ëm,n,l,k,p = (k − 2l +m+ n+ p) , (C.21)
F̈m,n,l,k,p =

(
3k2 + (8l − 4m− 4n− 6p)k + 3p2 − 4(2l −m− n)p+ 10l2

−(10(m+ n))l + 6m2 + 6n2 − 2mn
)
, (C.22)

G̈m,n,l,k,p =
(
k2 + (2l −m− n− p)k + (2l −m− n)p− (3(l − n))(l −m)

)
, (C.23)

Ḧm,n,l,k,p = (3k + 4l − 2m− 2n− 3p) , (C.24)
Ïm,n,l,k,p =

(
−k2 − (2(l −m− n− p))k − p2 + (2(2l −m− n))p

−(5(l − n))(l −m)) , (C.25)
J̈m,n,l,k,p = (−k − 2l +m+ n+ p) . (C.26)

C.2 Proof of Lemma 2

By considering Term 2 of the nonlinear part in (6.6), the propagation equation gov-

erning the evolution of the SO distortion field can be represented as:

∂

∂z
u2(z, t) + j

β2

2
∂2

∂t2
u2(z, t) = ju2

0(z, t)ũ∗1(z, t) exp(−αz). (C.28)
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The solution of (C.28) in frequency-domain can be obtained as:

UTerm 2
2 (L,w) = γ2

L∫
0

F Term 2(z, w) exp
(
−jw

2β2z

2

)
exp(−αz)dz, (C.29)

where

F Term 2(z, w) =
∞∫
−∞

(ũ∗1(z, t)u0(z, t)u0(z, t)) exp (−jwt) dt. (C.30)

By substituting (C.4) in (C.30), we obtain:

F Term 2(z, w) = P
5/2
0

∑
m

∑
n

∑
l

∑
k

∑
p

a∗mala
∗
nakap

×
∞∫
−∞

g̃∗1,m+n−l(z, t− (m+ n− l)T )

× ĝk(z, t− kT )ĝp(z, t− pT ) exp (−jwt) dt. (C.31)

Next, substituting (C.31) in (C.29), we get the nonlinear distortion term as:

UTerm 2
2 (L,w) = γ2P

5/2
0

∑
m

∑
n

∑
l

∑
k

∑
p

a∗mala
∗
nakapG

Term 2
m,n,l,k,p(z, w), (C.32)

where

GTerm 2
m,n,l,k,p(z, w) =

L∫
0

 ∞∫
−∞

g̃∗1,m+n−l(z, t− (m+ n− l)T )

× ĝk(z, t− kT )ĝp(z, t− pT ) exp (−jwt) dt


× exp
(
−jw

2β2z

2

)
exp(−αz)dz. (C.33)
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By taking inverse Fourier transform of (C.33), we obtain:

gTerm 2
m,n,l,k,p(z, t) =

L∫
0

(
g̃∗1,m+n−l(z, t− (m+ n− l)T ) ĝk(z, t− kT )ĝp(z, t− pT )

)

⊗
(

1√
−2πjβ2z

exp
(
−jt2

2β2z

))
exp(−αz)dz. (C.34)

Substituting (C.9) and the expressions for the linearly dispersed pulses in (C.34),

we obtain (C.35). The 4-D nonlinear coefficient matrix CSO, Term 2
m,n,l,k is obtained by

substituting the phase-matching condition p = m+n− l+ k and t = 0 in (C.35), i.e.,

CSO, Term 2
m,n,l,k = gTerm 2

m,n,l,k,p(z, s, t)
∣∣∣
t=0, p=m+n−l+k

. (C.49)

C.3 Proof of Theorem 1

The solution of the differential equation in (6.6) which governs the evolution of the

SO distortion field in the optical fiber can be represented in frequency-domain as:

U2(L,w) = γ2
L∫

0

F (z, w) exp
(
−jw

2β2z

2

)
exp(−αz)dz, (C.50)

where
F (z, w) = 2F Term 1(z, w) + F Term 2(z, w). (C.51)

By substituting expressions for F Term 1(z, w) and F Term 2(z, w) in (C.51), we obtain:

F (z, w) = P
5/2
0

∑
m

∑
n

∑
l

∑
k

∑
p

[
2ama∗l anaka∗p

∞∫
−∞

g̃1,m+n−l(z, t− (m+ n− l)T )

× ĝk(z, t−kT )ĝ∗p(z, t−pT ) exp (−jwt) dt+a∗mala
∗
nakap

∞∫
−∞

g̃∗1,m+n−l(z, t−(m+n− l)T )

× ĝk(z, t− kT ) ĝp(z, t− pT ) exp (−jwt) dt
]
. (C.52)
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gTerm 2
m,n,l,k,p(z, s, t) =

√
3τ 4

L∫
0

z∫
0

√
Â(z, s) exp(−α(z + s))√

B̂(z, s)Ĉ(z)
(√
−B(s)D̂(z, s)

)∗
× exp

{
−j

2τ 2B̂(z, s)Ê(z)F̂ (s)

[
(
...
Am,n,l,k,pT

2 + 2t
...
Bm,n,l,k,pT − 5t2)τ 8

+ 2jβ2((
...
Cm,n,l,k,pz +

...
Dm,n,l,k,ps)T 2 − 2t(

...
Em,n,l,k,pz +

...
Fm,n,l,k,ps)T + t2(s+ z))τ 6

− β2
2((

...
Gm,n,l,k,pz

2 − 4
...
Hm,n,l,k,psz + 3s2(k2 + p2))T 2 − 2t(

...
I m,n,l,k,pz

2 − 4
...
Jm,n,l,k,psz

+ 3s2(p+ k))T + t2(7s2 − 4sz + 3z2))τ 4 − 2jszβ3
2((

...
Km,n,l,k,pz

+
...
Lm,n,l,k,ps)T 2 + 2t(

...
Mm,n,l,k,pz + s(p+ k))T − t2(3s− z))τ 2

−((p+ k)T − t)2s2z2β4
2

] }
ds dz, (C.35)

where
...
Am,n,l,k,p =

(
−k2 − 6l2 − p2 + 6(m+ n)l − 2(m2 + nm+ n2)

)
, (C.36)...

Bm,n,l,k,p = (p+ k + 2(2l −m− n)) , (C.37)...
Cm,n,l,k,p =

(
−3k2 + (4l − 2m− 2n+ p)k − 3p2 + 2(2l −m− n)p− 2l2

+2(m+ n)l − 2(m2 − nm+ n2)
)
, (C.38)

...
Dm,n,l,k,p =

(
k2 + p2 − (3(l − n))(l −m)

)
, (C.39)...

Em,n,l,k,p = (−p− k + 2(2l −m− n)) , (C.40)...
Fm,n,l,k,p = (p+ k − 2l +m+ n) , (C.41)...
Gm,n,l,k,p =

(
3k2 − 2(4l − 2m− 2n− 3p)k + 3p2 − 4(2l −m− n)p+ 10l2

−10l(m+ n)− 2nm+ 6(n2 +m2)
)
, (C.42)

...
Hm,n,l,k,p =

(
k2 + (−2l +m+ n+ p)k + (l − n− p)(l −m− p)

)
, (C.43)...

I m,n,l,k,p = (3(p+ k)− 4l + 2(m+ n)) , (C.44)...
Jm,n,l,k,p = (p+ k − 2l +m+ n) , (C.45)...
Km,n,l,k,p =

(
k2 − 2(2l −m− n− p)k + p2 − 2(2l −m− n)p

+(5(l − n))(l −m)) , (C.46)...
Lm,n,l,k,p =

(
k2 − 3kp+ p2

)
, (C.47)...

Mm,n,l,k,p = (−p− k + 2l −m− n) . (C.48)

Next, substituting (C.52) in (C.50) and substituting the expressions for the FO ghost

pulse and the linearly dispersed pulses, we obtain the SO distortion field as:

U2(L,w) = γ2P
5/2
0

∑
m

∑
n

∑
l

∑
k

∑
p

[
2ama∗l anaka∗pGTerm 1

m,n,l,k,p(z, w)

+a∗mala∗nakapGTerm 2
m,n,l,k,p(z, w)

]
, (C.53)
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where GTerm 1
m,n,l,k,p(z, w) and GTerm 2

m,n,l,k,p(z, w) are given by (C.7) and (C.33), respectively.

By calculating the inverse Fourier transform of (C.53) and substituting the phase-

matching condition p = m+ n− l+ k and t = 0 followed by some simplifications, we

obtain the SO distortion field in time-domain as in (6.35), i.e.,

u2(L, t) =
(
γ2P

5/2
0

∑
m

∑
n

∑
l

∑
k

∑
p

[
2ama∗l anaka∗pgTerm 1

m,n,l,k,p(z, s, t)

+a∗mala∗nakapgTerm 2
m,n,l,k,p(z, s, t)

] )∣∣∣∣∣
t=0, p=m+n−l+k

. (C.54)

C.4 Proof Outline of Corollary 1

The substitution l = m + n is the phase-matching condition for the triplet pulses

involved in the generation of the FO ghost pulse at the zeroth time index. By sub-

stituting l = m + n in (C.9), the expression for the FO ghost pulse generated at the

zeroth time index can be represented as:

g̃1,0(z, t) = jτ 3
z∫

0

exp(−αs)√
−jB(s)D̂(z, s)

exp
{

−j
B(s)D̂(z, s)[

(
....
Am,nT

2 − 2t
....
B m,nT + 3

2t
2)τ 4 − jβ2((m2z + (3s− z)mn+ n2z)T 2

+ 2st
....
C m,nT + st2)τ 2 −(mnzT 2 − 1

2st
2)β2

2s
]}

ds, (C.55)

where

....
Am,n =

(
m2 +mn+ n2

)
, (C.56)

....
B m,n = (m+ n), (C.57)
....
C m,n = (m+ n− 2) . (C.58)
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By substituting (C.55) in (C.8) and (C.34) and phase-matching conditions l = m+ n

and p = k at t = 0, we can rewrite (C.54) as:

ũ2(L, t) =
(
γ2P

5/2
0

∑
m

∑
n

∑
l

∑
k

∑
p

[
2ama∗l anaka∗pgTerm 1

m,n,l,k,p(z, s, t)

+a∗mala∗nakapgTerm 2
m,n,l,k,p(z, s, t)

] )∣∣∣∣∣
t=0, l=m+n, p=k

. (C.59)

After some simplifications, the proof is concluded by deriving (6.46).

C.5 Proof of Theorem 2

The propagation of the polarization multiplexed optical signal through the SSMF can

be modeled by using the Manakov equation, which is represented as:

∂

∂z
u + j

β2

2
∂2

∂t2
u = j

8
9γ(u∗†uI)u exp (−αz) , (C.60)

where I is the identity matrix and the input to the optical fiber is a column vector

u(z, t) = [ux(z, t) uy(z, t)]†, with x, y representing the horizontal and vertical polar-

ization, respectively, and the superscript † as the transpose.

The differential equation governing the SO distortion field for the polarization multi-

plexed signal can be represented as:

∂

∂z
u2,x/y(z, t) = −j β2

2
∂2

∂t2
u2,x/y(z, t)︸ ︷︷ ︸

Linear part

+


j2
(∣∣∣u0,x/y(z, t)

∣∣∣2 +
∣∣∣u0,y/x(z, t)

∣∣∣2) ũ1,x/y(z, t) exp(−αz)︸ ︷︷ ︸
Term 1

+j
(
u2

0,x/y(z, t) + u2
0,y/x(z, t)

)
ũ∗1,x/y(z, t) exp(−αz)︸ ︷︷ ︸

Term 2


︸ ︷︷ ︸

Nonlinear part

. (C.61)

199



The solution of the differential equation in (C.61) which governs the evolution of the

SO distortion field in the optical fiber can be represented in frequency-domain as:

U2,x/y(L,w) = 64
81γ

2
L∫

0

Fx/y(z, w) exp
(
−jw

2β2z

2

)
exp(−αz)dz, (C.62)

where

Fx/y(z, w) = 2F Term 1
x/y (z, w) + F Term 2

x/y (z, w). (C.63)

Following the similar analysis in Section C.1 and Section C.2, we can represent

F Term 1
x/y (z, w) and F Term 2

x/y (z, w) for dual-polarization transmission systems as:

F Term 1
x/y (z, w) = P

5/2
0

∑
m

∑
n

∑
l

∑
k

∑
p

×
(
am,x/ya

∗
l,x/y + am,y/xa

∗
l,y/x

)
an,x/y

(
ak,x/ya

∗
p,x/y + ak,y/xa

∗
p,y/x

)
×

∞∫
−∞

g̃1,m+n−l(z, t− (m+ n− l)T )ĝk(z, t− kT )ĝ∗p(z, t− pT ) exp (−jwt) dt. (C.64)

and

F Term 2
x/y (z, w) = P

5/2
0

∑
m

∑
n

∑
l

∑
k

∑
p

×
(
a∗m,x/yal,x/y + a∗m,y/xal,y/x

)
a∗n,x/y

(
ak,x/yap,x/y + ak,y/xap,y/x

)
×

∞∫
−∞

g̃∗1,m+n−l(z, t− (m+ n− l)T )ĝk(z, t− kT )ĝp(z, t− pT ) exp (−jwt) dt. (C.65)
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By substituting (C.64) and (C.65) in (C.63), we obtain:

Fx/y(z, w) = P
5/2
0

∑
m

∑
n

∑
l

∑
k

∑
p

2
(
am,x/ya

∗
l,x/y + am,y/xa

∗
l,y/x

)
an,x/y

×
(
ak,x/ya

∗
p,x/y + ak,y/xa

∗
p,y/x

) ∞∫
−∞

g̃1,m+n−l(z, t− (m+ n− l)T )ĝk(z, t− kT )

× ĝ∗p(z, t− pT ) exp (−jwt) dt+
(
a∗m,x/yal,x/y + a∗m,y/xal,y/x

)
a∗n,x/y

×
(
ak,x/yap,x/y + ak,y/xap,y/x

) ∞∫
−∞

g̃∗1,m+n−l(z, t− (m+ n− l)T )

×ĝk(z, t− kT )ĝp(z, t− pT ) exp (−jwt) dt
 . (C.66)

Next, substituting (C.66) in (C.62) and substituting the expressions for the FO ghost

pulse and the linearly dispersed pulses, we obtain the SO distortion field as:

U2,x/y(L,w) = 64
81γ

2P
5/2
0

∑
m

∑
n

∑
l

∑
k

∑
p

[
2
(
am,x/ya

∗
l,x/y + am,y/xa

∗
l,y/x

)
an,x/y

×
(
ak,x/ya

∗
p,x/y + ak,y/xa

∗
p,y/x

)
GTerm 1
m,n,l,k,p(z, w) +

(
a∗m,x/yal,x/y + a∗m,y/xal,y/x

)
×a∗n,x/y

(
ak,x/yap,x/y + ak,y/xap,y/x

)
GTerm 2
m,n,l,k,p(z, w)

]
, (C.67)

where GTerm 1
m,n,l,k,p(z, w) and GTerm 2

m,n,l,k,p(z, w) are given by (C.7) and (C.33), respectively.

It is worth noting that the coefficients GTerm 1
m,n,l,k,p(z, w) and GTerm 2

m,n,l,k,p(z, w) are same for

both single-polarization and dual-polarization transmission systems. By calculating

the inverse Fourier transform of (C.67) and substituting the phase-matching condition

p = m+n−l+k and t = 0 followed by some simplifications, we obtain the SO distortion
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field in time-domain as:

u2,x/y(L, t) =
(

64
81γ

2P
5/2
0

∑
m

∑
n

∑
l

∑
k

∑
p

[
2
(
am,x/ya

∗
l,x/y + am,y/xa

∗
l,y/x

)
an,x/y

×
(
ak,x/ya

∗
p,x/y + ak,y/xa

∗
p,y/x

)
gTerm 1
m,n,l,k,p(z, s, t) +

(
a∗m,x/yal,x/y + a∗m,y/xal,y/x

)
×a∗n,x/y

(
ak,x/yap,x/y + ak,y/xap,y/x

)
gTerm 2
m,n,l,k,p(z, s, t)

] )∣∣∣∣∣
t=0, p=m+n−l+k

. (C.68)

C.6 Proof Outline of Corollary 2

By substituting the phase-matching conditions l = m + n and p = k at t = 0, and

substituting (C.55) in (C.8) and (C.34), we can rewrite (C.68) as:

ũ2,x/y(L, t) =
(

64
81γ

2P
5/2
0

∑
m

∑
n

∑
l

∑
k

∑
p

[
2
(
am,x/ya

∗
l,x/y + am,y/xa

∗
l,y/x

)
an,x/y

×
(
ak,x/ya

∗
p,x/y + ak,y/xa

∗
p,y/x

)
gTerm 1
m,n,l,k,p(z, s, t) +

(
a∗m,x/yal,x/y + a∗m,y/xal,y/x

)
×a∗n,x/y

(
ak,x/yap,x/y + ak,y/xap,y/x

)
gTerm 2
m,n,l,k,p(z, s, t)

] )∣∣∣∣∣
t=0, l=m+n, p=k

. (C.69)

After some simplifications, the proof is concluded by deriving (6.49).
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