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Abstract—It is indeed a challenge for the existing machine learning approaches to segregate the
hateful content from the one that is merely offensive. One prevalent reason for low accuracy of
hate detection with the current methodologies is that these techniques treat hate classification
as a multi-class problem. In this work, we present the hate identification on the social media as a
multi-label problem. To this end, we propose a CNN-based service framework called
“HateClassify” for labeling the social media contents as the hate speech, offensive, or
non-offensive. Results demonstrate that the multi-class classification accuracy for the CNN
based approaches particularly Sequential CNN (SCNN) is competitive and even higher than
certain state-of-the-art classifiers. Moreover, in the multi-label classification problem, sufficiently
high performance is exhibited by the SCNN among other CNN-based techniques. The results
have shown that using multi-label classification instead of multi-class classification, hate speech
detection is increased up to 20%.

INTRODUCTION
SOCIAL MEDIA has emerged as a great plat-

form to share feelings and emotions. However,
the widespread acceptance of social media has
also resulted in dissemination of hate content
in the name of freedom of expression. The
hate content on the social media has increased
around 900% from year 2014 till year 20161.
According to a report, 73% of Internet users
have seen online harassment and 40% personally

1https://www.usatoday.com/story/news/2017/02/23/hate-
groups-explode-social-media/98284662/

experienced the online harassment2. The term
“hate speech” is defined by Council of Europe’s
Protocol to the Convention on Cybercrime as
the speech to “spread, incite, promote or justify
racial hatred, xenophobia, anti-Semitism or other
forms of hatred based on intolerance, including
intolerance expressed by aggressive nationalism
and ethnocentrism, discrimination and hostility
against minorities, migrants and people of im-
migrant origin”. However, under the free speech

2https://www.pewresearch.org/internet/2014/10/22/online-
harassment/
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provisions of the First Amendment, hate speech
is protected in the United States. Online social
media sites, such as Google, Facebook and Twit-
ter have their own policies for deciding “what is
hate speech?” in their online social media. There
exists a disagreement among the social media
sites about dealing with the hate and offensive
speech. Among, Google, Facebook, and Twitter,
Twitter is the only one that does not ban hate
speech at all. Twitter differentiates between the
hate speech and direct specific threats. The twit-
ter only considers hateful behavior of accounts
whose primary purpose is to target others and
their reported behavior is “one-sided”. Although,
Twitter claims that nobody is above their rules, it
still faces criticism due to the vague nature of the
company rules. As of May 31, 2016, Facebook,
Twitter, Google’s YouTube, and Microsoft have
agreed to voluntary code of conduct to remove
hate speech as defined by European Union. Most
recently, the issue of hate speech on social media
gained significant attention when the Facebook
CEO was questioned about the company’s policy
about the flagging and identifying the hate speech
or hateful content. The remarks of the company’s
CEO depict that the current approach being used
by the Facebook for flagging the hateful content
is not effective to deeply identify the emotions at
varying levels of intensities. The reason is that
there is difference in defining the hate speech
content by different individuals. Several previous
works, for example [1] considered the offensive
and hate speech as one problem. However, the
authors in [2] differentiated hate speech from the
offensive speech. The authors of the study argued
that people often use highly offensive terms in
their normal routines. Therefore, the problem
of hate speech classification was presented as
multi-class classification problem among the hate,
offensive, and non-offensive speech. We agree
with the categorization of speeches provided by
[2]. However, we consider the hate speech prob-
lem as multi-label problem instead of multi-
class problem. There is a very minute difference
between offensive and hate speech and drawing
a distinction between offensive and hate speech
has confused human experts as well. Therefore,
strictly labeling only one class can never resolve
the conflicts between two arguing parties. Our

results demonstrate that presenting the problem
as multi-label problem increases the accuracy in
detecting offensive and hate speech. The pro-
posed service framework called HateClassify is
a combination of a crowd-source and machine
learning techniques to detect the offensive and
hate speech in online social media platforms. The
main contributions of the paper are as follows:

• We present a framework for detection of hate
and offensive speech as a service for social
media companies

• Contrary to the social media platforms where
the policies regarding hate speech are regulated
by the specific organizations, the proposed
framework employs a crowd-sourced approach
for hate speech identification

• The problem of hate speech detection is pre-
sented as multi-label classification problem
and sufficiently high classification accuracy is
achieved

• The multi-label classification used in Hate-
Classify framework yields 20% improvement
in detection of hate speech on social media.

The rest of the paper is organized as follows.
Section II discusses the related work. The service
framework is presented in Section III. The results
of multi-class and multi-label classification and
comparisons with state-of-the-art techniques are
presented in Section IV whereas Section V finally
concludes the paper.

RELATED WORK
The work on the hate speech detection mostly

revolves around finding the best features that
can be used in text classification algorithms.
The basic features that are used by most of the
authors in their studies are n-grams and Bag-of-
Words (BoW). Warner et.al. [3] argued that hatred
against different groups can be categorized with
the usage of small set of high frequency words.
The authors in [4] used n-grams with syntactic
rules, such as user’s writing style. In Ref. [5],
n-grams were used along with the number of
comments for the images. Length of a tweet, geo-
graphical location, and gender information of the
tweeting person were used along with the n-grams
for hate speech detection in [6]. Finding the
grammatical usage of hate content has also gained
popularity among the researchers. The authors in
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[7] used the sentiment features along with the n-
grams and the BoW for studying and detecting
hate speech. In Ref. [8], the authors used n-grams
with the Part-Of-Speech tagging (POS tagging)
to study bullying traces on the social media. In
[2], the authors used TF-IDF weighted unigram,
bigrams, trigrams, sentiment score of the tweet,
number of hashtags, retweets, URLs, characters,
words, and syllables in each tweet as the feature
set. To overcome the problem of sparsity due to
short length of texts in tweets or online comments
during hate detection, numerous researchers have
utilized the concept of word generalization. In
[3], the authors used Brown Clustering technique
for word generalization. Unlike Brown Clustering
that assigns word to exactly one cluster, Latent
Dirichlet Allocation (LDA) predict the probabili-
ties of word in different clusters. Ref. [9] used the
LDA for word generalization. Recently, several
distributed word representations, termed as the
word embedding have been developed for word
generalizations. The word embedding takes the
large text as the input and develops a vector space
of words. The word vectors are placed in such a
manner that words with similar context are placed
closer to each other. In [10], the authors used
word2vec (a word embedding technique) along
with the BoW and hate effectiveness score to
detect the hate speech. Paragraph2vec another
word embedding technique was studied for hate
speech detection against the BoW approach in
[11]. For classification, State Vector Machine
(SVM) [12][3][4][5][7][8][9] and Logistic Re-
gression (LR) [2][6][9] have outperformed the
other techniques for the hate speech detection
studies. In [13], the authors preferred Vowpal
Wabbit’s regression model over other models.
In [14], the authors have used Recurrent Neural
Network (RNN) models for hate speech detection.

In this paper, we proposed a crowd-sourced
and neural network-based hate speech detection
framework that can be adopted by the online
social media websites. We have used word vectors
embedding as input features and used the CNN
models for classification in the proposed service
framework. Moreover, the previous works has
considered the hate speech problem as multi-class
classification problem. We have identified and
presented the problem as multi-label classification

Figure 1. The proposed hate speech detection frame-
work for social media

problem.

FRAMEWORK FOR HATE SPEECH
DETECTION

In terms of functionalities, the framework has
two components: (i) an offline training module
and (ii) online hate and offensive speech detection
module. The offline training is a periodic job that
takes the tweets and labels the tweets tagged by
different people, shown as Step 1 and Step 2 in
Fig. 1. The offline training procedure trains the
deep neural network to learn the features in the
tweets. The online procedure is responsible for
using the model trained in the offline procedure
and predicts the labels for the new tweets. The so-
cial media users are allowed to agree or disagree
with the automatic labels. The online procedure
is shown through Step 4, Step 5, and Step 6 in the
Fig. 1. The tweets labeled in online procedure and
new tweets labeled by Twitter users are again fed
to the offline procedure to re-train the algorithm
for optimization of the automatic labeling task.

CROWD-SOURCED POLICY
Contrary to the social media platforms where

the policies of social media organizations about
hate speech are regulated by the specific orga-
nizations, the proposed framework involves the
social media users in deciding about the nature
(hate or otherwise) of the tweets. The people are
encouraged to participate to vote and train the
machine to decide about hate speech. Moreover,
depending upon the judgments regarding the hate
speech using the majority votes, the tweets can
remain visible or hidden in a certain geographical
region. Modifying the social media sites with this
methodology will not enforce the bias of a certain
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Table 1. HYPERPARAMETER VALUES
Parameter Value

Embedding Embedding
dimension 256

ConvID Filters 512
(Ist layer) Kernel Size 3

(2nd Layer) Kernel Size 4
(2nd Layer) Kernel Size 5

Activation
Function Relu

MaxPooling ID
All three layers Pool Size 2

Dropout Rate 0.2
Dense Activation Function Sigmoid

Model.compile Optimizer adam
Model.fit Batch Size 30

group on others. People of different geographical
regions will be able to train the machines for their
regions according to their likeness and laws in a
democratic manner. We implemented only one it-
eration of this proposed methodology. We did not
retrain the models again with new votes or labels.
Instead of enforcing the models to get trained
again according to our own bias that could have
been added with our votes, we tried to find the
most stable model that can consistently perform
better with the bias within the different dataset.
The model that can re-learn and can consistently
perform good on different dataset will be able to
adjust themselves easily for the changing bias in
the votes of different geographical regions.

THE CNN MODEL

The stable CNN model we have proposed
for hate classification is Sequential Convolutional
neural network model (SCNN). A SCNN is se-
quential model having embedding, three convo-
lutional 1D layers with three maxpooling 1D
layers, Dropout, Flatten, and dense layers. Table
1 presents the values of the parameters that we
obtain after hyperparameter tuning our SCNN
model.

We used the technique of splitting the dataset
into three portions, training, development, and
test datasets. We have used 60% dataset as train-
ing data, 20% as validation data, and 20% as test
data. The validation set is used in the hyperpa-
rameters tuning and test set is used in the model
testing and comparison with other models.

TWEETS CLASSIFICATION FOR HATE
SPEECH DETECTION

We studied several machine learning models
and compared them with the SCNN approach.
The following techniques were compared: (i)
n-grams with SVM [12], (ii) Logistic Regres-
sion with multiple features list [2], (iii) Long
short-term Memory (LSTM), (iv) CNNLSTM,
(v) CNN-non-static, (vi) CNN2D, (vii) ATTCNN,
and (viii) ATTCNN with max. We used n-grams
up to n=4 in the first two schemes and uses the
filter sizes ranges from 2 to 4 in neural networks,
for fair comparison. We consider n-grams with
SVM and logistic regression with multiple fea-
tures list as our baseline models for comparison.
Brief narratives of the aforesaid models employed
for comparison are given below:

n-grams with SVM: The technique is pre-
sented in [12][15]. The unigrams, bigrams, and
trigrams are taken as features. The features are
provided to the SVM classifier. We used this sim-
ple model as our baseline model for performance
comparison of the other models in multi-class
classification.

Logistic Regression with multiple features
list: The technique is presented in [2]. This
technique uses TF-IDF weighted unigram, bi-
grams, and trigrams, sentiment score of the tweet,
number of hashtags, retweets, URLs, characters,
words, and syllables in each tweet as the feature
set.

Long short-term Memory (LSTM): The
LSTM is Recurrent Neural Network (RNN) ar-
chitecture that is being used for text classification.
For comparison, we created model of a single
layer LSTM after embedding layer with one
dense layer.

CNNLSTM: The abovementioned model was
modified to use LSTM layer before the dense
layer. CNN-non-static: The model was presented
in [16]. The original technique was used to find
sentiment analysis in the text. The technique
uses an embedding layer and three layers of
convolutional 1D maxpooling ID and Flatten that
are concatenated before the output dense layers.
The technique was modified to use three classes
instead of two classes. The weights of vectors in
the embedding layers are fine-tuned in each task
to obtain a better classification result from the
model that do not use fine-tuning of the weights.
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CNN2D: The model in [16] was modified to
use convolutional 2D neural layers instead of 1D
layers and consequently the modified model is
CNN2D3. The output from the embedding layer
is reshaped so that output of embedding layers
can be used in the convolutional 2D layers.

ATTCNN: The model uses the attention
mechanism in convolutional layer as described in
[17]. The model has attentive convolutional layer,
flatten layer, and dense layer. ATTCNN with max:
The ATTCNN model is modified by adding an
additional maxpooling layer after the attention
convolutional layer. The model has attentive con-
volutional layer, maxpooling layer, flatten layer,
and dense layer.

EXPERIMENTAL RESULTS
To determine the efficacy of the CNN-based

approach, comparisons with the existing tech-
niques described in Section III were made on a
set of tweets: (i) Dataset 1 is a CrowdFlower4

hate vs. offensive dataset [12], (ii) Dataset 2
is previously used in [2], and (iii) Dataset 3
is Sexism vs. Racism dataset used in [6]. The
CrowdFlower dataset comprises of a total 14,509
tweets. The Dataset 2 [2] contains a total of
24,783 tweets. The third dataset, Dataset 3 [6]
contains total of 6,492 tweets. The Dataset 3
is the most unbalanced dataset among the three
and the Dataset 1 is the least unbalanced. In
Dataset 3, around 86% of the tweets belong to
one class and rest are divided into three classes.
In Dataset 2, offensive tweets are comprised of
77% alone. However, in Dataset 1, the share of
offensive tweets is 50%, neither 33%, and about
16% are the tweets labelled as hate speech. Ex-
periments are conducted on Amazon EC2 cloud
using Keras, Tensorflow, and Sklearn libraries of
Python. The classification accuracy for both the
multi-class classification and multi-label classifi-
cation was determined. Precision, recall, and F-
measure are used as the evaluation metrics to
determine the accuracy.

3https://github.com/bhaveshoswal/CNN-text-classification-
keras

4https://data.world/crowdflower/hate-speech-
identification/workspace/file?filename=twitter-hate-speech-
classifier-DFE-a845520.csv

MULTI-CLASS CLASSIFICATION RESULTS
The multi-class classification results are given

in Table 2, Table 3, and Table 4. One important
observation, we made during the analysis of the
results is that the neural network-based models
except RNN performed better in precision scores
in identifying individual classes, especially the
hate class in Dataset 1 and Dataset 2, and Sexism
class in Dataset 3 as compared to the baseline
model n-grams with the SVM and the LR with
multiple features. However, the recall results of
neural network-based models appear lower than
the baseline, especially in Dataset 2, and Dataset
3. Therefore, the neural network-based models
except RNN produced slightly better results than
the baseline beyond expectations. Another impor-
tant observation, we have made that the more
unbalanced the dataset is, the more F-measure
scores of neural network-based models are af-
fected in identifying the minority class. For exam-
ple, for hate speech detection in Dataset 2 neural
network-based models performs slightly less than
the baseline model and LR with multiple features
in F-measure scores performs better in Dataset 1.
However, they remain higher in precision scores
in all the datasets. Recent, researches have shown
that attention mechanism in convolutional layers
performs better than the model without attention
mechanism in text classification [17]. However,
in our experiments, we observed that using the
attention mechanism in convolution layer, espe-
cially with maxpooling, increases the precision
score but decreases the recall score. Therefore,
overall F-score of attention convolutional models
remains low.

The high precision and low recall results
signify that the neural network-based models are
comparably stringent in classification as com-
pared to baseline model. To understand the rea-
sons for low recall results, we compare the per-
centage of similar words among the different
classes in the datasets. In Dataset 1, 45.7% of
the words in class labelled as hate speech are
also present in offensive tweets class. Similarly,
in Dataset 2, 65.2% of words in tweets labelled as
hate speech are also present in offensive tweets
class. The same scenario is also present in the
Dataset 3. In Dataset 3, 43.6% of words in racism
tweets are also present in tweets labelled as
sexism. The high percentage of similar words af-
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Table 2. MULTI-CLASS CLASSIFICATION RESULTS ON DATASET 1
Dataset 1

Precision Recall F-measure
Classification

Technique Hate Offensive Neither Hate Offensive Neither Hate Offensive Neither

Multi-Features LR 0.39 0.95 0.7 0.53 0.92 0.83 0.449348 0.934759 0.759477
n-gram SVM 0.39 0.94 0.7 0.48 0.93 0.82 0.430345 0.934973 0.755263

RNN 0 0 0.51 0 0 1 0 0 0.675497
CNNLSTM 0.48 0.58 0.87 0.46 0.66 0.8 0.469787 0.617419 0.833533

SCNN 0.47 0.65 0.88 0.56 0.58 0.89 0.511068 0.613008 0.884972
CNN-non-static 0.43 0.63 0.94 0.72 0.78 0.7 0.538435 0.697021 0.802439

CNN2D 0.61 0.68 0.86 0.32 0.73 0.95 0.419785 0.704113 0.902762
ATTCNN 0.53 0.65 0.85 0.34 0.66 0.93 0.42 0.65 0.89

ATTCNN-with max 0.65 0.63 0.81 0.08 0.72 0.96 0.14 0.67 0.88

Table 3. MULTI-CLASS CLASSIFICATION RESULTS ON DATASET 2
Dataset 2

Precision Recall F-measure
Classification

Technique Hate Offensive Neither Hate Offensive Neither Hate Offensive Neither

Multi-Features LR 0.21 0.95 0.87 0.53 0.92 0.83 0.300811 0.934759 0.849529
n-gram SVM 0.3 0.94 0.88 0.48 0.93 0.82 0.369231 0.934973 0.848941

RNN 0 0.78 0 0 1 0 0 0.876404 0
CNNLSTM 0.37 0.91 0.74 0.28 0.92 0.75 0.318769 0.914973 0.744966

SCNN 0.2 0.9 0.71 0.45 0.86 0.67 0.276923 0.879545 0.68942
CNN-non-static 0.52 0.94 0.92 0.09 0.89 0.15 0.153443 0.914317 0.257944

CNN2D 0.58 0.91 0.8 0.16 0.96 0.8 0.250811 0.934332 0.8
ATTCNN 0.47 0.9 0.78 0.14 0.95 0.76 0.22 0.93 0.77

ATTCNN-with max 0.58 0.89 0.81 0.06 0.97 0.7 0.11 0.83 0.75

Table 4. MULTI-CLASS CLASSIFICATION RESULTS ON DATASET 3
Dataset 3

Precision Recall F-measure
Classification

Technique Sexism Racism Neither Sexism Racism Neither Sexism Racism Neither

Multi-Features LR 0.76 0.25 0.93 0.59 0.6 0.98 0.67 0.1 0.95
n-gram SVM 0.75 0.33 0.94 0.64 0.12 0.97 0.69 0.17 0.96

RNN 0.3 0 0.86 0.07 0 0.98 0.12 0 0.91
CNNLSTM 0 0 0.81 0 0 1 0 0 0.92

SCNN 0.67 0.33 0.87 0.17 0.15 0.98 0.28 0.21 0.92
CNN-non-static 0.81 0 0.94 0.44 0 0.91 0.57 0 0.92

CNN2D 0.78 0.33 0.91 0.48 0.15 0.98 0.6 0.21 0.95
ATTCNN 0.8 0 0.89 0.28 0 0.99 0.41 0 0.94

ATTCNN-with max 1 0 0.92 0.02 0 1 0.04 0 0.92

fected the performance of strict classifiers (neural
network-based models) during the recall scores
calculations. We also visualized the datasets using
the scattertext. Fig. 2, F.g. 3, and Fig. 4 show
the scattertext of all the three datasets. In Fig. 2
and Fig. 3, the right top corner is more cluttered
with words as compared other parts of the graphs.
The phenomena represent that there are more
words that are in high frequency both in hate
and offensive labelled data. However, in Fig. 4,
the number of words are greater in the center
of the graph. The phenomena describe that there
are more words that are medium frequent both in
the sexism and racism categories. Therefore, it is
clear that it is hard to separate both the hate and
offensive data.

MULTI-LABEL CLASSIFICATION RESULTS
Distinguishing between hate speech and of-

fensive speech often becomes difficult for humans
as well due to the same usage of the words and
very slight distinction between the semantics. The
similar problem occurs in machine learning as
well. Due to the overlapping nature of vocabulary
used in all the three classes, we re-evaluated
the hate speech detection problem as the multi-
label problem. The multi-label classification is
evaluated using the α -Evaluation metric [18].
The α -Emulation performance metric evaluates
each prediction using the following equation:

Score(Px) = (1− |βMx + γFx|
|Yx ∪ Px|

)α, (1)
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Figure 2. ScatterText plot of Dataset 1

Figure 3. ScatterText plot of Dataset 2
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Figure 4. ScatterText plot of Dataset 3

where Yx represents a set of actual label(s)
while Px represents the predicted label(s) against
the test case x. Moreover, Mx = Yx − Px
represents the missed labels that model fails to
predict and Yx = Px−Yx is a set of false positive
labels in the above equation. The parameters β
and γ are to penalize the missed labels and
false positives in the multi-label classification.
The parameter α is the forgiveness rate parameter.
The three parameters in the equations α, β, and
γ are restricted to keep the score of prediction as
non-negative. The restrictions are:

α ≥ 0, β ≥ 0, γ ≤ 1, β = 1|γ = 1, (2)

The neural network models predict the probabili-
ties of all the classes and the class with the highest
probability is considered as the predicted class.
For multi-label scenario, we considered all the
classes as labels. However, to restrict ourselves
from getting all the labels in each scenario, we
used the threshold of 0.5. The classes with the
prediction score of above the threshold were
assigned to the text as labels. The precision and
recalls scores are evaluated using the following
formulas for the multi-label classification,

precisionc =
1

|Dc|
∑
x∈Dc

score(Px), (3)

where Dc = {x|C = Px}.
Similarly, the recall score is calculated using

equation given below:

recallc =
1

|Dc|
∑
x∈Dc

score(Px), (4)

where Dc = {x|C = Yx}.
Table 5 presents the results of SCNN model

with multi-label classification by varying different
parameters in Equation 1 and Table 6 presents
comparison of results of different classifiers. The
results demonstrate that the F-measure is highly
affected by being tolerant to the false positives
— decreasing the value of γ — and by getting
strict on the missing the labels —increasing the
value of the β. We have found β = 1, γ = 0,
and α = 1 as the best case in the results.
The case is extreme relaxed on false positives
and extreme strict on missing the labels. We
obtained the precision score of 1 under all the
models except RNN and CNNLSTM. This is
due to the reason that we are too relaxed in
false positive. Moreover, the recall scores of the
convolutional neural network-based models have
shown significant improvement that has affected
the F-measure scores as well. The results show an
average increase of 0.095 in F-measure score for
the convolutional neural network-based models
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against all the classes. However, the hate class
in Dataset 1 has shown the maximum increase
of 0.2 in F-measure score as compared to the
results in multi-class classification. It is clear
from the results that the high number of similar
words in the different classes and strict nature
of convolutional neural network-based models
resulted in low recall in multi-class classification
but still they predict the correct classes with
probabilities higher than the 0.5. Overall, the
SCNN has performed consistently well than the
other models in the three datasets.

CONCLUSIONS
In this paper, we presented a service frame-

work called HateClassify for hate speech detec-
tion on social media. The HateClassify frame-
work employs a crowed-sourced approach that
permits the social media users to vote about
any textual speech or content that is deemed
inappropriate. To evaluate the performance in
terms of classification, the CNNs were employed
and experimental results demonstrate that the
classification accuracy achieved through the CNN
models, particularly the SCNN is significantly
competitive and even better than several state-of-
the-art approaches. An important contribution of
the paper is that it presents the problem of hate
speech classification as the multi-label classifica-
tion problem. The experimental results attained
by employing the CNN approaches both for the
multi-class classification and multi-label classi-
fication are sufficiently encouraging and signify
the feasibility of these approaches for hate speech
classification on social media.
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Table 6. MULTI-LABEL CLASSIFICATION RESULTS COMPARISON
Parameters Settings

Dataset 1
Precision Recall F-measure

Hate Offensive Neither Hate Offensive Neither Hate Offensive Neither
RNN 0 1 1 0 1 1 0 1 1

CNNLSTM 1 1 1 0.45 0.65 0.79 0.62 0.79 0.88
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