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Abstract

Recursive Temporal Meta-cluster of Daily Time Series

by Farhana Haider (A00381047)

Identifying pattern groups from large temporal data sets, preserving clustering schemes
obtained from different heuristic algorithms and presenting temporal pattern profiles for
a specific day and previous days are significant concerns in many fields. As clustering
schemes created by different heuristic algorithms may not completely agree with each
other, researchers have proposed different clustering ensemble techniques to combine such
schemes. In the first phase, this research proposes a rough set based ensemble method that
preserves the inherent order in clustering. In the second phase, the Recursive Meta-cluster
algorithm is used to create meta-profiles having current volatility with historical perspective
for the financial daily temporal pattern clusters, which a trader may use while making deci-
sions. Traditionally, any information of the historical or future clustering is not considered
for temporal clustering. The proposed algorithm clusters the temporal patterns iteratively
using previous clustering results from connected historical patterns.
Keywords: Clustering, Ensemble, Rough Sets, Granular Computing, Meta-cluster, Meta-
profile, Financial Time Series, Volatility

August 20, 2015



Chapter 1

Introduction

This chapter describes the overall introductory background and framework of the the-

sis. Section 1.1 introduces the overview of the underlying research question. Section 1.2

and 1.3 specify the objectives and methodology of the research in brief. Section 1.4 is an

introduction to the organization of this report.

1.1 Overview

Mining valuable data from a raw data set is always a significant issue in all aspects of

life that incorporate information in a large volume. In a small dimension where the data set

is minute, this task can be done with manual human effort. However, when the volume in-

creases, eventually it becomes difficult to mine the useful information. Automated systems

can resolve this problem. Data mining systems are such systems that can extract required

data from raw data. Clustering is one such data mining mechanism. Numerous studies have

focused on this method, prescribing various types and enhancements of the basic idea of
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this process. Meta-clustering is one advancement of the basic clustering whereas Recursive

Meta-clustering is an extension of Meta-clustering.

With technology advancement and increasing diversity of data, data mining systems be-

came more field as well as data structure specific. An example of a specifc data format is the

daily time series. Researchers have been working for years to extract specific information

or patterns from such series in an effective manner.

Along with other time series data, financial time series data is playing an important

role in our everyday life. As a consequence, techniques to analyze and mine such data are

evolving.

1.1.1 Disagreement of Clustering Schemes

Granular computing (GrC) is an emerging computing paradigm of information process-

ing. It concerns the processing of complex information entities called information granules,

which arise in the process of data abstraction and derivation of knowledge from information

or data. In granular computing an object is represented as an information granule. Zadeh

introduced the notion of information granulation in 1979 (Zadeh, 1979) in the context of

fuzzy sets. The research community did not immediately grasp the full implications of

Zadeh’s initial proposal. Pawlak’s theory of rough sets using partitions induced by equiv-

alence relations can also be considered as a type of granulation. The subsequent prolific

theoretical and practical developments based on rough sets indicated the diverse potential

of this new granular computational paradigm. Zadeh further elaborated on information

granulation and its central role in human reasoning (Zadeh, 1997), which provided new

insights into granular computing. Granular computing encompasses multiple levels or lay-

3
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ers of granularity in thinking, problem solving and information processing (Yao, 2010). A

more elaborate formulation of granular computing followed Zadeh’s paper in the form a

book by early pioneers Bargiela and Pedrycz. They provided an elegant pyramidal infor-

mation processing paradigm for granular computing (Bargiela and Pedrycz, 2003). Since

Bargiela and Pedrycz’s book, researchers have proposed many theories, frameworks, mod-

els, methodologies and techniques for granular computing. The mainstream granular com-

puting research focused on fuzzy sets, rough sets, interval analysis and cluster analysis

(Pedrycz et al., 2008; Yao, 2007, 2008). Researchers are now using granular computation

in a broader context.

In the first phase of this research, we view the same object using different information

granules depending on the context or point of view. As an example, we have considered a

multigranular view for a time series of commodity prices. A trader finds a daily price pattern

interesting when it is volatile. The higher the fluctuations in prices, the more volatile the

pattern. A Nobel Prize-winning research introduced the concept of the Black Scholes index

to quantify volatility of a pattern(Black and Scholes, 1973). The Black Scholes index is a

single concise index to identify volatility in a daily pattern. We can segment daily patterns

based on values of the Black Scholes index. This segmentation is essentially a clustering

of a one dimensional representation (Black Scholes index) of the daily pattern. However,

a complete distribution of prices during the day can provide more elaborate information

on the volatility. While a distribution consisting of frequency of different prices is not a

concise description for a single day, it can be a very useful representation of daily patterns

for clustering based on volatility. That means we will have two different ways of grouping

daily patterns. The obvious question that arises in this case is which one of the groupings

4
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is better. Instead of using one grouping or the other, clustering ensemble can be used to

come up with a consensual grouping. Traditionally, clustering ensemble is applied to crisp

clustering schemes and creates another crisp clustering scheme. In crisp clustering schemes,

an object is assigned to one and only one cluster. There is no room for ambiguity in such

a clustering. However, while combining results from two clustering schemes, there will be

situations when the two clustering schemes do not agree with each other. When the two

clustering schemes do not agree with each other on the assignment of an object, it should

belong to two different clusters in the resulting clustering schemes. That means the clusters

will need to overlap.

This thesis proposes the use of Rough Set theory, which includes the concept of a bound-

ary region that will be ideal for representing overlap of clusters from different clustering

schemes. The proposed Rough Ensemble clustering is shown to be a natural representation

for combining the clustering schemes of multigranular representations of the same object.

1.1.2 Need for Temporal Historical Pattern Profiling

Profiling objects is useful in various real world data sets where extraction of certain

characteristics of those objects are required. As an example, transaction characteristics of a

customer of a retail store or profiling customer versus product characteristics may allow that

store to significantly help in the analysis of the daily transaction properties of the store and

therefore update its product stock accordingly. (Lingras et al., 2014) showed how Recursive

Meta-clustering can be used to create such profiles. (Lingras and Rathinavel, 2012) (Triff

and Lingras, 2013) described two other ways to implement Recursive Meta-clustering for a

network and for information granules of businesses and reviewers of a business rating web
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site, respectively.

Recursive Meta-clustering can be understood as an advancement of Meta-clustering.

A version of Meta-clustering that supports two stage clustering was proposed by (Slonim

and Tishby, 2000) where the technique is used for document clustering. (El-Yaniv and

Souroujon, 2001) proposed a repetitive version of this approach. (Castellano et al., 2002)

introduced double-clustering using the Fuzzy C-means Algbaorithm. (Caruana et al., 2006)

proposed a Meta-clustering algorithm to allow users to select reasonable clustering that best

fits their need. In this process the base level clusters are grouped by their similarities and

presented to users by organizing them in a meta level. (Ramirez-Cano et al., 2010) showed

Meta-clustering as the technique to group game-play data based on players’ social relations.

The information granule used in the Recursive Meta-clustering algorithm is represented

by parts namely static part and dynamic part. The static parts are created from the informa-

tion directly related to the candidate record and the dynamic part is created considering the

information of the record that is related to the record of the static part. On the other hand,

the dynamic part is derived recursively from the clustering process until some predefined

criteria is satisfied (Lingras and Rathinavel, 2012; Lingras et al., 2014; Triff and Lingras,

2013). Though Lingras and Rathinavel initially used crisp clustering using K-means for

this algorithm, the concept was extended later to use fuzzy clustering by means of Fuzzy

C-means.

In addition to non-temporal objects, temporal or time-series objects often demand pro-

filing. In different areas, including Economics, Finance, Social Science, Environmental

Science where there are time series, automated profile or characteristic representation of

current pattern along with historical patterns over certain period are very useful for further
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analysis or decision making. For instance, if the current and historical price fluctuation of

a product is available to an investor without the burden of analyzing each temporal pattern

for the days under consideration, he or she can more easily decide whether to proceed with

an investment or not. To profile such temporal patterns this research proposes an updated

Recursive Meta-cluster that works on time series data. However, the basic idea used in the

proposed algorithm is same as the one proposed by (Lingras and Rathinavel, 2012; Lingras

et al., 2014; Triff and Lingras, 2013)

1.2 Objectives

According to the problem domain as discussed in the previous section, the objectives of this

research can be defined in two phases:

1. Grouping temporal patterns by preserving different clustering schemes

2. Profiling temporal patterns for a given day and for the last m days

1.2.1 Grouping Temporal Patterns by Preserving Different Clustering

Schemes

The first target of this thesis is to propose a clustering scheme that can represent groups

of the time series patterns by preserving clustering schemes obtained from different heuris-

tic algorithms.
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1.2.2 Profiling Temporal Patterns for a Given Day and for the Last m

Days

The second and ultimate objective of this research is to create profiles of current patterns

of a temporal data set along with historical patterns for m previous periods. In other words,

as an output, the system can represent a human interpretable status for a pattern and patterns

from m previous periods.

1.3 Methodologies

Methods required to achieve the prescribed objectives defined in last section are repre-

sented in the following sub-sections. The first objective is targeted to be achieved at the end

of step 3.4 while the second will be achieved at the end of 3.7. Algorithms of Rough Ensem-

ble Clustering and Recursive Temporal Meta-clustering are given in section 4.3.1 and 5.2

respectively. For clustering and analysis using plotting we will use the statistical language

R, whereas to execute the program modules will use shell scripts. In addition, to execute

those programs that use a large data set for this research, we are using the linux cluster

for Saint Mary’s University provided by the Atlantic Computational Excellence Network

(ACEnet). The workflow to implement the two algorithms is given in Figure /refworkFlow.

1.3.1 Preparation of Data Set

We will use a data set containing average prices of 223 financial products or instruments

at 10 minutes intervals for 121 days or less, comprising a total of 27,012 records. For the
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Figure 1.1: Workflow to Implement the Proposed Algorithms

first phase, two data sets will be created from this data set. One of these will be multidi-

mensional and will represent 5 percentile values. The other will be one dimensional and

represents the Black Scholes daily volatility. For the second phase, a filter on the data set

representing the percentile values as well as the Black Scholes daily volatility will be re-

quired to ensure that each commodity has more than m transactions, where m is the number

of specified historical periods.
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1.3.2 Clustering Scheme Selection

Both the sets of data will be clustered 10 times using the K-means algorithm and the

Davies-Bouldin index will be determined. Along with this, we will analyze the cluster

results and determine the optimal number of clusters. The final cluster profiles will be

preserved.

1.3.3 Cross Cluster Profile Analysis

The profiles created will be compared using overlap checks using an overlapping ma-

trix along with plotting of cross matching patterns. The analysis is targeted to determine

agreement and disagreement of the two types of cluster results obtained from the data set.

1.3.4 Rough Ensemble clustering

To ensure quality clustering, significant groupings of both the cluster results should be

kept. In order to have such a quality grouping, a Rough Ensemble clustering scheme will

be proposed in this stage. At this step, objective 1 will be achieved.

1.3.5 Phase 2 Clustering and Ranking

The filtered data set representing percentile value as well as the Black Scholes volatility

index values will be used in this phase. Patterns from the (m+1)th to nth day are treated as

the static part in this case. In the first iteration, the static part of the data set will be clustered

and ranked according to the volatility index values. In the next consecutive iterations, we

will cluster the data set of the concatenating static and dynamic parts and rank them. The
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dynamic part which is the connective or relative values of the static part data is created with

ranks of the last iteration clusters whose centroids are closest to the day in consideration.

1.3.6 Recursive Meta-clustering

Clustering and ranking as described in the previous step are iteratively observed until

the centroids of the dynamic parts have converged or stabilized. The final ranked cluster

results found in this way will be used to represent the meta profiles. We will obtain different

sets of cluster profiles for each of the data sets used.

1.3.7 Meta-profiling

Once the Recursive Meta-clusters are determined, for any given day existing in data set,

the volatility rank of the day and the previous m days can be presented based on the final

Meta-cluster results. The volatility rank of a day and the previous m days can be different

based on the type of data set (i.e. percentile and Black Scholes daily volatility).

1.4 Organization of the Thesis

The next consecutive chapters of this thesis report are organized as follows:

o Chapter 2 is the background or study of previous works relevant to this thesis in a

categorized manner.
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o Chapter 3 demonstrates the process to prepare the data set for experiment with an

example illustration.

o Chapter 4 describes the theory and overall process of Rough Ensemble clustering

with experimental results.

o Chapter 5 represents the procedure and experimental results for the Recursive Meta-

clustering of daily time series patterns.

o Chapter 6 is a conclusive outline describing the summary of the research outcome

and future work.

12



Chapter 2

Literature Review

This chapter presents a literature review on the basis of searches on literature that are re-

lated to this thesis on Recursive Temporal Meta-clustering for daily time series. The overall

organization of this chapter is based on 76 relevant articles. This chapter is a background

study to review the relevant research contributions more precisely, targeting ultimate ad-

vancement of this research.

Considering the major terminologies and branches related to this research, this chap-

ter is organized in five categories; namely Clustering, Meta-clustering, Recursive Meta-

clustering, Temporal/Time Series Clustering and Financial Time Series. The last category

is chosen considering the type of data that is used in this thesis for empirical study. The

sub-sections of the following sections are designed chronologically with respect to the cat-

egories specified. The reviews in each section and subsection are organized in order, to

represent research advancement with respect to time. Each section starts with a brief intro-

duction on the literature reviews that follow. A summary on the overall study is given at the

end of this chapter.
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2.1 Categorized Reviews on Literatures

2.1.1 Clustering

This section represents a review of basic work done on clustering. The following three

consecutive subsections 2.1.1.1, 2.1.1.2, 2.1.1.3 and 2.1.1.4 correspond to the reviews of

crisp clustering, soft clustering, N-clustering and ensemble clustering respectively.

2.1.1.1 Crisp Clustering

A qualitative and quantitative understanding of large amounts of N-dimensional data

can be obtained by identifying reasonably good similarity groups called clusters. For a

finite set of objects X = { ~x1, ..., ~xn} represented by m-dimensional vectors, a clustering

scheme groups the n objects into k clusters C = {c1, ..., ck}. Clustering is an unsuper-

vised learning process. The correct grouping is unknown. A number of cluster validity

measures including the Davies-Bouldin (DB) index (Mitra, 2004) have been proposed to

evaluate clustering schemes. For kn possible clustering schemes, the objective is to find the

most optimal grouping. This idea of clustering represents the concept of crisp or boolean

clustering. This is the most obvious application of K-means, which we now define.

K-means Algorithm: The name K-means originates from the means of the k clusters

that are created from n objects. In this approach assigning a data object to a cluster depends

upon the distances of the object from the available distributions. To measure the distances

the Euclidean distance is calculated (MacQueen, 1967). The basic definition and approach

of K-means was made efficient by Hartigan and Wong (1979). They proposed the standard
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K-means algorithm which clusters objects in such a way that sum of squares distance among

objects within each cluster is minimized. The objective is to assign n objects from X to

k clusters. The process begins by randomly choosing k objects as the centroids of the k

clusters. The objects are assigned to one of the k clusters based on the minimum value

of the distance d(x, ci) between an object x and the centroid of cluster ci. Usually, the

centroid of a cluster and the objects are represented by vectors. After the assignment of

all the objects to various clusters, the new centroid vectors of the clusters are re-calculated

as means of all the objects in the clusters. The process stops when the centroids of the

clusters stabilize, i.e. the centroid vectors from the previous iteration are identical to those

generated in the current iteration.

2.1.1.2 Soft Clustering

Soft clustering is a technique that overcomes the problem of a tendency toward unnec-

essary cluster-splitting when clustering is made using traditional crisp clustering approach.

There are different types of soft clustering algorithms.

Fuzzy Clustering: Fuzzy clustering can allow a candidate data object be a member of

more than one cluster at a time with a different degree of membership between 0 and 1

(DUNN, 1973). The algorithm Fuzzy C-means (FCM) used for this, which was modified

later on. This method makes it possible to specify a varying degree of memberships of an

object to different clusters where the sum of the coefficients for different clusters of a given
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object is 1. This algorithm is based on minimization of the following objective function:

n∑
i=1

k∑
j=1

umij v(~xi, ~cj) , 1 < m <∞ (2.1)

where n is the number of objects and each object is a d dimensional vector. A parameter

m is any real number greater than 1, uij is the degree of membership of the ith object (~xi)

in the cluster j, and v(~xi, ~cj) is the Euclidean distance between an object ~xiand a cluster

center cj . The degree of membership, given by the matrix ~u, for objects on the edge of a

cluster may have a lesser degree than objects in the center of a cluster. However, the sum

of these coefficients for any given object xi must be 1, i.e.,

k∑
j=1

uij = 1 ∀i. (2.2)

The centroid of a fuzzy cluster is the weighted average of all objects, where the weights of

each object is its degree of membership to a cluster:

~cj =

∑n
i=1 u

m
ij ~xi∑n

i=1 .u
m
ij

(2.3)

FCM is an iterative algorithm that terminates if

max
(∣∣∣ut+1

ij − utij
∣∣∣) < δ, (2.4)

where δ is a termination criterion between 0 and 1, and t is the iteration step (Bezdek, 1981).

Rough Clustering: The notion of rough set was proposed by Pawlak (Pawlak, 1982).
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For a universe or a finite ordinary set X and an equivalence (indiscernibility) relation

R ⊆ X×X , on X , the pair A = (X,R) is called an approximation space. The equivalence

relation R partitions the set X into disjoint subsets. Such a partition of the universe is de-

noted by: X/R = E1, E2, ...., En, where Ei is an equivalence class of R. If two elements

u, v ∈ X belong to the same equivalence class E ⊆ X/R, u and v are called indistin-

guishable. The equivalence classes of R are called the elementary or atomic sets in the

approximation space A = (X,R). The union of one or more elementary sets is called a

composed set in A. The empty set ∅ is also considered as a special composed set. Com(A)

denotes the family of all composed sets. Since it is not possible to differentiate between the

elements within the same equivalence class, one may not be able to obtain a precise repre-

sentation for an arbitrary subset Y ⊆ X in terms of elementary sets in A. Instead, any Y

may be represented by its lower and upper approximations. The lower approximationA(Y )

is the union of all the elementary sets which are subsets of Y , and the upper approximation

A(Y ) is the union of all the elementary sets which have a non-empty intersection with Y.

The pair
(
A(Y ), A(Y )

)
is the representation of an ordinary set Y in the approximation

space A = (X,R), or simply the rough set of Y . The elements in the lower approximation

of Y definitely belong to Y , while elements in the upper approximation of Y may or may

not belong to Y .

Rough sets (Pawlak, 1984) enable us to represent such clusters using upper and lower

bounds. Lingras (Lingras, 2001) described how a Rough Set theoretic classification scheme

can be represented using a rough set genome. In subsequent publications (Lingras and West,

2004), (Lingras et al., 2004), a modification of the K-means approach and Kohonen Neural

Network were proposed to create intervals of clusters based on rough set theory. All the
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three approaches have been used successfully in clustering of web users. The K-means

based and Neural Network approaches have also been used for clustering of supermarket

customers. Rough Sets were proposed using equivalence relations by Pawlak (Pawlak,

1982). However, it is possible to define a pair of upper and lower bounds
(
A(X), A(X)

)
or a Rough Set for every set X ⊆ U as long as the properties specified by Pawlak (Pawlak,

1982, 1992) are satisfied (Yao et al., 1994; Polkowski and Skowron, 1996; Skowron and

Stepaniuk, 1999). For a clustering scheme C based on a hypothetical relation R

X/R = C = {c1, c2, . . . , ck} (2.5)

partitions the set X based on certain criteria. The actual values of ci are not known. If,

due to insufficient knowledge, it is not possible to precisely describe the sets ci, 1 ≤ i ≤ k,

in the partition, it is possible to define each set ci ∈ X/R using its lower A(ci) and upper

A(ci) bounds based on the available information. We are considering the upper and lower

bounds of only a few subsets of X . Therefore, it is not possible to verify all the properties

of the Rough Sets (Pawlak, 1982, 1992). However, the family of upper and lower bounds

of ci ∈ X/P are required to follow some of the basic Rough Set properties such as:

(PR1) An object x can be part of at most one lower bound

(PR2) x ∈ A(ci) =⇒ x ∈ A(ci)

(PR3) An object x is not part of any lower bound

m

x belongs to two or more upper bounds.
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The rough K-means (Lingras and West, 2004) and its various extensions (Peters, 2006)

have been found to be effective in distance-based clustering. A comparative study of crisp,

rough and evolutionary clustering depicts how rough clustering outperforms crisp clustering

(Joshi and Lingras, 2009). Peters, et al. (Peters et al., 2013) provide a good comparison of

rough clustering and other conventional clustering algorithms.

2.1.1.3 N Clustering

The term bi-clustering was first introduced by Mirkin (1996) and then the appearance

of tri and n-clustering followed shortly thereafter. The main idea behind this approach was

Formal Concept Analysis (FCA) and clustering was done row-wise and columns-wise si-

multaneously to determine the intersected regions. Afterwards, a relaxation of the formal

concept was introduced by the development of concept-based bi-clustering, or alternatively

called Object-Attribute clustering, that reduces the time complexity for FCA. It ensures

the resultant number of dense bi-clusters is no greater than the number of non-empty cells

in the initial relation. This approach was used in a relationship set of firms and terms

bought by the firms to recommend terms for a certain firm. Terms bought by other com-

petitive firms were considered for this, where the terms included term(s) of the firm under

consideration along with other term(s) (Ignatov et al., 2012). As an advancement of this

method, an alternative of Tri-concept called Tri-clustering or Object Attribute Condition

(OAC) tri-clustering was introduced. This concept-based clustering reduces computational

time with respect to the traditional Formal Concept Analysis by representing a maximum

cuboid full of crosses. Using this approach, the dense tri-clusters are formed consisting of

triples formed by taking the triboxes of object, attribute and condition. To calculate the
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triboxes, prime operator values are considered. The box operator set or value of an object

consists of the objects found in the prime operator set of attribute and condition of the triple

taken into account. The same process is employed to calculate box operator values of at-

tributes and conditions as well. A tri-cluster is called dense if its density is greater than a

minimal threshold (Ignatov et al., 2011). Recently a combination of bi-clustering and tri-

clustering approaches to analyze data of a social network was deployed. In this approach,

bi-clusters are extracted from two separate object-attribute tables. Bi-clusters with respect

to their objects or extents are merged, taking their intersections. The attribute or intent of

the first bi-cluster and intent of the second bi-cluster become the intent and modus (or con-

dition) respectively of the newly formed tricluster (Gnatyshak et al., 2012). The conceptual

tri-clusters are able to extract densest tri-clusters while spectral clustering can only extract

lower dense tri-clusters that are difficult to analyze by human experts. On the other hand,

the latter approach is two times faster than the former one. In comparison with TRIAS,

which determines absolutely densed tri-clusters, it has been found that TRIAS is the most

time consuming algorithm that results in easily interpretable tri-clusters, though the general

structure of larger context is not easy to understand (Ignatov et al., 2013). In other research

based on a comparative study, it was observed that Dense Prime OAC-tri-clustering and

TriBox are good alternatives for the Tri-clustering analysis approach since the total number

of tri-clusters for a real data example is considerably less than the number of tri-concepts

(Gnatyshak et al., 2013).
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2.1.1.4 Ensemble Clustering

Though there are number of clustering algorithms available, no single clustering algo-

rithm is capable of delivering sound solutions for all data sets. Combining cluster results or

creating cluster ensembles is an alternate approach to improve the quality of different indi-

vidual clustering results. For a given set of objects, a method of cluster ensemble works in

two major steps; namely, Generation and Consensus. In the Generation stage, a population

of diverse multiple clustering partitions are made by generative mechanisms using different

feature subsets, clustering algorithms, parameter initialization and projection to subspaces

or subsets of objects. In the Consensus stage, partitions are aggregated based on objects

co-occurrence using relabeling and voting, co-association matrix, graph and hyper-graph,

etc. In addition, Median Partition using Genetic Algorithms, Kernel Methods etc. or Prob-

abilistic Models can also be used for consensus selection (Ghosh and Acharya, 2011). The

expected properties of an ensemble clustering result are robustness, consistency, novelty

and stability (Vega-Pons and Ruiz-Shulcloper, 2011; Strehl and Ghosh, 2003; Gao et al.,

2013).

To define Ensemble clustering more formally, let X be a set of n objects positioned

in a m-dimensional space, and P be a set of n partitions of objects in X. Thus P =

{p1, p2, ..., pn}. Each partition in P is a set of disjoint and nonempty clusters pi = {L1
i , L

2
i ,

..., L
K(i)
i }, X = {L1

iUL
2
iU...UL

K(i)
i }, and for any pi, K(i) is the number of clusters in

the i-th clustering partition. The problem of clustering ensemble is to find a new partition

E = {C1, C2, ..., CK} of data X, given the partitions in P, such that the final clustering

solution is better than any individual clustering partition (Gao et al., 2013). A clustering

C maximizing Summation of Normalized Mutual Information SNMI, maximizes the infor-
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mation it shares with all the clusterings in the ensemble. Thus it can be considered to be

the best one having general trend in the ensemble (Fern and Lin, 2008).

2.1.2 Meta Clustering

The literature review in this category represents the recent research on meta cluster-

ing. Reviews described here provide an idea of the meta clustering itself, research trends

in meta clustering considering the application areas covered by those respective research

studies, the techniques observed to implement meta clustering and also the superiority of

the techniques over other related methods as discussed in the respective work.

A two stage clustering technique via the Information Bottleneck method was intro-

duced by Slonim and Tishby (2000) where word clusters were used for document cluster-

ing. In the first stage, word clusters were formed using mutual information of words for

the documents. Afterwards, documents were clustered by considering mutual information

of documents for the word clusters. An iterative version of this method was proposed by

El-Yaniv and Souroujon (2001) that works better than the document clustering especially

in noisy settings and it shows competitive performance, even when applied to unsupervised

text categorization. Castellano et al. (2002) used a double clustering technique by inducing

information granules in the space of numerical data using the FCM algorithm and the pro-

totypes obtained in this way were further clustered for each dimension using hierarchical

clustering.

Meta clustering even helps to decide the best clustering when the clustering that is best

depends on how the clusters will be used; not on a pre-specified clustering criterion that

most clustering techniques prescribe. Since, an appropriate clustering criterion cannot be
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defined in advance, alternate reasonable clusters can be made by meta clustering that allows

the users to select the one that best fits their needs. It generates the base level clusters,

groups the clusters according to their similarities and presents them to users by organizing

them in a meta level (Caruana et al., 2006).

The technique of meta clustering can be implemented in areas other than document

classification as illustrated by Ramirez-Cano et al. (2010). They used a meta clustering

approach to classify players from gameplay data. The process works in three levels. In the

first level, partitional clustering using K-means is done on the attribute action/skill. Then in

the next level similarity based clusters are made considering preferences of players where

Rubner’s Earth Mover’s Distance is used as a similarity metric of the players’ game world

exploration and in the third level, clusters are made depending upon the players social re-

lations among themselves using the Multidimensional Scaling Technique as a visualization

tool (Ramirez-Cano et al., 2010).

2.1.3 Recursive Meta-clustering

This part of literature review is based on research on Recursive Meta-clustering. In

addition to the application area, it specifies the key procedure and basic algorithms used to

implement this proposed technique.

The information granule used in Recursive Meta-clustering algorithm is represented by

static and dynamic portions where the static ones are created from the information directly

related to the candidate record and the dynamic part is created by considering the infor-

mation of the record that is related to the record of the static one. The dynamic portion is

derived recursively from the clustering process until some predefined criteria is satisfied.
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The process is effective in creating profiles for user who are connected to other users in a

network environment (Lingras and Rathinavel, 2012). Though Lingras and Rathinavel used

crisp clustering using K-means for this algorithm previously, the concept was extended

later by using fuzzy clustering by means of Fuzzy C-means; as a consequence, a fuzzy

meta-clustering algorithm was proposed. In this process, the representation of a granule

is updated recursively using the cluster memberships of other connected granules obtained

in the previous step of clustering. As a consequence, the problem of assigning member

objects forcefully to one cluster, due to incomplete information or information vagueness

can be overcome. Crisp clusters do not always exist in real world applications (Rathinavel

and Lingras, 2013). The K-means version of Recursive Meta-clustering was used in the

information granules of customers and products of a retail store data set and information

granules of businesses and reviewers of a business rating web site by Lingras et al. (2014)

and Triff and Lingras (2013) respectively.

2.1.4 Time Series / Temporal Data Mining

The papers reviewed in this section are about mining Time Series or Temporal Data. It

incorporates literature and surveys on Time Series Data Mining in section 2.4.1 and reviews

research on Temporal Mining in diverse fields using a range of algorithms in section 2.4.2.

2.1.4.1 Surveys on Time Series Data Mining

Time series is a collection of observations made sequentially through time. Such series

are widely used in many areas including finance, economics, social science and environ-

mental science. Examples of time series in finance and economics are daily stock market,
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sales figures, unemployment rates etc. Time series analysis of such data can be useful for

prediction and estimates of future values based on the historic data. In addition to these ob-

servations, demonstration on various aspects of time series analysis along with definitions

of related notions and their applications can be found in the study by Chatfield (2013). An

example of time series is shown in Figure 2.1.

Figure 2.1: Average Air Temperature at Recife, Brazil from 1953 to 1962 (Chatfield, 2013)

Liao (2005) provided an overview of previous work that investigated clustering of time

series data from various applications. To present the basics of time series data, he described

several commonly used general purpose clustering algorithms, similarity and dissimilarity

measures and evaluation criterion. As well, he described clustering approaches considering

three categories, namely raw-data-based, feature-based and model-based.

Time Series Clustering can be partitional and hierarchical. Hierarchical Clustering can

be done in top-down or bottom up fashion by computing pair wise distance and splitting or
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Figure 2.2: A Hierarchical Clustering of Time Series (Ratanamahatana et al., 2010)

merging clusters respectively as shown in Figure 2.2. However, implementation of Hierar-

chical Clustering is limited to short data sets due to its quadratic computational complexity.

On the other hand, Partitional Clustering typically uses the K-means clustering algorithm

or some variant to optimize the objective function by minimizing the sum of squared intra-

cluster errors. This algorithm perhaps is the most commonly used clustering algorithm,

though one of its shortcomings is the number of clusters must be prespecified (Ratanama-

hatana et al., 2010). While describing different similarity measures, Ratanamahatana et al.

mentioned Euclidean distance as the simplest and easiest to compute method; however, the

major problem with this method is it does not allow a situation where two sequences are

alike but stretched or compressed. Normalization may resolve this problem.

An overall review of the previous and contemporary research on time series data mining

can be found in (Fu, 2011). This study can help interested researchers to proceed further in

this area. Major recent research directions that are identified here are multi-attribute time

series, time series data streams and privacy issues. Furthermore, a more effective and effi-

cient representation scheme for high dimensional time series data including whole sequence

and subsequence matching of variant lengths is defined as a fundamental significant issue

(Fu, 2011; Ratanamahatana et al., 2010). Esling and Agon (2012) provided a survey of the
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techniques applied for time series analysis. This survey also describes the tasks relevant to

current trends of time series analysis. The existing work presented there are with respect to

three common aspects of time series analysis namely, representation techniques, distance

measure and indexing methods. Moreover, various research trends on this area have also

been summarized there. This article can be treated as a dictionary as well as a point of

reference for researchers who are interested in working with time series.

2.1.4.2 Research on Time Series Data Mining

The following literature reviews are based on research on Time Series Analysis that

incorporates mostly Temporal Clustering which refers to factorizing of multiple time series

into non-overlapping segments that belong to k temporal clusters (Hoai and la Torre, 2012).

An adaptive method for the discovery of local temporal patterns instead of the use of

traditional global models was proposed by Das et al. (1998), where the author considered

the problem of finding rules relating patterns in a time series to other patterns of that series.

Using vector quantization, sliding windows are formed and then clusters are made on them.

Then rules are obtained using simple rule finding methods. Daily stock prices, hourly

volumes of telephone calls and daily sea-surface temperatures were used to experiment

with the proposed idea. Povinelli and Feng (1999) proposed a method that is capable of

handling nonstationary, nonperiodic, irregular time series, including chaotic deterministic

time series. This research used the idea of temporal patterns from wavelets. Wijk and Selow

(1999) addressed the problem of identifying patterns and trends on multiple time scales (e.g.

days, weeks, seasons) simultaneously and propose a solution by clustering the similar daily

data patterns. The average patterns are represented as graphs and the corresponding days
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are shown on a calendar. Afterwards, Viovy considered the unsuitability of the hierarchical

ascending approach for large data sets, and lack of nonsupervisory characteristics as well

as slow execution time of K-means algorithm into account. To resolve these drawbacks,

he proposed a recursive descending hierarchical method that starts with a meta-cluster of

the whole data set and in each iteration, the cluster splits into two distinct meta-clusters

if the parent cluster does not hold group of homogeneous points. This process continues

until no other split is possible (Viovy, 2000). Kohonen Neural Network or Self Organizing

Map (SOM) was used by Fu et al. to discover patterns from a stock time series. They

used this popular and superior technique due to its clustering performance. To prepare for

the SOM, data sequences were segmented using a continuous sliding window. Afterwards,

similar temporal patterns were grouped together. To address the problem of exponentially

increasing time needed for the discovery process due to increasing number of data points of

patterns, the input patterns were compressed by using Perceptually Important Point (PIP)

identification algorithm (Fu et al., 2001).

Incorporating soft clustering algorithms to analyze temporal data is another dimension

in temporal data mining as showed by (Liu and George, 2003). An unsupervised fuzzy

clustering algorithm based on fuzzy K-means was used in this work for analyzing spatio-

temporal data of earth science database. A cluster validity index to determine the optimal

number of clusters was also proposed. The specialization of the proposed algorithm is that

the clusters found using fuzzy K-Means are merged to satisfy a predefined correlation crite-

ria among the centroids and this process continues till two clusters are left (Liu and George,

2003). Later on, Yan used rough clustering along with fuzzy clustering in web usage and

supermarket data sets. In the case of supermarket data sets intervals were clustered using

28



Recursive Temporal Meta-cluster of Daily Time Series
by Farhana Haider (A00381047)

a 26-week period data. To ensure the clustering is not biased by any specific criteria, a

weighting scheme was used. It was shown that rough and fuzzy clusters are more subtle

and correct than K-means clustering since these two techniques are more accurate consid-

ering the slight differences among the clusters (Yan, 2004). Corduas and Piccolo showed

that whatever method among the clustering techniques is chosen, the interpretation result

is confined to a descriptive level. On the other hand, the Autoregression (AR) metric in-

stead allows the composition of time series within a testing hypothesis structure and gives

a meaningful way to assess their nearness. In addition, it is a tool in itself that can construct

time series cluster (Corduas and Piccolo, 2008).

Kremer et al. combined a number of different novel time series clustering and cluster

tracing approaches to detect cluster similarities. For this, they considered periodic appear-

ing and disappearing clusters, merged and new patterns, overall changing patterns; even

where there is no time series in common. It has been found that while applying sliding

window and clustering obtained from shorter time series all together, the temporal posi-

tion of cluster was not considered. To resolve this, interval information was combined in

subsequent clustering. In addition, to detect same pattern stretched by different factors,

adaptable distance measure as Time Warping was combined with the clustering algorithm

(Kremer et al., 2010). A two stage algorithm called periodica was used by Li et al. (2010) to

determine the periodic behavior for moving objects. In the first step they detected periods

using Fourier Transform and autocorrelation and in the next step summarized the periodic

behaviors using hierarchical clustering.

Yang and Leskovec described an algorithm called K-Spectral Centroid (K-SC) cluster-

ing algorithm to uncover the temporal dynamics of online content. The proposed algorithm
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outperformed the K-means clustering algorithm in finding distinct shapes of time series.

The prescribed method works iteratively like the K-means algorithm except that to calculate

the centroid it considers similarity among time series by scaling instead of just calculating

the mean of the members of the cluster. In this technique, the time series that share the same

shape are treated as the members of the same cluster (Yang and Leskovec, 2011). Detect-

ing Shape similarity is one of the three major objectives of time series clustering namely

similarity in time, similarity in shape and similarity in change. For shape similarity-based

clustering, Nearest Neighbor Network can be used. For this, the Nearest Neighbor Network

that has a node of one time series object and link of neighbor relationship between nodes

ts created. The nodes with higher degree of neighbors are chosen to cluster using dynamic

time warping distance function and hierarchical clustering algorithm (Zhang et al., 2011).

A bottom up hierarchical clustering algorithm was proposed by Sravya and Sri that

uses K-means algorithm to cluster. The process starts with initial clustering and reconcile

those partitions to candidate consensus partitions and proceed further until an agreement

function in not satisfied. The research aimed to construct statistical models to describe the

characteristics of each group of data (Sravya and Sri, 2013).

2.1.5 Financial Time Series

The research reviews in this part of this thesis incorporate ideas on financial temporal

data emphasizing ideas on mining financial time series and stock price volatility of histori-

cal financial data.

As described by Chatfield, a financial time series is a series routinely recorded in eco-

nomics and finance (Chatfield, 2013). Figure 2.3 shows an example of a financial time
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series.

Figure 2.3: The Beveridge Wheat Price Annual Index Series from 1810 to 1864 (Chatfield,
2013)

Though the techniques applicable to any other time series mining can be applicable to

financial time series as well, I have tried to study few specific papers on financial temporal

data clustering.

Fu et al. used the Kohonen Self Organizing Map for the fragments in the sliding win-

dows to group financial temporal patterns. They used stock time series collected from

a Hong Kong stock market to extract stock patterns (Fu et al., 2001). Coronnello et al.

adopted hierarchical clustering on financial time series collected from a London stock mar-

ket to portfolio the stocks traded. They investigated the time series from a daily time in-

terval as well as 5-minute time intervals. It showed differences detected in the structure
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of the correlation matrix of high frequency and daily returns. Depending upon the results

of a comparative study, they concluded that the application of just a single method cannot

extract all economic information that exists in the correlation coefficient matrix of a stock

portfolio (Coronnello et al., 2005).

Volatility measure using historical data is a common scenario in identifying stock price

pattern. The most familiar, frequently used and easier than any other historical variation

estimator is the volatility measure generalized from Black Scholes option valuation equa-

tion. The standard historical volatility estimate, according to the Black Scholes formula,

represents volatility by calculating the square root of the result obtained by multiplying

the variance of the log price relative to the number of observations, where the variance is

the summation of the squares of differences between the relative log prices and their mean

(Figlewski, 1994; Karoui et al., 1998; Grullon et al., 2012).

2.2 Chapter Summary and Conclusions

This chapter represented a detailed literature study relevant to the thesis ”Recursive

Temporal Meta-cluster of Daily Time Series”. According to the research studies conducted

for this literature review, two major types of clustering are commonly used. These are crisp

and soft clustering. In addition, N clustering and ensemble clustering are other types of

clustering. Meta-clustering creates clusters from information about clusters. On the other

hand, Recursive Meta-clustering creates clusters from dynamic information obtained by the

last created clusters and from static information. A number of articles have been found that

encompass these techniques using different types of basic methods and extensions of these

methods. Those are experimented with various types of data structures.
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A good deal of research is available that discuses time series analysis with a hierarchical

or partitioned approach applied to a whole or a subsequence of a time series. Those studies

observed advantages of the proposed algorithm over others considered for comparison. In

addition, the research papers documenting the overall time series mining trend are truly

useful for understanding the definitions, techniques and contributions in this field.

From the articles on Temporal Meta-clustering it is found that K-means, fuzzy K-means

and rough clustering are commonly used in this area though other techniques can be used

as well, with various advantages and drawbacks.

Finally the reviews covered in the area of Financial Time Series give the ideas on the

theories, notions and nature of financial temporal data, specially stock volatility and its cal-

culation using the popular Black Scholes formula. This will help to implement my research

thought using Financial Time Series data.

However, the review of this literature also provide an indication of the fact that there

is much research on time series meta-clustering whereas the Recursive Meta Clustering of

daily series data is indeed a new dimension to the trend. According to the previous research

results, Recursive Meta-clustering can represent interesting profiles of the data set objects.

Thus, the implementation of this technique on time series data leaves a chance to have

competent outcomes accordingly and therefore may open a new door to research.
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Chapter 3

Preparation of Data

This chapter provides some idea of the theory and procedures required to prepare the

data set for our experiments, with a sample illustration. Section 3.1 specifies the signifi-

cance and definition of volatility and two different ways to represent volatility. Section 3.2

describes the data set used for experimentation. Conversion of the data set to Percentiles

and Black Scholes Volatility are described in Section 3.3 and 3.4 respectively. On the other

hand, Section 3.5 describes how the data set is prepared for Recursive Meta-clustering.

Section 3.6 is a brief overview of the chapter along with concluding remarks.

3.1 Volatility

Volatility is a measure on variation of price of a financial instrument over time. In fi-

nancial data series, volatility is an important indicator used by traders to measure the risk

of investment. The fluctuation in prices creates trading opportunities. Historical volatil-

ity measured by means of Black Scholes model is a one of the various types of volatility
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measures. Percentiles of the prices may represent the fluctuation as well.

3.1.1 Black Scholes Volatilty Index

The equation of Black Scholes volatility index is an extension of the Noble Prize-

winning Black Scholes model which estimates the price of the option over time. This

model is widely used by options market participants. The key idea behind the model is to

hedge the option by buying and selling the underlying asset in just the right way and, as

a consequence, to eliminate risk. The instantaneous log returns of the stock price consid-

ered in this formula is an infinitesimal random walk with drift, or more precisely, it is a

geometric Brownian motion. The equation to estimate volatility using this model is:

V olatility =
√
LogPriceRelativeV ariance× (Observations− 1), (3.1)

where LogPriceRelativeV ariance =
∑

(LogPriceRelative−Mean)2. The Black Sc-

holes index is a one dimensional concise measure that represents volatility for the day.

Observations can be any number of time intervals for which a historical volatility is rep-

resented by the formula. Intervals represent equally distant time periods, which can be in

any unit including months, days, hours, minutes, etc. In this thesis, we use intervals of 10

minutes for each day.

3.1.2 Percentile

Distribution of prices during the day can provide a more elaborate description of price

fluctuations. Percentile calculations may represent such a distribution. For this research we
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propose the use of five percentile values, 10%, 25%, 50%, 75% and 90%, to represent the

price distribution. 10% of the prices are below the 10th percentile value, 25% of the prices

are below the 25th percentile value and so on.

3.2 The Data Set

Our data set contains open prices and average prices at 10 minute interval for 223 in-

struments transacted on 121 days comprising a total of 27,012 records. Each daily pattern

has 39 intervals. A section of the data set is shown in Table 3.1

Table 3.1: Sample Section of Data Set
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3.3 Conversion to Percentile
The data set described in the previous section is used to create a five dimensional pattern.

The pattern represents 10, 25, 50, 75 and 90 percentile values of the prices. The prices are

normalized by the opening price so that a commodity selling for $100 has the same pattern

as the one that is selling for $10. Afterwards, the natural logarithm of the five percentiles

are calculated as shown in Table. 3.2.

Percentile 10% 25% 50% 75% 90%

Percentile

of avgp 0.9841346 0.9873798 0.9927885 0.9951923 0.9966346

(avgpPerc)

ln(avgpPerc) -0.0159926 -0.012701 -0.0072376 -0.0048193 -0.0033711

Table 3.2: Calculation of Percentiles for the Sample Record of Figure. 3.4

Table 3.3 shows the converted percentile representation of the sample section of the

original data set shown in Table 3.1
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Table 3.3: Percentile Representation of a Sample Section of Data Set

3.4 Conversion to Black Scholes Volatility Index

The original data set containing 39 intervals are converted to the second representa-

tion of volatility. It represents the one dimensional Black Scholes volatility for the day.

Calculation of Black Scholes Volatility is shown in Table 3.4 for a given instrument.
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Table 3.5 shows the converted daily volatility representation of the sample section of

the original data set shown in Table 3.1

Table 3.5: Daily Volatility Representation of Sample Section of Data Set

3.5 Data Set for Recursive Temporal Meta-cluster

The percentile data set and one dimensional daily volatility data set prepared previously

are used here in two different ways. Since the natural logarithm values used in these two

sets are very small, they are multiplied by 100 and one more set for each of these two sets
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are prepared. This weighting ensures that the small values of static part of the data set are

not dominated by the large values of dynamic part of the data set. However, during our

experiments all of four sets of data are used and the results obtained are analyzed.

For our experiment, we predefine 10 as the value of m. In other words, we consider

10 as the period for which historical profile has to be determined. Therefore m =10 is the

number of days for the dynamic part. Thus 121-10 = 111 days are used for static part,

though the data set contains fewer transactions for some instruments.

The actual data set is checked to filter out the instruments that have transactions of

less than m days. Instruments A-19 having 9 days transaction and H-26 having 5 days

transaction fall in this category. Therefore, these transactions have been removed. As a

consequence, a total of 27012 - ( 9 + 5 ) = 26,998 records are used for the Recursive Meta-

cluster.

3.6 Chapter Summary and Conclusions

Our data set for the experiment is a financial temporal set for which some preprocessing

has already been already. This data set of average prices of commodities at 10 minutes

interval points is further processed as described in this chapter to make it usable in our

experiment. This chapter described the overall processing procedure with examples. In ad-

dition, we have seen that volatility is an important measure to guide investment strategies.

The percentile and Black Scholes volatility index can be used to represent volatility.

The data set prepared at this stage is used as the input to our experiment. We have

targeted the Percentile and Black Scholes daily volatility data sets prepared here to use in

41



Recursive Temporal Meta-cluster of Daily Time Series
by Farhana Haider (A00381047)

two phases to create Rough Ensemble clusters and Temporal Meta-clusters as described in

the next two chapters.
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Chapter 4

Rough Ensemble clustering

This chapter presents the procedure Rough Ensemble clustering and the associated

experimental results. Section 4.1 demonstrates first level clustering process and results,

whereas Sections 4.2, 4.3 and 4.4 present a comparative analytical study of the two sets of

cluster results, the algorithm for Rough Ensemble clustering and the process of formulating

the proposed Rough Ensemble clustering, respectively. In addition Sections 4.5 and 4.6

describe the value of the proposed technique and a comparative study with other relevant

methods. Sectiona 4.7 describes computational aspect of the algorithm. The last section is

a brief summary and conclusion based on the experiments described in this chapter.
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4.1 Initial Ordered Clustering

4.1.1 Optimal Number of Clusters

The data set representing percentiles and the set representing the Black Scholes daily

volatility are clustered 10 times using the K-means algorithm for the initial ordered clus-

tering. Cluster profiles for the percentile and daily volatility data set are shown in Figure

4.1 and 4.2 respectively. The optimal number of clusters is found by plotting the Davies-

Bouldin (DB) index which is the ratio of within cluster scatter and between cluster distance

and also plotting totWithinss which is the distance among the objects in a cluster. The DB

index is shown in Figure 4.3 and the scatter in the clusters or withinss is shown in Figure

4.4. The aim is to use the number of clusters corresponding to the lowest DB index and

the knee of the curve of the cluster scatter. Based on these two criteria, we chose five as a

reasonable number of clusters.
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(a) Percentile

(b) Daily Volatility

Figure 4.3: DB Index
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(a) Percentile

(b) Daily Volatility

Figure 4.4: Cluster Scatter
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4.1.2 Cluster Ranking

According to the centroids obtained, the clusters are ranked. Figures 4.5 and 4.6

show the plots of centroids for the two clustering schemes. There is a clear ranking of the

clusters in terms of the volatility. For example, the top line cpr5 of percentile values is the

most volatile, while the one at the bottom, that is cpr1 is the least volatile. Similarly, the

highest values of Black Scholes volatility indicate high volatility.

Figure 4.5: Centroids of 5 Percentile Clusters after Ranking
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Figure 4.6: Centroids of 5 Daily Volatility Clusters after Ranking

We number the clusters based on the increasing volatility. cpr = {cpr1, cpr2, cpr3, cpr4, cpr5}

is the clustering scheme based on percentile values. cdvr = {cdvr1, cdvr2, cdvr3, cdvr4, cdvr5}

is the clustering scheme based on the Black Scholes volatility. We can define the volatility

ranking of an object by the function cpr : X → {1, 2, 3, 4, 5} for percentile values and

cdvr : X → {1, 2, 3, 4, 5} for Black Scholes volatility. If an object x ∈ cpri, cpr(x) = i.

Similarly, if an object x ∈ cdvri, cdvr(x) = i. The cluster ranks with respect to cluster

centroids are shown in Table 4.1
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4.2 Comparative Analysis

Since we are using two different granular representations of daily patterns, we cannot

easily tell if they match with each other. Both the granular representations were obtained

from the same chronological daily patterns. Therefore, we plot the average chronological

patterns in Figure 4.7.
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(a) Percentile

(b) Daily Volatility

Figure 4.7: Average Chronological Daily Patterns
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We can see that the average patterns do match reasonably well for the highest volatile

clusters. For the bottom four clusters, we have a certain amount of disagreement. For ex-

ample, the second most volatile cluster using Black Scholes index is well separated from

the other ones, while the third and fourth most volatile clusters are more or less indistin-

guishable from the least volatile cluster. On the other hand, the middle three clusters are a

little better separated from each other when clustered with percentile values.

In order to further understand the two clustering schemes, we plot every original pattern

in all five clusters cpr1, · · · cpr5 obtained using percentile values in Figures 4.8-4.12. The

clusters cdvr1, · · · cdvr5 based on Black Scholes index are shown in Figures 4.13-4.17. We

can again visually confirm that there is a reasonable matching for highest volatile clusters.

Figure 4.8: Original Patterns in cpr1
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Figure 4.9: Original Patterns in cpr2 Figure 4.10: Original Patterns in cpr3

Figure 4.11: Original Patterns in cpr4 Figure 4.12: Original Patterns in cpr5
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Figure 4.13: Original Patterns in cdvr1 Figure 4.14: Original Patterns in cdvr2

Figure 4.15: Original Patterns in cdvr3 Figure 4.16: Original Patterns in cdvr4
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Figure 4.17: Original Patterns in cdvr5

In order to understand the disagreement between the two clustering schemes, we plot

the patterns from the overlaps of clusters cdvri ∩ cprj, 1 ≤ i, j ≤ 5 in Figures 4.18-4.40.

Figure 4.18: Pattern Overlaps: cpr1, cdvr1 Figure 4.19: Pattern Overlaps: cpr1, cdvr2
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Figure 4.20: Pattern Overlaps: cpr1, cdvr3 Figure 4.21: Pattern Overlaps: cpr1, cdvr4

Figure 4.22: Pattern Overlaps: cpr1, cdvr5 Figure 4.23: Pattern Overlaps: cpr2, cdvr1
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Figure 4.24: Pattern Overlaps: cpr2, cdvr2 Figure 4.25: Pattern Overlaps: cpr2, cdvr3

Figure 4.26: Pattern Overlaps: cpr2, cdvr4 Figure 4.27: Pattern Overlaps: cpr2, cdvr5
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Figure 4.28: Pattern Overlaps: cpr3, cdvr1 Figure 4.29: Pattern Overlaps: cpr3, cdvr2

Figure 4.30: Pattern Overlaps: cpr3, cdvr3 Figure 4.31: Pattern Overlaps: cpr3, cdvr4
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Figure 4.32: Pattern Overlaps: cpr3, cdvr5 Figure 4.33: Pattern Overlaps: cpr4, cdvr1

Figure 4.34: Pattern Overlaps: cpr4, cdvr2 Figure 4.35: Pattern Overlaps: cpr4, cdvr3
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Figure 4.36: Pattern Overlaps: cpr4, cdvr4 Figure 4.37: Pattern Overlaps: cpr4, cdvr5

Figure 4.38: Pattern Overlaps: cpr5, cdvr3 Figure 4.39: Pattern Overlaps: cpr5, cdvr4
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Figure 4.40: Pattern Overlaps: cpr5, cdvr5

Table 4.2 shows the intersections of clustering schemes cdvr and cpr. There is reason-

able agreement for clusters 1 and 2, whereas the other clusters have more disagreements

with respect to cluster memberships.

cdvr1 cdvr2 cdvr3 cdvr4 cdvr5

cpr1 10430 3104 519 67 5

cpr2 3411 4047 1089 123 6

cpr3 339 1727 1047 223 13

cpr4 2 112 404 258 41

cpr5 0 0 2 13 30

Table 4.2: Cluster Intersections
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In order to compare the two clustering schemes, let us revisit Figure 4.7 that shows the

corresponding average chronological daily patterns. We can see that the percentile values

uniformly separates patterns with lower volatility, while the Black Scholes index tends to

separate the higher volatility patterns a little better. The lower values of the last points of

patterns are indistinguishable in the Daily Volatility Clusters compared to the clusters for

the Percentiles, as we can see in Table 4.3.

(a) Daily Volatility (b) Percentile

Table 4.3: Min-Max Values of Clusters

Further inspection of patterns of the days where the rankings do not match suggest that

the Black Scholes volatility focuses on the maximum peak more than the stability of the

overall pattern. The Percentile distribution, on the other hand, considers the stability of a

pattern.

This analysis suggests that both measures of volatility represent significant informa-

tion from different perspectives. Our Clustering Ensemble should accommodate both the

volatility rankings.
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4.3 Rough Cluster Ensemble Formulation for Ordered Clus-

tering

We propose the use of Rough Set theory for creating an ensemble. Since our clusters

are ordered from 1, 2, · · · , k, we want to create clusters based on consensus in ordering. Let

us use cdv and cpr as the two clustering schemes that will be combined to form a Cluster

Ensemble. For an object x ∈ X , we have previously defined the ranks as cdvr(x) and

cpr(x) from the two clustering schemes. Let C = cdvr ⊗ cpr = {C1, C2, · · · , Ck} be the

Rough Cluster Ensemble, and the rank of an object x ∈ X will be defined as an interval:

cdvr ⊗ cpr(x) = [min(cdvr(x), cpr(x)),max(cdvr(x), cpr(x))] (4.1)

We can then define each cluster ci ∈ C as Rough Sets with upper and lower bounds as

follows:

A(ci) = cdvri ∩ cpri (4.2)

A(ci) = cdvri ∪ cpri (4.3)

We can easily verify that the lower and upper bounds given by Eqs. 4.2-4.3 satisfy the

properties for rough clustering (PR1)-(PR3) specified in section 2.1.1.2 while describing

rough clustering.

We can use the intersection table shown in Table 4.2 to describe the lower and upper

approximations for our example. Let us look at the table as a two dimensional matrix table,

and table[i][j] is the cell in row i and column j. All the objects in the diagonal correspond
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to the lower bounds, that is the cardinality of the lower approximations,

|A(ci)| = table[i][i]. (4.4)

That means,A(c1) has 10430 objects,A(c2) has 4047 objects, and so on. For the cardinality

of upper approximation,

|A(ci)| = table[i][i] +
∑
i 6=j

table[i][j] +
∑
i 6=j

table[j][i] (4.5)

That means objects in row i and column j belong to A(ci). We use the condition i 6= j in

the sums because we do not want to count the diagonal twice. In our table that means

A(c1) has 10430+3104+519+67+5+3411+339+2+0 = 17877 objects.

On the other end of the spectrum,

A(c5) has 30+0+0+2+13+5+6+13+41 = 110 objects.

We can verify that the ranking in the Rough Cluster Ensemble is consistent with the

ranking from the initial clustering schemes. For all x ∈ A(ci), cdv(x) = cpr(x) = i.

While for all x ∈ A(ci), min(cdvr(x), cpr(x)) ≤ i ≤ max(cdvr(x), cpr(x)). We have

managed to preserve the original ordering of clusters in the Cluster Ensemble with the help

of interval values. The following section describes the complete Rough Ensemble clustering

algorithm.

4.3.1 Algorithm: Rough Ensemble clustering

Algorithm Name: roughEnsembleClustering

Input: clSet1, clSet2, noCls
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Output: rEnClusLo, rEnClusUp

Body:

rEnClusLo← Empty

rEnClusUp← Empty

1. for cnt = 1 to noCls do step 2 to 3

2. makeCluster(rEnClusLo[cnt], clSet1[cnt], clSet2[cnt])

3. for i = 1 to noCls do step 4

4. if(i 6= cnt) do step 5 and 6

5. makeCluster(rEnClusUp[cnt], clSet1[cnt], clSet2[i])

6. makeCluster(rEnClusUp[cnt], clSet2[cnt], clSet1[i])

Procedure: makeCluster(rEnClus, cls1, cls2)

1. for each i = 1 to size(cls1) do step 2

2. for each j = 1 to size(cls2) do step 3

3. if (clSet1[i] = clSet2[j]) do step 4

4. rEnClus← clSet1[i]

4.4 Robustness of the Proposed Rough Set Ensemble

Real-world data is susceptible to noise and likely to contain outliers. The outliers may

be genuine outliers or result of noise in the data. Our two stage process, which determines

the appropriate number of clusters using the knee of the curve of scatter in the clusters,

will usually show a sudden increase in the cluster scatter when an outlier is absorbed into

a homogeneous cluster. Therefore, a proper selection of the number of clusters will most

67



Recursive Temporal Meta-cluster of Daily Time Series
by Farhana Haider (A00381047)

likely keep outliers in clusters by themselves. If a pattern was shown as an outlier in one

of the clustering schemes and part of a cluster in another clustering scheme, a conventional

cluster ensemble will force the outlier into a cluster. On the other hand, the rough clustering

ensemble can reconcile such a disagreement by putting the outlier in the boundary region.

While our dataset does not have noticeable outliers, the most volatile fifth clusters cdvr5

with a cardinality of 95 and cpr5 with a cardinality of 45 represent less than 1% of the

population. They are on the extreme end of the spectrum. The disagreement between the

clustering scheme leads to only 30 of them ending up in the combined most volatile cluster.

The rest of them are scattered in various boundary regions.

4.5 Comparison with Other Clustering Ensemble Meth-

ods

The concept of the clustering ensemble is relatively new - first proposed a little more

than a decade ago by Fred (2001). The early research focused on the crisp clustering en-

semble. The lower bound of the clusters in our rough ensemble will always form the core

of the corresponding cluster in any of the crisp ensemble, since there is no disagreement

between the individual clustering schemes. The crisp clustering ensemble forces the non-

diagonal objects in Table 4.2 into one of the clusters. Our proposal will not disagree with

any of the conflict resolution strategies proposed by different clustering ensemble methods,

since our upper bounds of the clusters will include the corresponding clusters from all the

crisp clustering ensembles. Therefore, our proposal is consistent with any of the conven-

tional crisp clustering ensemble approaches. In addition, one of the unique aspects of our
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proposal is an ability to preserve an implicit ranking between the clusters obtained by differ-

ent clustering schemes. To the best of our knowledge, there is no other clustering ensemble

proposal that addresses the issue of ordered clusters. The uniqueness of our approach is

also a limitation. The rough ensemble technique described here is based on combination of

ordered clustering schemes. However, the lessons learned from the proposed approach will

be useful in creating a more general Rough Clustering Ensemble technique.

4.6 Computational Requirements and Scalability for Rough

Ensemble Clustering Algorithm

The proposed rough ensemble clustering algorithm has inherent opportunities for par-

allel processing. Therefore, while it will require significant computational resources, they

can be distributed among multiple processors resulting in a reasonable chronological time

requirement. In this section, we discuss the computational requirements and describe how

the algorithm can be parallelized. The implementation of parallel rough ensemble cluster-

ing is a separate research topic in itself, and is being investigated as part of our ongoing

research.

The problem of obtaining an optimal clustering scheme is NP-hard. Let us assume that

there are n objects that need to be grouped into k clusters. Each object can be assigned to

any one of the k clusters, resulting in k × k × · · · k = kn possible clustering schemes. The

clustering scheme that provides minimum scatter within clusters and maximum separation

between clusters will then be selected as the optimal one. Therefore, finding the optimal

clustering scheme will require O(kn) calculations of cluster quality.

69



Recursive Temporal Meta-cluster of Daily Time Series
by Farhana Haider (A00381047)

It is possible that if the cluster quality measure is carefully chosen, it may be possible

to optimize it without having to consider all possible clustering schemes. For example,

k-means algorithm can converge towards local minimum for cluster scatter. Running k-

means multiple times with different starting centroids increase the chances of finding global

minimum without having to consider kn schemes. Each iteration in k-means requiresO(k×

n) distance calculations. Therefore, k-means time requirements are O(k×n× iter), where

iter is the number of iterations. However, the clustering scheme resulting from k-means

depends on the initial choice of cluster centers. As mentioned before, one needs to apply k-

means multiple times and choose a clustering scheme that provides minimum scatter within

clusters and maximum separation between clusters. This can be done in parallel.

The creation of cluster ensembles are independent to each other. That is to create en-

semble on one cluster we do not have to wait for the cluster ensembles to be created for

other clusters. Therefore, cluster ensemble creation can be done separately.

We have used the environment provided by ACEnet, UNIX operating System, R as

the clustering, plotting tool and the language to implement the algorithm, Unix script to

execute R program. For our experiment, we have implemented the algorithm in linear

fashion whereas such linear implementation may cause notable increase in runtime when

the size of data grows significantly . Our implementation took approximately 20 minutes to

complete the full execution using R. It is possible to reduce the chronological time by using

a distributed environment as follows:

1. Apply k-means algorithm in parallel on multiple nodes and choose the clustering

scheme with the best quality.

2. Create cluster ensemble for the different clusters in parallel to facilitate faster com-
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putations.

4.7 Chapter Summary and Conclusions

Given the approximate and unsupervised nature of clustering, data mining practitioners

feel the need to perform groupings using different clustering algorithms. Researchers are

increasingly focusing their attention on combining these different clustering schemes using

Clustering Ensemble techniques. In this phase, we use the daily prices of commodities to

show an additional need for Clustering Ensemble based on preservation of cluster order-

ings. In order to group daily price patterns based on volatility, we represent daily patterns

using a single dimensional information granule based on the Black Scholes index. Another

grouping is based on an information granule that consists of a more elaborate distribution

of prices during the day. The clusters within these two groupings can be ordered based on

their volatility.

While these groupings tend to have a general consensus on volatility for most of the

daily patterns, they disagree on a small number of patterns. A closer inspection of the

patterns suggests that both points of view have some merits. That means we have a certain

amount of order ambiguity in the resulting Clustering Ensemble. This paper proposes a

novel Rough Clustering Ensemble algorithm for representing the ambiguity in combined

clustering using intervals.
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Chapter 5

Recursive Meta-clustering

This chapter represents the working procedure and experimental results for the Recur-

sive Meta-cluster algorithm implemented on the data sets extracted from percentile and

daily volatility data sets as described in Chapter 3. Section 5.1 describes the original Re-

cursive Meta-cluster technique. Section 5.2 states the algorithm of Recursive Temporal

Meta-cluster. The next consecutive sections illustrate the steps of the algorithm with sam-

ple experimental outputs and also computational aspect of the algorithm. In addition, at the

end of this chapter, there is a brief summary and conclusion.

5.1 Basic Recursive Meta-clustering
According to the basic idea of Recursive Meta-cluster as described by (Triff and Lin-

gras, 2013; Lingras et al., 2014; Lingras and Rathinavel, 2012; Rathinavel and Lingras,

2013), the process starts with the creation of a data set called the static part. It contains at-

tributes representing information directly related to the object in consideration. This static

part is clustered and then the dynamic part containing the associated or indirectly related in-
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formation of the candidate records is created. The information of dynamic part is collected

from the last clusters obtained.

Next the static and dynamic parts are concatenated and another clustering is performed.

This process of clustering with the two parts and updating the dynamic part continues as

long as the two consecutive dynamic portions of the clusters are divergent. The overall

process is shown as a flowchart in Figure 5.1.

Figure 5.1: Flowchart of Recursive Meta-cluster
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5.2 Algorithm: Recursive Temporal Meta-cluster

In this section the algorithm to implement recursive temporal meta-cluster using Tem-

poral data is shown. The major difference with the basic recursive meta-clustering and

temporal recursive meta-clustering is, to create the dynamic part m period is specified and

m+1 to last day patterns are used in the static part with m days in dynamic part. The com-

plete algorithm for recursive temporal meta-cluster is given next:

Name of Algorithm: recursiveMetaCluster

Body:

dyn← Empty

prevCenters.DynCls← Empty

noCls← No of Clusters

m = Period of Dynamic Part

1. stat← createStaticPart(m+1)

2. statPlusDyn← stat + dyn

3. centers← cluster(statPlusDyn)

4. rankedCentersStat← rank(centers.StatClsPart)

5. if centers.DynClsPart == prevCenters.DynClsPart

6. Stop

7. prevCenters.DynClsPart← centers.DynamicClsPart

8. dyn← createDynamicPart(rankedCentersStat, m, noCls)

Procedure: createStaticPart(mPlus1)

1. for each i = mPlus1 to (NumOfRecords.Item) do step 2
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2. add record[i] to statProfile

3. return statProfile

Procedure: rank(centers)

1. sort centers in ascending order

2. return centers

Procedure: createDynamicPart(rankedCenters, m, noCLs)

1. for each i = 1 to (NumOfRecords.Item-m) do step 2 to 4

2. for dy = i to (i+(m-1)) days do step 3

3. rank[dy]=rankDay(dy,rankedCenters,noCls)

4. add rank to dynProfile

5. return dynProfile

Procedure: rankDay(dy,rankedCenters,noCls)

1. Initialize min with -99 for each of (m+1) cells

2. for k = 1 to noCls do step 3 to 6

3. dis=abs(rankedCenters[k]-record[dy])

4. if dis<min do step 5 to 6

[i.e. if most of the values of dist <values of min]

5. min=dis

6. rank =k

7. return rank
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5.3 Experimental Results

The two key steps in the algorithm are the creation of the static and dynamic parts.

A daily pattern of a stock is naturally connected to the daily patterns of the same stock

from previous days. It is fair to assume that a sustained activity in a stock does not last

for more than two weeks (ten trading days). Based on this assumption, we can create a

graph where each daily pattern is connected to the daily patterns of the same stock from

previous ten days. That means the representation of a daily pattern has data from that day

(obtained statically from the database). This static part consists of the natural logarithm of

five percentile values, 10%, 25%, 50%, 90% as described in the data processing section.

The historical volatility of the same stock over the last ten trading days constitutes the

dynamic part of the representation of a daily pattern. More specifically, the dynamic part

will use the volatility ranking of the last ten trading days for the same stock based on meta-

clustering information. In order to have ten days of history available in the representation of

a daily pattern, our data set consists of patterns starting from the 11th trading day onwards.

Since the natural logarithm values of the static part data set are very small, large values

of the dynamic part data set may dominate the full data set. Considering this impact, we

created two versions of the static data set: one with the natural logarithm values and the

other with the weighted values obtained by multiplying the natural logarithm by 100. These

weighting ensures that the small values of the static part data set are not dominated by the

large values of the dynamic part data set. We experimented on both of these versions to

see the difference while implementing our proposed Recursive Temporal Meta-clustering

algorithm. Thus we experimented on four sets of data: Percentile (PD), Daily Volatility

(DVD), Weighted Percentile (WPD) and Weighted Daily Volatility (WDVD) Data sets.
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5.3.1 Creation of Static Part

We created the static part of the total data set for the Recursive Temporal Meta-cluster

by taking records of five percentiles of the 11th to the last day for each object. For the

Black Scholes daily volatility data set we do the same. The two versions of the static parts

of percentile data and daily volatility data for m=10 periods are represented as Table 5.1,

Table 5.2, Table 5.3 and Table 5.4 respectively.

Table 5.1: Static Part of Percentile Data
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Table 5.2: Weighted Static Part of Percentile Data

Table 5.3: Static Part of Daily Volatility Data
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Table 5.4: Weighted Static Part of Daily Volatility Data

5.3.2 Clustering Static Part

The static part created as shown in the previous subsection is clustered. The five clusters

obtained are then ranked. The cluster having the lowest valued centroids is ranked 1, the

cluster having next lowest valued centroids is ranked 2 and so on. Ranked clusters for

percentile data after clustering the static part are shown in Table 5.5 and 5.6. Table 5.7

and 5.8 show the ranked clusters for daily volatility data after clustering the respective

static part.
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Table 5.5: Ranked Clusters after First Iteration (PD)

Table 5.6: Ranked Clusters after First Iteration (WPD)

Table 5.7: Ranked Clusters after First Iteration (DVD)
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Table 5.8: Ranked Clusters after First Iteration (WDVD)

5.3.3 Creation of Dynamic Part

For the percentile data set the dynamic part is formed using the percentiles of each

10(m) days and ranking with the ranks of the static part clusters that are closest to them.

The percentile values of the first 11 days used to calculate rank of the dynamic part for first

two records (first 10 days for first record and next 10 days for second record) are shown in

Table 5.9, Table 5.10.

Table 5.9: Percentiles Used for First Two Records of Dynamic Part (PD)
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Table 5.10: Percentiles Used for First Two records of Dynamic Part (WPD)

For the Black Scholes volatility index data set, the dynamic part is formed using the

daily volatility of each 10(m) days and ranking with the ranks of the corresponding static

part clusters that are closest to them. The daily volatility values of the first 11 days used

to calculate rank of the dynamic part for first two records (first 10 days for first record and

next 10 days for second record) are shown in Table 5.11 and Table 5.12.
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Table 5.11: Daily Volatilities Used for First Two Records of Dynamic Part (DVD)

Table 5.12: Daily Volatilities Used for First Two Records of Dynamic Part (WDVD)

The dynamic parts created with the cluster results obtained using the static part of per-

centile data set are shown in Table 5.13 and 5.14. On the other hand, the dynamic parts

created using the static part cluster results of daily volatility data set are shown in Table

5.15 and Table 5.16.
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5.3.4 Adding Static and Dynamic Parts

During the execution using the percentile data set, the static and dynamic parts of Table

5.1, 5.2 and Table 5.13, 5.14 are concatenated as shown in Table 5.17 and 5.18 to make

it available for the next step clustering.

On the other hand, during the execution using the daily volatility data set, the static and

dynamic part of Table 5.3, 5.4 and Table 5.15, 5.16 are concatenated as shown in Table

5.19 and 5.20. These added data are made available for clustering in next iteration.

5.3.5 Clustering Added Static and Dynamic Parts

The concatenated profile having 15 attributes (5 percentiles and ranks of last 10 days)

as shown in the last subsection are clustered. The resultant cluster profiles are shown in

Table 5.21 and 5.22.

For daily volatility set of data the concatenated profile contains 11 attributes (1 Black

Scholes volatility index and ranks of last 10 days) as shown in the last subsection. The

added profile is clustered, as we did for the percentile set. The resultant cluster profiles are

shown in Table 5.23 and 5.24.
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5.3.6 Recursion and Convergence

The cluster centroids of the dynamic parts of data obtained as shown in last subsection

are compared with the cluster centroids of the dynamic part obtained in the previous iter-

ation executed for the respective data set. Since we do not have any dynamic part in the

clusters of first iteration, the comparison is applicable only from the 3rd iteration. From

the 3rd iteration, we can compare the dynamic part of cluster centroids with that of 2nd

iteration and continue like this.

As soon as the dynamic parts of the cluster profiles obtained from two consecutive iter-

ations are the same or stable, the process is supposed to be stopped. The rounded centroids

of the dynamic part of two consecutive clusters are compared for this. The system executed

65 iterations for both of the types of data sets.

In the case of the unweighted percentile data set a maximum of a 86% match was found

for the results of iterations 50 and 51. The dynamic part of the 50th and 51th clusters

representing rounded centroids are shown in Tables 5.25 and 5.26.

Table 5.25: Rounded Cluster Centroids of Dynamic Part at 50th Iteration (PD)
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Table 5.26: Rounded Cluster Centroids of Dynamic Part at 51th Iteration (PD)

On the other hand, for the weighted percentile data set a maximum of a 98% match was

found for the results of iterations 9 and 10. The dynamic part of the 9th and 10th clusters

representing rounded centroids are shown in Tables 5.27 and 5.28.

Table 5.27: Rounded Cluster Centroids of Dynamic Part at 9th Iteration (WPD)
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Table 5.28: Rounded Cluster Centroids of Dynamic Part at 10th Iteration (WPD)

While executing Recursive Meta-clustering for the unweighted data set of Black Sc-

holes volatility index, a maximum of 94% match was found for the results of iteration 40

and 41. The dynamic part of 40th and 41th clusters representing rounded centroids are

shown in Tables 5.29 and 5.30.

Table 5.29: Rounded Cluster Centroids of Dynamic Part at 40th Iteration (DVD)
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Table 5.30: Rounded Cluster Centroids of Dynamic Part at 41th Iteration (DVD)

For the weighted data set of Black Scholes volatility index, a maximum of 88% match

was found for the results of iteration 14 and 15. The dynamic part of the 14th and 15th

clusters representing rounded centroids are shown in Tables 5.31 and 5.32.

Table 5.31: Rounded Cluster Centroids of Dynamic Part at 14th Iteration (WDVD)

100



Recursive Temporal Meta-cluster of Daily Time Series
by Farhana Haider (A00381047)

Table 5.32: Rounded Cluster Centroids of Dynamic Part at 15th Iteration (WDVD)

Considering the cluster results of the 50th iteration and 9th iteration of unweighted and

weighted percentile data as final, the final cluster centroids and their ranks are shown in

Table 5.33 and Table 5.34 respectively. For one dimensional unweighted and weighted

daily volatility data, we consider the cluster results of the 40th and 14th iteration as final.

Centroids of the clusters of the 40th iteration for unweighted daily volatility set and their

ranks are shown in Table 5.35. On the other hand, centroids of the clusters of the 14th

iteration and their ranks for weighted daily volatility data set are shown in Table 5.36.
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5.3.7 Meta-profile Representation

Now that we have the static and dynamic profile for the days of all the financial instru-

ments (stocks) as shown graphically in Figure 5.2, 5.3, 5.4 and 5.5, we can create the

meta-profiles of each cluster as follows:

i. Meta-profiles of Unweighted Percentile Data:

Cluster C4 (Rank 1) - least volatile The stocks in this cluster are not volatile today nor

have they shown any volatility for last two weeks (10 trading days).

Cluster C1 (Rank 2) - low volatility today, but volatile over last week The stocks in this

cluster are not volatile today. However, they were volatile last week (5 trading days). The

volatility in these stocks may be subsiding and it may be relatively safer to sell them.

Cluster C5 (Rank 3) - moderate volatility today and first week and no volatility last

week Stocks in this group are moderate volatility today and first week (5 trading days)

while almost not volatile last week. There are possibilities of rising in the next little while

and therefore selling after a while would be profitable.

Cluster C3 (Rank 4) -high volatile today, downgrading volatility last two weeks with

an exception Stocks of this cluster are high volatility today, in last two weeks volatility

trend was decreasing except for a sudden pick (4th trading day) at the middle of the first

week. This trend indicates now is the best time to sell and shortly there will be opportunities

to buy stocks.

Cluster C2 (Rank 5) - high volatility today, volatile in the beginning of first week (3
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trading days) but not volatile in the rest of the week and next The stocks in this cluster

are attracting interest of the traders. They may be in the early phase of activity and potential

buying opportunities.

ii. Meta-profiles of Weighted Percentile Data:

Cluster C4 (Rank 1) - least volatile The stocks in this cluster are not volatile today nor

have they shown any volatility for last two weeks (10 trading days).

Cluster C3 (Rank 2) - low volatility today, but volatile over last week The stocks in this

cluster are not volatile today. However, they were volatile last week (5 trading days). The

volatility in these stocks may be subsiding and it may be relatively safer to sell them.

Cluster C2 (Rank 3) - moderate volatility today and last week, but volatile two weeks

ago The stocks in this cluster are somewhat volatile today. They have not shown much

volatility last week (5 trading days) either. However, they were quite active two weeks ago.

The volatility in these stocks has definitely subsided and it may be better to sell them as

they are unlikely to rise in the next little while.

Cluster C5 (Rank 4) - moderate volatility today, but volatile for last two weeks The

stocks in this cluster are not volatile today. However, they were volatile over the last two

weeks (10 trading days). The volatility in these stocks seems to have come to a screeching

halt. It may be good idea to study the news on these stocks and trade accordingly.

Cluster C1 (Rank 5) - high volatility today, but was not volatile for last two weeks The

stocks in this cluster are attracting interest of the traders. They may be in the early phase of
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activity and potential buying opportunities.

iii. Meta-profiles of Unweighted Daily Volatility Data: Cluster C1 (Rank 1) - least

volatile The stocks in this cluster are not volatile today nor have they shown any volatility

for the last two weeks (10 trading days).

Cluster C4 (Rank 2) - low volatility today, but volatile over last week The stocks in this

cluster are not volatile today. However, they were volatile last week (5 trading days). The

volatility in these stocks may be subsiding and it may be relatively safer to sell them.

Cluster C3 (Rank 3) - moderate volatility today, but volatile in last two weeks The

stocks in this cluster are somewhat volatile today. However, they were quite active for the

last two weeks. The volatility in these stocks seems to be decreasing or coming to a halt. It

may be good idea to study the news on these stocks and trade accordingly.

Cluster C2 (Rank 4) - moderate volatility today, downgraded volatility one week ago

The stocks in this cluster are moderately volatile today and low volatile for the last week.

However, they were volatile one week ago. The volatility in these stocks seems to be

increasing and therefore providing trading opportunities. Traders may like to sell the stocks

now or waiting a bit would be profitable.

Cluster C5 (Rank 5) - high volatility today and one week ago The stocks in this cluster

are now in the rising region with a possibility of low volatility next. Traders should take

their trading decision now or a risk may arise shortly.
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iv. Meta-profiles of Weighted Daily Volatility Data:

Cluster C2 (Rank 1) - least volatile The stocks in this cluster are not volatile today nor

have they shown any volatility for last two weeks (10 trading days).

Cluster C5 (Rank 2) - moderate volatility today and last two weeks The stocks in this

cluster are moderately volatile today and the last two weeks (11 trading days). Traders may

like to buy or sell as per current scenario. They should keep an eye on the news.

Cluster C3 (Rank 3) - moderate volatility today, low volatility one week ago and

volatile last week The stocks in this cluster are somewhat volatile today. They have not

shown much volatility one week ago (5 trading days). However, thy were quite active last

week. The volatility in these stocks are reaching to a halt. It may be better to sell them as

they are unlikely to rise in the next little while.

Cluster C1 (Rank 4) - volatility today and one week ago, but low volatile for last week

The stocks in this cluster are volatile today and were one week ago as well. However, they

were not volatile almost all over last week (6 trading days). The volatility in these stocks

seems to be in the most fluctuating region now. Traders may enjoy trading opportunities

right now and there is a risk of halt in next days.

Cluster C4 (Rank 5) - high volatility today and middle of first week The stocks in this

cluster are volatile today as it was in the middle of first week. It seems there is a possibility

of slow downgrading of volatility in the coming days. Therefore, traders may take trading

decisions accordingly.
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The cluster profiles described here put the volatility in historical perspective and may

allow traders to look at stocks with a more informed decision.

We can also provide a graphical representation of a stock over the previous two weeks.

As for instance, for the day 2011-08-16 of instrument 3 1 we have the ranks for 11 days

including the day itself and previous 10 days as shown in Figure 5.6 and 5.7 where the

meta-clusters are created from unweighted and weighted percentile data sets respectively.

Figure 5.6: Ranks of day 2011-08-16 and last 10 days of Instrument 3 1 (PD)
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Figure 5.7: Ranks of day 2011-08-16 and last 10 days of Instrument 3 1 (WPD)

For the same instrument and same day, we have 11 days ranks as shown in Figure 5.8

and 5.9 when the meta-clusters are created from the two versions of daily volatility data

set.
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Figure 5.8: Ranks of day 2011-08-16 and last 10 days of Instrument 3 1 (DVD)
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Figure 5.9: Ranks of day 2011-08-16 and last 10 days of Instrument 3 1 (WDVD)

5.4 Computational Requirements and Scalability for the

Meta-clustering Algorithm

The primary objective of the proposed meta-clustering algorithm is to generate seman-

tically more meaningful profiles based on connections between granules. It is necessary

to strike a balance between reliable and useful profiles versus computational efficiency.
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The proposed meta-clustering algorithm has inherent opportunities for parallel processing.

Therefore, while it will require significant computational resources, they can be distributed

among multiple processors resulting in a reasonable chronological time requirement. In this

section, we discuss the computational requirements and describe how the algorithm can be

parallelized. The implementation of parallel meta-clustering is a separate research topic in

itself, and is being investigated as part of our ongoing research.

The problem of obtaining an optimal clustering scheme is NP-hard. For n objects that

need to be grouped into k clusters, each object can be assigned to any one of the k clusters,

resulting in k × k × · · · k = kn possible clustering schemes. The clustering scheme that

provides minimum scatter within clusters and maximum separation between clusters will

then be selected as the optimal one. Therefore, finding the optimal clustering scheme will

require O(kn) calculations of cluster quality.

It is possible that if the cluster quality measure is carefully chosen, it may be possible

to optimize it without having to consider all possible clustering schemes. For example,

k-means algorithm can converge towards local minimum for cluster scatter. Running k-

means multiple times with different starting centroids increase the chances of finding global

minimum without having to consider kn schemes. Each iteration in k-means requiresO(k×

n) distance calculations. Therefore, k-means time requirements are O(k×n× iter), where

iter is the number of iterations. However, the clustering scheme resulting from k-means

depends on the initial choice of cluster centers. As mentioned before, one needs to apply k-

means multiple times and choose a clustering scheme that provides minimum scatter within

clusters and maximum separation between clusters. However, these multiple runs can be

easily run in parallel, keeping the same chronological time.

118



Recursive Temporal Meta-cluster of Daily Time Series
by Farhana Haider (A00381047)

The proposed meta-clustering algorithm uses multiple applications of a conventional

clustering algorithm such as the k-means. In addition, the resulting clustering schemes will

be used to create the dynamic representations for each object. The creation of a dynamic

representation will require 10×n = O(n) computations, where n is the number of temporal

patterns and we connect them to 10 historical patterns.

As the computational resources, we have used ACEnet system, Unix operating System,

R as the tool to cluster, plot and implement the algorithm and Unix script to execute pro-

grams written in R. Our experiments used a linear application of the clustering algorithms

and took approximately three hours to complete the full execution using R. The linear im-

plementations will require significant chronological time when the values of n are of the

order of millions. It is possible to reduce the chronological time in a distributed environ-

ment as follows:

1. Apply k-means algorithm in parallel on multiple nodes and choose the clustering

scheme with the best quality.

2. The creation of dynamic profiles involves sorting and searching lists. There are many

parallel implementations of sorting and searching that can be used to facilitate faster

computations.

3. Creation of dynamic profile in parallel by distributing group of records in nodes, as

creation of dynamic part for an instance is independent of creation of dynamic part

for other instances in same iteration.
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5.5 Chapter Summary and Conclusions

In this chapter, we described a meta-clustering process in a temporal environment using

financial markets as an example. The daily patterns of the stocks were clustered based on

their volatility. We assumed that sustained activity in a stock lasts for a two week pattern

(ten trading days). Therefore, each daily pattern was connected to the daily patterns of the

same stock from the previous ten days. That means the representation of a daily pattern

has data from that day (obtained statically from the database), and extent of volatility of

the same stock over the last ten trading days. The historical volatility is recursively de-

rived from the clustering itself. This constitutes the dynamic part of the representation of a

daily pattern. However, the daily patterns are clustered using only the static representation

initially. The first and subsequent clusterings are used to assign volatility ranks to the his-

torically connected daily patterns.

In conventional clustering, we can only represent the daily volatility of a stock. How-

ever, the profiles based on only a single day’s volatility cannot provide a much needed

historical perspective of the volatility for that stock. A daily pattern of a stock is naturally

connected to the daily patterns of the same stock from previous days. Thus, a relative cluster

representation might be more convenient and helpful. Therefore, the resulting meta-profiles

created as shown here not only describe the current volatility of the stock but whether the

stock is at the beginning or and end of a volatility cycle and thus can help traders to make

trading decisions.
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Chapter 6

Conclusion

This chapter summarizes the research outcome of the thesis and next scope of work.

Section 6.1 and 6.2 illustrate the summary and conclusive findings respectively while Sec-

tion 6.3 represents the future work.

6.1 Summary

With an understanding of the importance to identify temporal pattern groups from a

large time series data set that preserves clustering schemes obtained from different heuristic

algorithms and to present a temporal historical pattern profile, this thesis is aimed to propose

two fold clustering technique that can be convenient solutions for these two issues.

We preprocessed our data set, which consisted of average prices of commodities at 10

minutes interval points, into two sets namely the percentile and Black Scholes daily volatil-

ity. Percentile is based on an information granule that consists of a more elaborate distribu-

tion of prices during the day whereas Black Scholes daily volatility is a single dimensional
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information granule representing volatility of the day. We created two sets of clusters for

these two types of volatility representation and used them to create rough cluster ensemble.

These ensemble clusters are created on the basis of rough set theory.

We implemented the Recursive Meta-clustering algorithm on the two types of data sets

(percentiles, Black Scholes daily volatility) prepared for Rough Ensemble clustering. How-

ever, among the 121 days transactions, 10 days transactions have been used to create the

static cluster patterns and the remaining transaction days have been used for the dynamic

part. We assumed that a sustained activity in a stock lasts for a two week pattern (ten trading

days). Therefore, each daily pattern was connected to the daily patterns of the same stock

from previous ten days. Therefore, representation of a daily pattern contains data from the

day obtained statically from the database, and extent of volatility of the same stock over

last ten trading days. The historical volatility is derived repeatedly from the clustering it-

self. This constitutes the dynamic part of the representation of a daily pattern. Initially, the

daily patterns are clustered using only the static representation. The first and subsequent

clustering is used to assign volatility ranks to the historically connected daily patterns.

6.2 Conclusions

Clustering ensemble, N-clustering and time series meta-clustering established numer-

ous research. However, Rough Ensemble clustering and Recursive Meta-clustering of daily

series data are indeed new dimensions to the trend. According to the previous research

results, Recursive Meta-clustering can represent interesting profiles of the data set objects.

We found similar results while implementing this technique on time series data. On the

other hand, we showed with evidential data that Rough Ensemble clustering can group and
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represent different temporal cluster results created on same data with different representa-

tions. This ensemble clustering may preserve and show the common (overlapping) as well

as distinct temporal groupings derived from the baseline clusterings.

The clusters within the two groupings used in this thesis can be ordered based on their

volatility. While these groupings tend to have a common agreement on volatility for most

of the daily patterns, they disagree on a small number of patterns. A closer inspection of the

patterns suggests that both points of view have their respective merit. This research work

proposes a novel Rough Clustering Ensemble algorithm for representing the ambiguity in

combined clustering using intervals along with the unambiguous patterns.

In conventional clustering, we can only represent the daily volatility of a stock. The

profiles created in this way, based on only a single day’s volatility, does not provide a

convenient historical perspective of the volatility for that stock. Since a daily pattern of

a stock is naturally relative to the daily patterns of the same stock from previous days, a

historical cluster representation based on this relation, might be more convenient. Thus,

the resulting meta-profiles created here, on the basis of such relations, not only describe

the current volatility of the stock but whether the stock is at the beginning or and end of a

volatility cycle. This outcome can help traders to make trading decisions.

For both the type of representations, we successfully executed the program and ended

up with meta-clusters. Using the meta-clusters obtained in this process, cluster ranks or

profiles of any unit time and specified previous periods can be represented. In our case,

using the meta-clusters obtained, we represented volatility of any specified day and last

10 days. Naturally, the results for the data set representing percentiles and the data set

representing Black Scholes volatility index were not always same, since the two types of
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representations consider volatility in different ways. In addition, the normalized data values

play significant role while creating meta-clusters. If they are not normalized, the large

values of dynamic part may dominate the grouping and therefore effect the result. We

observed this evidence while the two versions of each of the data sets representing weighted

or normalized and unweighted values resulted in two different meta-profile sets.

6.3 Future Work

The proposed Rough Clustering Ensemble technique will be further studied in situations

when there is no obvious ordering of clusters.

For the Temporal Meta-clustering, we had our experiment with financial time series

data set, though the proposed algorithm can be used as a generic one that can be useful for

any similar time series data set. Experiments on a few other similar time series data sets

can be considered as good evidence of the overall idea.
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