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Abstract

Affective computing is the study and development of sys-

tems that can recognize human emotions and feelings. Emo-

tions are always an interesting topic of research and these

days researchers are trying to develop systems which can rec-

ognize, interpret and process emotions based on human phys-

iological and neural changes for the development of well-being.

As the market for wearable devices is expanding, it provides

more opportunity of research in emotion sharing with remote

person. This Master’s thesis investigates the possibility of us-

ing wearable devices for affective remote collaboration. Pre-

vious research about affective computing, affective commu-

nication and remote collaboration using wearable devices is

reviewed before starting the design process. Three wearable

devices were developed, evaluated and discussed, two for emo-

tion sharing between remote people, and the third for prelim-

inary research to explore if eye gaze information can increase

co-presence in remote collaboration. Conclusions and Future

work are discussed based on the results from the research

evaluation.
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“see with the eyes of another, listen with the

ears of another, and feel with the heart of an-

other” For the time being, this seems to me an

admissible definition of what we call social

feeling

Alfred Adler 1
Introduction

The above quoted lines are from the famous psychotherapist,

Alfred Adler, who is recognized for his work and theories em-

phasizing the importance of feelings of an individual. Emo-

tions have a very important role in influencing everyday hu-

man activities that involve experience, social communication,

learning and decision-making. The study and development of

the systems that can recognize human emotions and feelings

is known as “Affective Computing” [73].

Recently, research on empathic or affective computer in-

terfaces has become popular. Consequentially there are a lot

of multimodal systems that can recognize emotions with the

help of facial expressions, speech analysis [19], and physio-

logical sensor data [74] such as skin conductance, skin re-

sistance and other galvanic skin responses, heart rate and

blood oxygen level, and EEG sensor data. However, there has

been very little research on how these emotional states can be

1



shared with another person along with the audio/visual cues

to increase empathy. The goal of this thesis is to explore how

technology can be used to allow people to better share their

emotional state with each other.

Sharing an emotion with other person is very important for

creating shared emotional experiences [77], and is known as

affective communication. It can be done with the help of au-

dio, visual, and haptic cues. The social sharing of emotion is

elicited by emotional experiences, and the sharing of emotion

is directly proportional with the intensity of the experience,

irrespective of the type of emotion, whether it is a positive or

negative [76].

Wearable systems are the body-borne electronic devices

that can be worn by the user in the form of textiles, acces-

sories, or any other form attached under, over or on top of

clothing [62]. These are useful as they are attached to body

and are capable of constant interaction with user, whereas

normal computers, laptops, and smartphones cannot be car-

ried or used all the time. Wearable devices can be used in

various applications such as in the health care field, educa-

tion, entertainment etc.

A simple and easy to use example of a wearable device is

the Nike+, which is a small sensor which can be placed in the

shoes, allowing a person to track her time, distance travelled,

and calories burnt while walking or running. Another exam-

ple of wearable devices is Google Glass [43], a head mounted

computer with a small display, a camera and a touch pad for

input, providing features of a normal smartphone like check-

ing mail, texting, receiveing call, Google search, Google map

etc.

2



(a) Nike+, Sourced from [6] (b) Google Glass Sourced from

[43]

Figure 1.1: Wearable Devices

Wearable devices can be used for Affective Computing, by

using “on body” sensors (EEG, GSR, heart rate etc.) that can

be used to collect and process physiological data from the

user, and recognize different emotional states.

Empathy [28] has been defined:

”the psychological identification with or vicarious experi-

encing of the feelings, thoughts, or attitudes of another.”

Figure 1.2: Sketch: Empathy. Sourced from [11]

From past research in the field of psychology it has been

found that team processes, performance and team satisfac-

tion can be influenced by emotion, and team member’s em-

pathy [54]. The awareness between collaborators affects the
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efficiency of collaboration and improve the relationship be-

tween participants [30]. For example Fabien [78] found that

good performance could be achieved on the automatic emotion

recognition if gaze behavior is provided.

In this research we explore how wearable devices can be

used for affective communication, and empathizing increas-

ing presence in remote collaboration. The thesis is divided in

three parts, one for each prototype developed:

• C-Sense: A haptic wristband for affective communica-

tion,

• Co-Sense: Creating shared experiences,

• Gaze-Sense: An eye-tracking HMD for co-presence in re-

mote collaboration.

In first part, we present C-Sense (pronounced as See-Sense),

a haptic wristband with a vibrator and servomotor attached to

it in such a way that it will provide tightening and loosening

effects to the user. Previous research has shown that haptic

cues can be used to communicate emotional state on a desk-

top computer [86] or wearable system [22]. However, there

has been little research on using wearable haptic devices for

emotion sharing, and no one has tried to provide haptic, audio

and video cues in wearable devices. In our research we devel-

oped a wearable device with haptic cues, along with showing

visual and audio cues on a Head Mounted Display (Google

Glass). In order to prototype C-Sense, we did some user re-

quirement analysis in the context of sharing of emotions, then

followed the Interaction Design process by interviewing poten-

tial users, creating affinity diagrams, personas and scenarios,
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and performed ideation of possible solutions. Next we devel-

oped low fidelity prototypes of the ideas and conducted pilot

tests, and finally we developed a high fidelity prototype.

In the second part we present our prototype“CoSense”. CoSense

is a wearable system that shares a user’s first person view

along with their current emotional state, in order to create

a shared emotional experience with a remote user. Although

there is an abundant availability of technology for remote com-

munication, there is still a need of efficient affective communi-

cation. Current technologies, such as Skype or Google hang-

out, communicate with visual and audio cues in a “talking

head” conferencing mode [see figure 1.3a]. However wearable

computers such as Google Glass have a headmounted camera

that can share the user’s view of their environment, providing

a “task space” view of their environment [see figure 1.3b].

(a) Skype: Talking Head Video,

Sourced from [83]

(b) Google Glass: Point of View,

Sourced from [4]

Figure 1.3: Video Conferencing Modes

In the CoSense interface we used physiological sensors to

capture what user is feeling, and the wearable camera/ mi-

crophone on Google Glass to record what they are seeing and

hearing. Then we transmitted these feelings, sights and sounds

to a remote user to create a shared emotional experience.

This chapter is broken into several parts. CoSense is an-
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other solution of the same research problem explored the C-

Sense prototype, creating shared emotional experiences, so

the “Design Process” section of the CoSense chapter builds

on the lessons learned from the design process of C-Sense.

How ideas from design process section were transformed into

a physical form is discussed in the “Implementation and Pro-

totype” section. The finalized hardware and software of sys-

tem components are also reviewed in this section. An overview

of the experiment design, procedures and user evaluation of

CoSense prototype is discussed in next section “Evaluation”.

The quantitative and, qualitative analysis, results of the ex-

periment are described in the “Results” section. Finally, we

finish this chapter with an in-depth discussion about the re-

sults and the future work in “Discussions and Future Work”.

The final part of the thesis explores how eye-tracking could

be used to increase the co-presence of remote collaborators.

From Co-Sense, we found that the sharing of an emotional

state with a remote person can be enhanced if we use a wear-

able HMD to share a first person view along with the emotions

detected from wearable physiological sensors. In this chapter

we explore what would happen if a person could share their

focus of attention with their remote collaborator. Eye track-

ing is one of the best techniques for detecting a user’s focus

of attention. So, if eye-tracking information is combined with

the emotional state of the person, this could provide an ideal

method for creating a shared attention and emotional state.

So, we explore how head mounted eye tracking can be used

to enhance remote collaboration between a local worker and

remote expert.

This chapter will also be divided into sections similar to
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the previous chapters. We will discuss the real world applica-

tions of using the above mentioned technology and conduct a

needs analysis. Investigation, limitations and research oppor-

tunities explained in this section will lead to the “Implementa-

tion and Prototype” section, where the hardware and software

technologies for the prototype will be reviewed. We will dis-

cuss the step-by-step approach of the prototyping phase in-

cluding the various alternatives we thought of developing for

this problem. After brainstorming about real life applications,

we came up with an experiment design that will be discussed

in the “Evaluation” section. We will also elaborate the task

and the procedure of the user experiment. Once we are done

with the experiment task, we will analyze the quantitative and

qualitative data gathered from that along with the results and

publish it in the “Results and Conclusion” section. Finally,

in the last section of this part “Discussion”, we will summa-

rize the whole part along with the discussion on the findings,

limitations, and suggestions for improvements.

The last chapter of this thesis would be the final “Conclu-

sion and Future Work” in which we will be talking about our

complete research and future opportunities in the field of em-

phatic computing.

To summarize this thesis, the problem statement of this

research is “How can wearable devices be used to share emo-

tional experiences between users and so create a deeper sense

of empathy and understanding?”. To address this, we will be

exploring different cues in various wearable devices to inves-

tigate the level of empathy between remote users in affective

remote collaborations to provide rich and immersing human-

human experience.
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This thesis makes the following contributions:

– investigates the language of haptic feedback for affective

communication in wearable devices.

– describes the user study with recognition and sharing

of emotional states using a HMD to a remote person in

order to augment empathy.

– describes one of the first user studies with head worn eye

tracking with live annotations for remote collaboration.
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2
Related Work

The research in this thesis is built on previous work in Affec-

tive Computing, Remote Collaboration and Wearable Comput-

ing. In this section we review key related research in each of

these areas.

2.1. Affective Computing

Affective Computing, is computing of human emotions, its in-

fluences, developing systems to provide ability to recognize

and express emotions while interacting with people [73]. It is

related to human affects and emotional states presented ac-

cording to the theory of emotions. Theories of Emotion mainly

focus on human emotions and questions like what emotion is,

how and why we feel a emotion and how these emotions are

produced. For example, James-Lange [21] developed one of

the first theories of emotion over 80 years ago, although this is
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not widely accepted today. More recently Clynes [24] proposed

a term called sentics, describing bodily components that carry

emotions. Ekman researched how changes in the human mo-

tor system in response to different emotional states can pro-

duce different facial expressions [31], and there has been work

on how emotions can cause speech modulation [69].

With the advancements of research and development in

affective computing, researchers are trying to develop intel-

ligent systems, which automatically recognize and respond

to user’s emotions. For example, Jocelyn Scheirer developed

the expression-glasses [79] which sensed facial muscle move-

ments and recognized expressions using a pattern recogni-

tion system. The integration of facial movements and speech

recognition can be used to identify affect [27]. In a similar way,

Busso [19] used visual markers on the face to track facial mo-

tions and combined this with speech recognition to recognize

four user emotions; Sadness, anger, happiness and neutral.

An open source affect and emotion recognition engine named

openEAR [34] uses acoustic data from the user to perform

emotion recognition. Companies such as Emotient [32] and

Fraunhofer [48] have also developed computer vision tech-

niques for measuring emotion from face expression (See figure

2.1).

Picard’s research group at the MIT Media Lab [58] demon-

strated that physiological sensors and wearable computers

could be used to recognize a wide range of emotional states.

For example, their first wearable affective computing device

was introduced in 2000 [45] and later they developed the Gal-

vactivator [74], a glove that senses and communicates skin

conductivity, which is an indicator of physiological arousal

10



Figure 2.1: SHORE: Fraunhofer IIS face and object recognition. Sourced

from [48]

and valence emotional states. Recently they released the Q-

sensor (2009) and a new clinical-quality wearable sensor called

the E3 sensor (2014) [33] commercialized by Empatica. The

E3 captures several types of physiological information such as

PPG (heart rate and heart rate variability data), Electro dermal

Activity (EDA), temperature and 3-axis accelerometer data. It

measures physiological data from both the sympathetic and

parasympathetic branches of autonomic nervous system.

Wearable computers can be used to provide emotional feed-

back to the wearer. For example, Javier Hernandez developed

SenseGlass [47] that visualize the emotional states in a form

of a meter (as can be seen in figure 2.2) shown on the Google

Glass display. Emotional states were recognized by using the

wearable Q-Sensor.

Figure 2.2: Hernandez wearing SenseGlass system.Sourced from [47]
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Finally, research in Brain Computer Interaction has ex-

plored if brain activity can be associated with emotions [60].

For example, Neurosky’s Mind Wave [68] is a portable wear-

able device that recognizes emotions while doing some activity

using brain EEG Activity.

Figure 2.3: NeuroSky Mindwave. Sourced from [68]

As can be seen from this research, there are a number of

ways that user emotion can be measured. However, most af-

fective computing research has focused on systems that rec-

ognize an individual’s emotional state, and not systems that

help people understand the emotional state of someone else.

In the next section we review research on how to develop sys-

tems that can convey affect between people.

2.2. Emotion Representation

In the above section, we discussed about the previous re-

search done in the field of emotion recognition. On sharing

the recognized emotional state, it is important to represent

it in such a way that it can be detected by the remote per-

son and enhances empathy. The parameters through which

shared emotions can be visualized to the remote person will

be discussed in this section.
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2.2.1. Affect Visualization using Colors

One way to represent affective or emotional state is through

the use of colour, however there is, there is no completely in-

tuitive specific encoding of color that can be used to visualize

for affect. There are also cultural, gender, age-group, situa-

tion and race components for color’s emotional connotation.

There is past work in which in which researchers tried to pro-

vide affect-color schemes. For example, in the color theory of

Johann Wolfgang von Goethe [90], colors were categorized in

positive and negative parts along with the emotions. Colors

with positive parts such as yellow, orange (red-yellow), ver-

meil (yellow-red) were used for arousing, lively and ambitious

states. Whereas colors with negative parts such as blue, blye-

red and red-blue stand for restless, yielding and yearning. In-

stead of using an exact interpretation of each color, he de-

scribed the colors with examples. Table 2.1 lists each color

with its meaning [70].

Emotion Positive Trait
Negative

Trait
Color

happiness passive red-yellow

joy pleasant unpleasant yellow

sadness comfort cold blue

discomfort active restless red-blue

powerful energetic irritating yellow-red

same as

red-blue,

but more

negative

more active more restless blue-red
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Emotion Positive Trait
Negative

Trait
Color

faith seriousness red

calm calm green

Table 2.1: Summary:Johann Wolfgang von Goethe’s Color theory.

Sourced from [70]

Since it is very difficult to precisely identify an emotion

based on the displayed color, Naz Kaya [65] represented fre-

quency of the color for each emotion in the results that speci-

fies how many users from a group of college students referred

to a color for an emotion. Table 2.2 will shows the overall score

on emotion-color combination (Using Munsell Color Space [64]

) [70] .

Emotion
Color with Munsell nota-

tion [64]

happy Yellow (7.5Y 9/10)

calm Blue (10B 6/10)

anger Red (5R 5/10)

Comfortable Green (2.5G 5/10)

Tired Purple (5P 5/10)

annoyed Blue-Green (5BG 7/8)

loved/no emotion Red-Purple (10RP 4/12)

Empty White (n/9)

Disgust Green-Yellow (2.5GY 8/10)

depressed Black (n/1)

Excited Yellow-Red (5YR 7/12)

Bored Gray (n/5)
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Emotion
Color with Munsell nota-

tion [64]

Powerful Purple-Blue (7.5PB 5/12)

Table 2.2: Summary:Naz Kaya Color.Sourced from [70]

Same as Goethe, Claudia [26] also suggested the positive

and negative traits of colors in terms of emotions. Extraction

of meaning in a color is very difficult but she tried to create a

model that gives an influenced positive and negative emotion

meaning. A brief summary can be seen in the Table 2.3 [70]

however more information can be on found her website [26].

Emotion
Positive

Trait

Negative

Trait
Color

Happiness Lively Cautious Yellow

Joy Ambition Tiring Orange

Sadness Faithful Depressed Blue

Anger Active Offensive Red

Introspective Leadership Arrogant Purple

Faith Calm Greedy Green

Table 2.3: Summary:Claudia Cortes colorextraction. Sourced from [70]

2.3. Affective Communication

Affective communication [36] is the interpersonal expression

process of emotional states and feelings about things, them-

selves, and others. Sharing emotional state is an important

part of day-to-day life. Humans interact with each other or
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with their surrounding by using facial or speech cues to ex-

press their emotions. In general emotional communication

can be categorized into two types, verbal and non-verbal. Use

of voice, change in voice quality, rate, speaking style, change

in tone, are verbal cues, while touch, distance, physical ap-

pearance, posture etc. are considered as a part of non-verbal

communication.

Previous research has shown that emotions can be shared

using various cues e.g. audio, visual, touch, change in tem-

perature etc. For example, Chang [23] prototyped a system

called “LumiTouch” which shared emotions using change in

color (See figure 2.4). This system consists of two picture

frames connected with each other using the Internet. If one

person touched his or her picture frame, the other frame lit up,

signifying that the first person is feeling some emotions for the

second person. The intensity of light from the frame changes

if the person is squeezing the frame indicating stronger feel-

ings, and the other person can also respond to these emotions

similarly.

Figure 2.4: Lumitouch. Sourced from [23]

The AffectPhone [50] is a mobile phone that detects user’s

emotional state using GSR sensors on a phone, and trans-

mits it to another phone using change in temperature to show

16



emotional state (See figure 2.5).

Figure 2.5: AffectPhone. Sourced from [55]

The sense of touch in human-human communication is an

effective cue for expressing subtleties of emotional states es-

pecially when you have a rhythm in the pattern of that touch.

For example, a person’s fingers tap on the table varies along

with the shift in his emotional state [67]. There are a canny

number of affective haptic devices, which are the systems that

help in eliciting or representing the emotional state of a hu-

man using their sense of touch. Strong emotional experiences

can be elicited with even a mere interpersonal touch [42] [35]

In 1997, Scott Brave [16] showcased “inTouch: A Medium

for Haptic Interpersonal Communication (See figure 2.6)”. The

main idea was to create a shared experience of touch at a re-

mote distance. So one person will feel as if he is with other

person touching the same physical object. He prototyped a

mechanical system with rollers and connected it to another

system with same dimension and rollers at the same location.

Moving the rollers of one system would cause the same move-

ment in the rollers of the other the system, which could be felt

by the other user, creating an illusion of copresense.

“The Hug” [29] (See figure 2.7) is a haptic pillow that fa-

cilitates intimate communication over long distance. It is a
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Figure 2.6: inTouch. Sourced from [16]

pillow shaped robotic device with sensors, and vibrator mo-

tors and sensors that can record pressing or rubbing of it’s

back, creates unique vibration patterns and sounds on the

device at remote end. It has some pre-recorded messages like

“goodbye”, “incoming hug” and “no one at home” which will be

played with certain gestures.

(a) The Hug prototype (b) Example use case

(c) Gestures and Sketches of the hug

Figure 2.7: The Hug. Sourced from [29]

Salmienen [44] made a prototype to check whether emo-

tional experiences could be perceived by a simple haptic stim-

ulator. This was just one roller in the form of a rotating finger-
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tip stimulator for 12 different stimuli with an average length of

500ms. He found that it is possible to share emotional infor-

mation, which include arousal, dominance and pleasantness

using it.

Figure 2.8: Prototype by Salmienen. Sourced from [44]

The Virtual Interpersonal Touch (VIT) [10], is a force feed-

back haptic device for a collaborative virtual environment

where a person can touch another remote person to increase

the effectiveness of the collaboration (See figure 2.9). A 2DOF

force feedback joystick was used to express seven emotions

pre-decided by the researcher. Then participants were asked

to perform a gesture with the joystick for each emotion. These

gestures were recorded by the researcher to play at the remote

end where the remote participant was asked to express the

type of emotion they feel while touching the joystick. Results

were positive for VIT but not as accurate as when people were

expressing emotions through non-mediated handshakes.

2.4. AffectiveWearable Computing using hap-

tic feedback

The devices reviewed so far have mostly been handheld or

connected to desktop computers. In recent years there has

19



Figure 2.9: Participant using VIT prototype. Sourced from [10]

also been research on how wearable computers can be used

to provide haptic affective experiences. The main difference

between wearable computers, compared to portable comput-

ers or smartphones, is that since they are constantly in close

proximity to the body, they can provide intimate physical con-

tact. Now since touch increases the trust, wearable devices

with haptic feedback can provide a good option for affective

communication.

For example, Leonardo Bonanni [15] introduced a haptic

wearable modular scarf, tap tap (See figure 2.10 ) that can

record, broadcast, and playback human touch. It had sen-

sors, which asynchronously record the tactile information of

the human body to convey person’s affection can also play

back that touch pattern to her lover, family member or a doc-

tor.

Recently, Tsetserukou [87] developed a novel wearable hu-

manoid robot that reinforces it’s own feelings and simulates

the emotions felt by the partner in a videotext online com-

munication system. The algorithm recognizes nine emotional

states from the text sent/received during the communication

and simulates that emotion on the wearable haptic device at-
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(a) (b)

Figure 2.10: Tap Tap Prototype Sourced from [15]

tached at the various parts of the body in the form of vibrations

that gives a sense of copresense. For example, if the system

detects excitement it can generate the sound of a heart beat-

ing faster, or create a “butterflies in the stomach” effect to

stimulate joy, etc.

Figure 2.11: Iam Feel. Sourced from [87]

This research shows there have been a number of systems

developed to convey affect remotely and that it is possible to

use haptic, audio and visual cues to convey remote emotion.

In our work we will build on this, but we are also interested

in how to use technology to see what a remote person is see-

ing and so have a deeper emotional connection. In the next
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section we review wearable systems that have been used for

remote communication.

2.5. Remote Collaboration using Wearable

Systems

As discussed in the introduction, one of the important ele-

ments of empathy is being able to see what someone is seeing.

Video conferencing technology can be used to allow people to

see each other, but software such as Skype is typically fo-

cused on providing a “Talking Head” experience that allows

you to see the remote persons face, but not what they are see-

ing and doing. In recent years people have begun to explore

how head mounted cameras and displays can be used to pro-

vide first person video from a remote person, and so give a

“Task Space” video experience.

For example, Armstrong [3] used Google Glass to provide

remote views of diabetic limb salvage surgery. The surgeon

in the operating theatre shared a first person live view of the

operation with remote surgical colleagues using the Google

Hangout video sharing application in Google Glass. The re-

mote colleagues were able to use real time diagrams and MRI

images to provide expert assistance.

Susan Fussell [38] investigated the virtual physical

co-presence between remote collaborators in a bicycle repair

task (Physical Task) by creating shared a visual space using a

head mounted camera worn by the worker sharing live video

feed to helper.

These systems share a remote user’s view, but they don’t
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show exactly where the person is looking in this view. Re-

search on using eye gaze information for remote collaboration

is a comparatively unexplored area of research. One of the

few systems that explores this is the work of Fussell et al [40]

[39][41]. They developed a system with a Head Mounted Cam-

era (HMC), and an Eye Tracking Camera attached to a head

mounted display (HMD) for local person (worker), which was

sending a real time workspace video feed along with the user’s

eye details to the monitor display of a remote helper (See fig-

ure 2.12). The remote helper was asked to assist worker by

using the video from his monitor and providing verbal feed-

back. The worker was not wearing a head mounted display,

so the remote helper was not able to provide visual cues.

(a) Worker wearing Head

Mounted Camera and Eye

Tracker, Sourced from [40]

(b) Helper’s Monitor view.

Sourced from [40]

Figure 2.12: Susan Fussell’s System

Coordination of remotely situated users in a complex col-

laborative task using shared gaze was studied by Neider et al

[66]. A pseudo-realistic city scene was developed in which one

sniper target was popping up randomly and two remote users

with eye gaze trackers had to locate and reach the target using

a shared eye gaze and shared voice cues.

This research has shown that wearable computers and head-

mounted displays and cameras can be used to share remote
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views and help someone understand what a remote person

is doing. However there has been little research on systems

for first person video that include gaze cues, especially sys-

tems that have an eye-tracker, head mounted camera and

head mounted display all integrated together.

There is little research avaiilable that has investigated eye

gaze tracking in remote collaboration. The table below sum-

marizes some of the relevant research papers. HMC = head

mounted camera, HMD = head mounted display, ET = eye-

tracker, R = Remote, FtF = Face to Face.

Paper HMC HMD ET R FtF Notes

[40] X X X X

Compared scene camera

to HMC in remote col-

laboration to audio only

and face to face condi-

tions

[39] X X

Same setup as [40],

Face to Face collabora-

tion only - also include

results from [40]

[66] X X

Both subjects had gaze

tracking and looked at

monitors for task. Com-

pared shared video +

speech only, to shared

gaze only, to speech +

gaze in visual search

task

[72] X X X
Used desktop display,

HMC view not shared
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Paper HMC HMD ET R FtF Notes

[71] X X X

Modelling Focus of At-

tention using HMMs -

same setup as [72]

[81] X X

Asynchronous collabo-

ration, working on desk-

top screens

[41] X X

Face to Face collabora-

tion on robot assembly

task

[82] X X

Using eye tracking in re-

mote desktop conferenc-

ing - desk mounted ET

[96] X X X

One helper with ET

collaborating with two

remote workers. Note

gaze information was

not shared with re-

mote workers - used for

analysis

[17] X X

Remote users wearing

ET and looking and

desktop screens

[12] X X X

Remote User was point-

ing at the Local person’s

scene on his monitor us-

ing mouse and it was

shown on Local User’s

display.

Table 2.4: Summary of research papers on remote collaboration with

HMC or Eye Tracker.
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Previous research has shown that eye gaze is important for

emotion recognition and empathy [28]. So, in our research, we

will try to see effect of gaze behavior on the copresense between

two people in a remote assistance collaboration condition As

can be seen from table 2.4 there is no example of an earlier

system that combines a HMC, HMD, and eye tracking in a

wearable system. .

2.6. Summary

In this literature review section, we discussed the research

conducted in the field of affective computing, affective commu-

nication and remote collaboration. We have seen that there

have been a number of technologies developed for recogniz-

ing emotion and some systems for conveying remote emotion.

However, there has been little research conducted on using

haptic cues in wearable devices for sharing emotional states.

Thus our first prototype (CSense) will explore how haptic feed-

back in a wearable device can be used to increase emotional

understand and empathy between remote people.

We also showed how wearable Head Mount Display (HMD)

devices such as Google Glass can have a first person view cam-

era attached to the HMD, so a person can share what she is

seeing and hearing. Use of head worn cameras have been

shown to be effective for remote collaboration, however there

has been little research on how emotional cues can also be

provided on a first person view from a wearable computer.

Thus our second prototype (CoSense) will explore how a wear-

able computer and head worn camera can be combined with

emotional sensing to convey a person’s emotional state.
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Finally, we although researchers have used eye trackers

attached to head mounted devices and cameras, we couldn’t

find any research on remote collaboration techniques using a

complete wearable system with an eye tracker, camera and a

head mounted display for worker to see the instructions from

helper. Such a system would allow the remote user to un-

derstand what the local user was looking at and give visual

feedback to help them in their task. The final prototype (gaze-

Sense) is a wearable system that combines a camera, display

and eye tracking. Overall the three prototypes developed ex-

plore areas in remote collaboration that haven’t been exten-

sively studied before, will an overall focus on improving emo-

tional understanding.
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3
CSense: Haptic band for

Affective Communication

CSense is a system consisting of two components, a wrist-

band with a vibration motor to simulate touch, and a servo-

motor with a small band to simulate the handgrip of another

person. This idea was inspired from an incident that hap-

pened with the author. Imagine a situation where one person

is stressed and wants to express her situation with her close

friend who lives in a different part of the world. Now in this

situation, even if they both talk, it is very hard for her friend

to empathize. However if the person has a system that can

simulate her emotional state in a haptic form, then this could

augment the empathizing capacity between both friends.

Wearable computing devices are getting a lot of attention

from the fitness, entertainment, education and medical do-

mains due to their ability to be always on and close to a per-
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son’s body. We tried to use these same features for our re-

search since our motive was to provide a personal experience

for empathizing between two or more users. Since we are in-

terested in using wearable technology for affective communi-

cation, we are mostly interested in various output modalities

for sharing emotional states.

3.1. User Centered Design Process

We followed a User Centric Design Process in developing the

CSense prototype (shown in figure 3.1). This process starts

with a User Requirements Analysis in which the challenges

faced by our target user in sharing emotions with remote per-

son, and their expectations from the solution will be explored.

This was then followed with a Design and Prototyping Phase

where we came up with the possible solutions which meet the

user’s requirement and developed low and high-fidelity pro-

totypes of these solutions. Finally we conducted pilot testing

with users and came up with a final prototype that could be a

possible solution. This final solution is described in the “Im-

plementation” section of this chapter.

User Need Analysis

Our research task was to provide a wearable system for shar-

ing emotional states with other people. As a part of the re-

search, we chose people who play sport as our stakeholders

for the requirements analysis. So any person who is inter-

ested in sharing his or her emotional states before, during or

after playing or watching any sport, is our target user.
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Figure 3.1: User Centered Design Process flow diagram. Sourced from

[85]

Stakeholders

The main aim of this analysis was to explore the way people

share their emotions, the extent to which they share, their

experiences with sharing emotions, their comfort level of the

emotional state they are sharing, and with whom they are

sharing. Information was collect by having one-to-one inter-

views with users and observing people.

Figure 3.2: Demographics of Users based on Relative Age, Gender, Type

of Sports they enjoy.

We conducted an interview session with 7 stakeholders (6

male, 1 female), ranging in age from 21 to 33 years (See fig-
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ure 3.2, during which we asked questions about what kind of

sport they played most often, what sort of emotions comes be-

fore, during and after playing, how do they share it and with

whom, and their views on sharing emotions whether it is good

or not necessary.

We observed their responses and found that they didn’t want

to share their emotions with everyone if they lost a game but

will be excited to share if they win. However, they would

want to share their defeat with a close person as it could give

them relief. The people interviewed currently use voice calling,

text, or social networking to share their emotions with remote

friends.

Participant : “If you share, you will get better understanding

of what is happening”

Participant : “I don’t like to share too many feelings, so shar-

ing to a particular level is good and with specific persons”

Participant : “You feel happy when you share the win of the

game with your loved ones but you will not share when you

loose because of the embarrassment.”

To sort out the responses and prioritizing the basic require-

ments of the stakeholders, we used the K-J Method (Affin-

ity Diagram) [52]. We created an affinity diagram (See figure

3.3) by sorting and categorizing the data as the positive or

negative aspects of the emotions sharing on different colored

sticky-notes. For example, one participant said his “Coach
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shows a motivational movie to boost confidence of the team”

which was playing basketball and before the game starts, so

the statement was written on a green colored (outdoor sport)

sticky-note and was grouped with other positive answers by

the participants of things done before playing any sport. Sim-

ilarly, another participant said that he gets nervous before the

game as lots of people are watching which affects his perfor-

mance. So, this was categorized in a separate class along with

other negative aspects before playing sport.

Figure 3.3: Affinity Diagram from user interviews

User Requirements

After completing stakeholder’s interviews and field observa-

tions, we developed the following set of non-functional and

functional system requirements for the prototype. Our main

functional requirement is that the system should be able to

share the user’s emotions whereas the non-functional require-

ment is that the system can be placed close to the user so that
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he or she can use it anytime just by touch or voice or gesture.

Based on the functional requirement, it is necessary for the

system to have a continuous flow of data, which is the emo-

tional state of the user on a real time basis. Since the interview

was focused on the context of playing or watching sports, the

system will need to be able to be used when the user is run-

ning, talking and busy with playing. If he or she wins, they

would be busy in celebration or if they lose, could be sad, and

using the system alone.

Other Usability Requirements for the system are as follows:

• Unobtrusive: The system should be designed so that the

user doesn’t notice that it is being used. It has to be

small and part of the daily routine.

• Funwhile Using: The system should be easy to use which

will encourage the user to use it most of the time.

• Clear communication: The interface should have acces-

sible content that will not confuse the remote user with

whom our main user is sharing their emotional state.

• Two-way communication: The system should be a two-

way system where the user who is sharing emotional

state with another user can get a response from them

that will augment the empathizing process.

• Sharing Interface: The system interface should provide

the option of single or multi person sharing, plus sharing

only particular emotions etc.

• Proximity and mobility: The system should be in a close

proximity of the user and should be portable so that user

can carry it at all times.
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• Intuitive Interaction: The system could be used by anyone

so it should not be age group specific. Interaction should

be natural, intuitive and easy to use.

3.2. Initial Design

In this section we discuss a few possible designs based on the

user requirements. We rapid-prototyped the solutions with

low-fidelity and high fidelity techniques and through pilot test-

ing we came up with one best solution out of those few. We

completed one further design iteration based on the user feed-

back, and developed a final prototypes which will be explained

in the next section.

3.2.1. Possible Design Solutions: User Centered De-

sign Approach

Idea 1 SeeSense: Real time sharing of emotions using dis-

play, sensors and T-Shirt.

The first idea explored was real time sharing of a user’s emo-

tion using a head mounted display, physiological sensors and

a T-shirt. These components are described in more detail be-

low:

Components:

SeeSense Glasses: A Head Mounted Display device with an

integrated camera capturing the user’s first person view of the

environment.

34



Figure 3.4: Google Glass sketch, also used as SeeSense HMD. Source:

[13]

SeeSense Wear : A T-shirt having Sensors at various points

that can sense temperature and also has heating elements

that can imitate the temperature of a remote person that is

using it. The shirt will have a heartbeat physiological sen-

sor to compute the emotional state and a wi-fi module that

will transmit all the data to the server along with the camera

live feed. It will also have a contracting and expanding mech-

anism that simulates the emotional state with the help of a

Soft Pneumatic Exoskeleton [93].

Usage Scenarios

Scenario 1: Person A will either be playing or sitting in the au-

dience in a sporting event. She is using the SeeSense glasses

to share a live first person view of the game that she is watch-

ing, which will show the area where she is looking at. She

is also wearing the “SeeSense Wear” shirt that is sharing her

body temperature, emotional state and heartbeat to the per-

son with whom she is sharing.

On the other end, Person B is using the SeeSense System

to experience a live view of the sporting event on her SeeSense

glass and feeling a similar temperature via the shirt, which

is also contracting or expanding as per the emotional state of
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person A.

Scenario 2:

Figure 3.5: Scenario 2

Bart goes to play football in a match with his team but his

best friend is not feeling well, so he cannot come to motivate

and support him. However, by using the SeeSense System he

shares his view and feelings with his friends that gives him

support as he knows that his friend can feel what he is feeling

and with this support they won the match.
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Idea 2: emoApp

EmoApp is a proof of concept android application for shar-

ing emotional states, recording messages and listening to the

acknowledgements from other people.

Based on all the user requirements and user’s feedback

about how they currently share their emotions we came up

with this android application idea. It is a basic application

that provides the option to select the person with whom user

wants to share the emotional state. This was because most

users in the initial user requirement interviews were not com-

fortable with sharing their emotions with everyone. There is

also a feature to record the message along with the emotional

state that can be adjusted by the user by using slider bars on

the screen. In the future we can automate the emotion setting

feature by using a separate emotion recognizing system.

Figure 3.6: emoApp

On the Home Screen, you will get options of the people

with whom you can select and share, and can add new friends
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as well. Once you selected the person, a new screen will be

opened for that person. You can then select the emotions by

ticking the emotion desired and adjusting the slider to say how

strongly you are feeling that emotion. You will get an option

of recording a message for the person, e.g. if you are stressed

out and you need someone to talk to you, you can just record

a message and send it to the selected person.

The remote person can respond to the shared emotion with

a pre-recorded voice message if they are busy or can reply

back by sending their voice message. In this way, the user

can be motivated or relaxed at that instant and the remote

person don’t have to be disturbed if they are in the middle of

important work.

Prototyping

Low Fidelity Prototyping:

We started with sketching the basic layout of the emoapp

application to check the necessary functionality (See figure

3.7).

Figure 3.7: emoApp:Sketch

High Fidelity Prototyping:
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After sketching, we developed a high fidelity prototype us-

ing the MIT App Inventor application [63], which is a tool for

developing Android applications by simple drag and drop vi-

sual programming (See figures 3.8). It is very useful for non-

developers, since it provides almost complete the functionality

of a normal Android application and there is no coding re-

quired. It works using a drag-and-drop visual blocks graphi-

cal interface where each block is defined for a particular task.

Figure 3.8: emoApp’s MIT App Inventor project screenshot

Idea 3: emoGlove

EmoGlove is a glove that shares a haptic experience while
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Figure 3.9: MIT App Inventor Block Editor Screenshot

playing online or computer games like with the PS3, Xbox etc.

Let’s imagine a scenario where a person is playing a video

game either on Television or computer using a remote control

system. Existing game console controls often have a vibration

mechanism where the player will feel vibrations while playing.

This generally vibrates when the player health in the game is

being lost, which may result in a change in the player emo-

tions. The idea of emoGlove is to share these emotional states

with a remote person along with the first person player view

of the player, with the hope that this may enhance the expe-

rience of remote person.

There are existing companies like “Twitch”[88], which provide

a platform for players to share their gameplay remotely, so

emoGlove could be an enhancement of this existing service.

There will be sensors attached to the glove on various points

where on holding remote controller the user usually gets vi-

brations and these sensors will record the pattern of the vi-

brations and the same vibration pattern will be replicated on

the remote user’s glove. So a live view using HMD and haptic

feedback in gloves may help in enhancing the experience.
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Figure 3.10: Live broadcast of game DOTA2 by a player on the Twitch

platform

Pilot Testing

We conducted a small Thinking Aloud[61] pilot test in the

form of user interview in which we focused on the feelings of

the user after using the prototypes, whether they really want

to share their emotions using the modes used in these proto-

types, if they felt that the interface design was intuitive, and if

they felt any discomfort. To use prototypes, we used a Wizard

of OZ [53] and asked participants to tell their thoughts loudly

while using the systems. At the end we also asked them about

which idea that they liked the most and the idea that they

didn’t like, and the reasons for each choice.

Based on the responses from the users, we created an affin-

ity diagram (See figure 3.11) to categorize the data about the

useful aspects of the prototypes, the useless aspects of the

prototypes, about not solving the problem completely, appli-

cations other than sports, and their reaction after using the

prototypes.

From this interview, we understood that the stakeholders

didn’t fully like any single prototype, which was expected. Ac-

cording to them the first prototype (SeeSense) was best but
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Figure 3.11: Affinity Diagram

could be improved by thinking of something which included

a wearable device with haptic responses based on physiolog-

ical data (emotional states). However they liked the idea of a

smartphone application or any input mode to select the per-

son with whom the user wants to share their emotional state,

instead of sending it publically since the user might be a bit
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cautious and might not feel comfortable in using the system.

3.3. Final Concept

3.3.1. Brainstorming

We brainstormed on the idea of sharing emotion based on the

previous responses and tried to expand the scope of stake-

holder from the person who watches or plays sports to a gen-

eral person who wishes to share her emotions with their friends

or publically. The author worked with his colleague Charles

Smart on the brainstorming, ideation, prototyping and pilot

testing of the final prototype.

Together, we redefined our objective of the research as “how

the sense of touch could be used to communicate emotions re-

motely in a variety of contexts, using haptic technology”. Fol-

lowing brainstorming based on the previous study’s responses

and user requirements, we came up with the following initial

ideas:

• A T-shirt that could create the sense of an arm on the

shoulder or a pat on the back,

• A shirt that constricts, to receive a virtual hug from some-

one,

• A glove that creates the feeling of holding hands,

• An air jet that can create a tickling sensations, for playful

communication

• A wristband that sends/receives emotional state read-

ings and represents these as vibration patterns
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We decided to focus our project on:

Awristband that shares emotions through haptic sensations

on the wrist to intuitively communicate emotional states and be

controlled by a smartphone application.

This aligned with our previous study and the user require-

ments, according to which the system should be wearable,

unobtrusive, support two-way communication, have a shar-

ing input mode, and provide intuitive interaction.

3.3.2. Implementation

By keeping the above-mentioned idea in mind, we started im-

plementing our prototype. We will discuss the hardware and

software used for implementation separately.

Emotion Model Classification

The first tasks before starting prototyping was to finalize how

many emotional states we were going to share using our pro-

totype. We chose four quadrants of a simple two-dimensional

emotional space: Angry in negative-active, Sad in negative-

passive, Relaxed in positive-passive and Excited in positive-

active states (as can be seen in image 3.12) [94].

Hardware

Our prototype design focuses on a wearable device with vibra-

tion and tightening and loosening capability. To provide these

features we used the following components (See figure 3.13:

1. Wristband
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Figure 3.12: Model of emotion for CSense

Figure 3.13: Visual representation of idea (Designed by Charles Smart)

2. Vibrator motor

3. Servomotor

4. Arduino Controller

We choose a wristband as an accessory to embed our pro-

totype in since the wrist is one of the most easily accessible

body parts that can be quickly brought in front of face. A

wristband can also be in the form of sweatband which is very

commonly used by sportsman, and so would be intuitive.

Vibration motors were used to generate haptic vibration

tickling sensations. We used one 5V coin shaped vibrator mo-
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tor, which was very easy to fit in the wristband. One Servo-

motor was used in an attachment with a thin band arranged

over the wristband in such a way that they could provide a

loosening and tightening mechanism.

Finally, we connected all the electronics components to

an Arduino controller [2], which is a programmable micro-

controller development board.

Figure 3.14: Circuit Diagram of CSense Hardware (Designed on

Fritzing[37])

After arranging all the hardware components together, we

finished the hardware part of our prototype. See figure 3.15

for a picture of the final hardware.

Software

Arduino provides its own library of functions and a developer

environment to program the microcontroller. Initially, we de-

veloped code to control the vibrator motor and servomotor sep-

arately. To control the vibrator motor, we used PWM pin 6

of Arduino that is programmed to provide a range of analog
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Figure 3.15: CSense Final Hardware Prototype

values from 0 to 1023 that will increase or decrease the inten-

sity of vibration. However, to control the servomotor we used

the “Servo“ library provided by Arduino that has inbuilt func-

tions to switch on, rotate anti-clockwise, rotate clockwise and

switch off the motor, which was connected to pin 13.

Initial brainstorming was done regarding the pattern of vi-

brations that we would be using to represent emotional states.

We tried vibrations matching the beats of music that was cate-

gorized into different emotions. However, pilot tests suggested

that vibrations with the tempo of music were not able to rep-

resent emotional states properly. Next we tried patterns of

heart rate as patterns of vibration motor that was compara-

tively recognizable in pilot tests, but this also didn’t work as

most of the participants said that may be the wearer is run-

ning, not sure about angry or excited since they were relating

the heart beat patterns with their own. Finally, since we had

to create four different patterns for four basic emotions, we

tried variations in the frequency and intensity of the vibration

47



motor along with the tightening and loosening of wristband

with the help of the thin band attached to the servomotor.

Figure 3.16: Brainstorming for the vibration patterns with respect to the

emotional states)

Vibrations patterns were created with a combination of in-

tensity of heartbeat and frequency of heartbeat where one

heartbeat simulates the heartbeat of a normal human being

i.e. 72 bpm with an intensity of 100 power out of 255 (analog

voltage). These patterns are described in Table 3.1. We also

categorized emotions with respect to vibration and tight/loose

patterns, summarized in Table 3.2.

Pattern Technical Description

High Frequency 110 bpm

Low Frequency 55 bpm

High Intensity 240 power

Low Intensity 50 power
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Pattern Technical Description

Table 3.1: Summary:Vibration Patterns

Emotion Vibration Pattern
Tightening Pat-

tern

Excited
High Intensity and Medium

Heart Rate frequency
Loose

Angry
High Intensity and High

Heart Rate frequency
Tight

Sad
Low Intensity and Low Heart

rate frequency
Tight

Relax
Low Intensity and Medium

Heart rate frequency
Loose

Table 3.2: Summary:Vibration and tightening patterns w.r.t emotion

We created an interface using Processing[75] to control the

hardware devices. Processing is a rapid prototyping tool with

GUI capability and an easy interfacing capability with Arduino.

For pilot testing, we asked a few colleagues to experience

all the patterns at once, and after that we played all four pat-

terns in random order and asked them to recognize the emo-

tions based on the patterns and their own instincts. This test

suggested that these patterns were better compared to the pre-

vious patterns.

For the smartphone application, we created a mockup and

then interactive prototype of the app using the Invision[49]

rapid prototyping tool.

• This application starts with a “Home” page (as can be
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Figure 3.17: Author using prototype controlling using Processing

interface

seen in image 3.18a ) where an existing user can sign in

or a new user can create an account (See figure 3.18b) or

sign up using an existing Google or Facebook account.

• After signing in, the user will see a one-time Application

Manual(See figure 3.18c) that shows all the features and

flow of the application.

• In next screen (See figure 3.18d ), user can see the avail-

able CSense devices and on tapping the device name,

user can select the device .

• If CSense device is connected for the first time, next screen

(See figure3.19a) will be to setup the device by placing the

colored dots in the emotion’s quadrant that will vary the

vibration patterns and once done the user will select the

vibration patterns for that emotion.

• After setting up the device, the user will see the emoZone

screen (See figure 3.19b ) where the user can categorize

her friends as per her comfort zone whether that particu-
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lar emotion can be shared with that particular friend. For

example, the user can select her friend “Amily” and place

her in the “Sad” and “Happy” zone that will allow the band

to share sad or happy emotion with “Amily” from then.

• In the next screens, you can select a specific friend (See

figure 3.19c) and share (See figure 3.19d) that particular

emotional instance with that friend.

3.3.3. Discussion

In pilot testing with the prototype we found that users could

easily distinguish between the four vibration patterns repre-

senting the four emotional states. They could easily differenti-

ate between active (Angry, Excited) and passive (Sad, Neutral)

emotions, and they found the mobile interface easy to use for

setting the emotions. Finally, they reported that they found

the heartbeat pulse the most compelling experience as they

felt that the remote user’s pulse was almost their own. This

interface shows that vibration and constriction haptic feed-

back could be an effective cue for conveying limited amounts

of emotion.

3.4. Summary

In this research, we mainly focused on representing emotional

states in the form of haptic feedback. Our results suggested

that this cue is efficient but still there are refinements like

creating better patterns of vibrations to simulate states.

We created a wristband with a vibrator motor that vibrates

and a servo motor that regulates tightening and loosening
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of the band with respect to emotional states. Through pilot

tests, we argued that vibration patterns similar to the heart-

beat pulse with varying intensity of vibration and frequency

of pulse along with tightening and loosening of band helps in

differentiating active and passive emotions.

In this chapter we have focused on a wearable device that

doesn’t provide many cues about what the user is seeing or

hearing. However with head worn computers like Google Glass

it is relatively easy to stream live audio and video to a remote

user. In the next chapter we present a prototype of a wear-

able computer that allows a remote user to see and hear what

a user is doing, as well as viewing cues about their emotional

state.
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(a) (b)

(c) (d)

Figure 3.18: Concept smartphone application prototype for CSense - I
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(a) (b)

(c) (d)

Figure 3.19: Concept smartphone application prototype for CSense - II
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4
CoSense: Creating shared

experiences

Wearable devices such as Google Glass have cameras and mi-

crophones in them that enable video and audio to be streamed

to a remote person. This allows the remote person to hear and

see with the ears and eyes of the Google Glass user. How-

ever there has been relatively little research on using wearable

technology like this to enable people to share feelings as well.

The goal of this research is to explore if sharing physio-

logical sensor data in real time between people can be used to

increase shared emotional experiences and create more empa-

thy. This is part of a broader aim to develop wearable systems

that will enable a user to share what they are seeing, hearing

and feeling with another person. The problem statement is:

“How can wearable devices be used to share emotional experi-

ences between users and so create a deeper sense of empathy
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and understanding?”

The author worked with Mr. Sudhanshu Ayyagari, an Elec-

trical Engineering PhD candidate at University of Canterbury,

who was developing EEG hardware and software. He con-

tributed to the development of the prototype, the experimental

design and the user testing.

4.1. Research Opportunities

In the CSense research, we mainly explored passive monitor-

ing of emotions, where a person continuously monitors their

emotional levels during their everyday activities and makes

the data available to a close friend or family member. For ex-

ample a daughter may check on her elderly mother’s heart

rate from time to time to make sure that she is doing okay.

In the CoSense research, we will restrict our scope to active

collaboration of emotional state, where a person is engaged in

a short period of activity and wants to have a remote person

share the experience with them. For example, going for a roller

coaster ride for a few minutes. For this purpose, we wanted

to use physiological sensors to capture what a user is feeling,

and wearable cameras/microphones to record what they are

seeing and hearing. Then we want to be able to transmit these

feelings, sights and sounds to a remote user to create a shared

emotional experience.

There are several key differences between this and the ear-

lier related work:

1. Emotions will be automatically detected and shared from

physiological sensor data, rather than being explicitly in-
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put by the user,

2. Users will share video and audio from their surround-

ings, augmented by emotional signals in visual,

3. The focus is on helping one person have a shared emo-

tional experience with another and so increasing under-

standing and empathy for their situation.

4.2. Initial Design

The main components for the “CoSense” system are:

1. A wearable computer such as Google Glass that will stream

video and audio of the user,

2. A sensor system to compute emotions using physiological

data.

3. A desktop interface for the remote user to view the images

and emotional cues being sent from the wearable user.

We made a rough block diagram for the whole idea shown

in figure 4.1

4.3. Implementation

As per the user requirements discussed in section 3.1 and ini-

tial design concepts, the wearable user (Sender) used a Google

Glass display running the Spydroid software [1] that supports

video streaming to a remote desktop. The open source Spy-

droid software was modified to provide a Glass interface for

showing the user’s emotional state, so the Sender could see

57



Figure 4.1: Block Diagram of CoSense

which emotions were being broadcast to the remote collabora-

tor. Figure 4.2 shows the Google Glass interface screens. In

order to switch between just video, video with emotional state

and video with heart rate, we provided a swipe gesture on the

Glass touchpad.

(a) Emotions (b) Heart Rate

Figure 4.2: Google Glass Screen interface with Spydroid

We also developed several systems for detecting emotional

cues based on previous research and available technology.

The first was based on the e-Health hardware platform [25],

which is an Arduino compatible hardware that has connec-

tions for a wide range of biosensors. We chose to use the

GSR, pulse oxygen, and ECG sensors connected to the board,

providing a wide range of physiological data. Figure 4.3 shows
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a user wearing the sensors and the e-Health board collecting

data.

(a) e-Health Board (b) User using e-Health board

Figure 4.3: e-Health board and a user wearing sensors with e-Health

board

We also explored the use of the Bitalino platform [14] and

bio-sensors available from SEED studio [84]. The Bitalino had

the advantage that it could be integrated into Android plat-

form and so was very easy to include into the mobile inter-

faces, but neither of these systems provided the same level of

performance as the e-Health system.

In addition to hardware we researched a variety of software

libraries that could be used for emotion detection from raw

sensor input. We finally decided to use the SSI framework [92]

for some of our interfaces. This provides the ability to record

and analyze human behavior in real time from variety of data

sources, including the e-Health sensor, and others. In par-

ticular, we explored the use of the EmoVoice [89] component

of the SSI Framework. This performs real time pitch track-

ing and audio processing of speech input to perform emotion

recognition from acoustical properties.

In the final version of prototype, a python application was

written on the PC to which e-Health board was connected, that

could read in the raw data from the sensor data and then cal-
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culate the user’s emotional state. In the application, we just

use a simple threshold function that assigns emotion based

on the signals coming from the GSR, Pulse Oxygen and ECG

sensors. For example if all the three sensor readings are high

then we assume that the user must be aroused and in an ex-

cited emotional state. In order for this to work reliably, the

system must be calibrated for each user. When they are con-

nected a user is asked to relax while baseline readings from

the sensors are taken. These are then used to determine when

the user is entering different emotional states. Just as with

the CSense prototype, the CoSense system is designed to rec-

ognize the four emotions: Excited, Sad, Happy and Neutral.

For the PC application interface used by the remote per-

son (the Receiver), we started with sketching an interface that

would enhance empathizing and the level of understanding

(See figure 4.4).

Figure 4.4: CoSense Desktop Interface: Sketches

One of the research challenges is how to represent the emo-

tional cues in the interface. We explored three different ways
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of showing the user’s emotions;

1. Raw sensor data,

2. Emotion Labels,

3. Image graphic overlay.

Figure 4.5: Raw Sensor data interface

Raw sensor data interface consists of graph plots from the

data collected using the sensor (See figure 4.5). Of these dif-

ferent ways, the raw data is probably the most difficult for an

untrained user to understand. In contrast, the emotion la-

bel (e.g. “Sad”), is shown by the user’s heart rate and is very

simple to understand.

The image graphic overlay is a transparent slide added on

top of the main video, tinting the view of the user’s environ-

ment. For example, the live video was tinted with an orange

color if the emotional state is Happy that might change to red

if the emotional state changes to Excited, Blue if the state is

Sad and no change in color in case of Neutral state (See figure

4.6).

The Receiver was able to see and hear what the Sender was

doing as the Google Glass video was streamed to her webpage
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(a) Excited Tint (Red) (b) Happy (orange)

Figure 4.6: Image graphic overlay

using the Spydroid software. For the final prototype, sets of

python scripts were written to display the sensor information

(such as Sender’s current ECG data etc) around the Receiver’s

screen. In addition, heart rate information and the users cur-

rent emotional state as can be seen in the figure 4.7. We also

provided an on-screen button to toggle all of the different in-

terface elements.

Figure 4.7: CoSense Desktop Interface
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4.4. User Evaluation

4.4.1. Experiment Design

We conducted a user test, in which we compared the following

four interface conditions for the Receiver:

1. No Cues: Just Video,

2. Emotion Cue: emotion label, heart rate and video,

3. Raw Graphs: video with the raw data graphs, and

4. All cues: Video, raw data graphs, heart rate and emotion

tag.

This experiment required two participants out of which one

participant was randomly assigned as Sender (Local Partic-

ipant) and other was assigned as Receiver (Remote Partici-

pant).

Three tasks were designed in order to elicit the emotions in

the Sender:

1. A guessing game with a Nao robot (Duration: 20 min-

utes),

2. Playing a first person shooting video game (The Evil Within)

(Duration: 20 minutes), and

3. Watching a clip from themovie Butterfly Effect (Duration:

20 Minutes).
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4.4.2. User Study

A within subject experiment study was done with 14 partic-

ipants i.e. 7 pairs (9 Male and 5 Female within a range of

age of 16-41, Mean age was 28). The effectiveness of each

condition’s interface for sharing of emotion was explored us-

ing subjective and objective measures after each trial. Both

users were asked to complete a questionnaire before stating

the experiment right after signing the consent form, then a

questionnaire after every condition and at the end a question-

naire after all the tasks to rank the conditions.

4.4.3. Results

From the ranking questionnaire, we found that C2( Emotion

Cues) was significantly better than C1 (No Cues), C3 (Raw

Graph Cues) and C4 (All cues) for Q1 (How strongly do you

feel the emotion ?) and Q2 (How well do you think you under-

stood how your partner was feeling?). Whereas C1 (No Cues)

was significantly better than C2, C3, C4 for Q3 (How easy was

it to understand the interface?).

For a complete explanation of the results see the Work in

Progress paper published at CHI 2015 [9] , Seol, South Korea

.
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4.5. Discussion and Future Work

4.5.1. Discussion

The goal of this experiment was to explore which combination

of the interface cues would be better at conveying emotion to

the remote user.

From the results, we observed that the system we devel-

oped created an awareness of the Sender’s emotional state in

the Receiver. These tests suggested that the Receiver could

perceive a deeper understanding of the Sender’s emotional

state if they were provided some emotional representation in a

visual form along with audio and video of the Sender’s environ-

ment. Condition 2 (live video color tinted with the user’s heart

rate and an emotion state label), was felt to be more helpful

by Receivers than the interfaces showing the raw sensor data

(Condition 3) and even Condition 4 in which both Conditions

2 and 3 were mixed. Users said that this was because the

interface provided simple visual cues without excessive infor-

mation. The additional cues were useless for most of them as

they were not able to interpret emotional state by looking at

the graphs.

4.5.2. Problems Found

There were a number of problems encountered during the re-

search that needed to be overcome. One of the first was the

lack of experience with the hardware for emotion capture and

limited availability of hardware. We needed a Signal Process-

ing expert for recognizing emotions from a trained data-set

using a robust hardware sensor system that can give filtered
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and consistent data, but researchers working on this project

were not that experienced with signal processing and due to

lack of funding, we couldn’t procure an efficient physiological

sensor system.

Another problem was the difficulty of reliable emotion mea-

surement and tracking of changes of emotion over time. It

quickly became evident that different people produce different

physiological signals for the same emotion and so it is very dif-

ficult to build a system that people can just put on and use.

We partially solved this by using calibration and establishing

a baseline sensor performance for each user, but this is could

be improved in future work.

Finally, visualizing emotional states is a difficult problem,

since the color representation of emotion may vary for each

individual. For example, one person can find orange for hap-

piness whereas another person might feel it exciting.

4.5.3. Future Work

The current interfaces developed have used simple cues such

as text, icons and graphics to represent emotion. However

there are a wider range of emotion representations that can

be explored, including the use of color, emoticons, icons and

rich sound effects.

In this research, the physiological sensors we used, could

be developed in form of a wearable system for example, phys-

iological sensors attached on a glove or t-shirt etc. In future,

we would like to explore the possibility of using these sensors

as a wearable system.
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There was only one-way visual communication available in

the current system, whereas empathy can be increased if we

provide two-way visual communication. So, two-way visual

communication technique will be explored in future.
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(a) C1: No Cues

(b) C2: Emotion Cues

(c) C3: Raw Graphs Cues

(d) C4: All Cues

Figure 4.8: Experiment Conditions
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5
Gaze-Sense: An eye-tracking

HMD for co-presence in

remote collaboration

In the two prototypes described so far we were focusing on

the sharing of emotional states with a remote person in order

to augment empathy between both. Remote collaboration is

an important application for this type of system; if we share

emotional states of a Worker with a remote Helper, it might

improve their level of collaboration as they feel more connected

to each other.

There are many examples of how remote collaboration may

help a person perform a real world task better. For an ex-

ample, a surgeon is performing an operation but a specialist

surgeon is not able to be present in the operating theatre, so

technology could be used to allow the specialist to participate
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remotely and instruct the operating room staff and surgeon in

order to complete the surgery successfully. Specialist could

see the operation table and staff on a video conferencing mon-

itor through cameras mounted in the operation theatre, which

might help him or her feel present in that room.

Figure 5.1: Remote colleague sharing information using camera view

sharing from a Google Glass display of the operating surgeon. Source

from [3]

However participating remotely is not the same as being

there in person. In particular, it may be difficult for a remote

person to know the exact focus of attention of the local Worker.

Returning to our earlier example, if the specialist knows the

exact focus of attention of the operating staff, this will simulate

side by side collaboration in which a person can observe focus

of attention of collocated persons. In this chapter we describe

research that we conducted on using gaze tracking to convey

focus cues between a local Worker and remote Helper.

Human Eye gaze can be used for an enormous number of

applications such as sharing information, showing intimate

expressions, maintaining social control and regulating inter-
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actions. In a face-to-face conversation, eye gaze is an impor-

tant factor in understanding each other properly as it provides

information about where the person is directing his or her fo-

cus of attention. Langton [59] suggested that social attention

can be achieved by mutual gaze and head movements. Jiazhi

Ou et al [71] has shown that focus of attention can be pre-

dicted from intention (eye gaze) in remote collaboration tasks.

So in this research we wanted to investigate the possibility of

using an eye tracker on a HMD to mediate the focus of atten-

tion of the Worker, and measure the impact on connectedness

and co-presence [57] while sharing the real task space view

with a remote person.There has been some research on us-

ing eye-tracking for “talking head” based video conferencing,

but little or no research on using eye-tracking in “task-space”

video conferencing applications.

In order to do this research, we started by reviewing previ-

ous research in the field of remote collaboration using HMD’s

or Eye tracking (Table 2.4 on page 25) . Based on those find-

ings, we followed the design process to provide a basic layout

of the system. After that we developed a prototype system

consisting of an Eye tracker attached to Head Mount Display

with a head mount camera fixed on it in such a way that it

will share the First person view. To evaluate the prototype,

we designed and conducted a user experiment with a remote

collaborate setup. Finally, we conclude our research by dis-

cussing the results and directions for future work.
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5.1. Research Questions

In this research, we will be exploring the following research

questions:

• Can sharing of the Focus of Attention (FoA) of a Worker

to a Helper, using eye-tracking, make an impact on the

connectedness and co-presence of the remote collabora-

tion?

• Can virtual co-presence be increased by combining the

Worker’s Focus of Attention and the Helper’s Annotation

in athe shared visual space?

• Can sharing of Worker’s Focus of Attention and the Helper’s

annotations increase task performance?

5.2. Design

5.2.1. Brainstorming

The system that we were developing combined the following

key elements to support collaboration between a local user

and remote expert (can be seen in image 5.2 on page 73);

1. a head mounted eye-tracker,

2. head mounted camera,

3. head mounted display, and

4. remote viewing software that allows a remote expert to

annotate on the local user’s view.
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Figure 5.2: Block Diagram of the system

We brainstormed with colleagues who had experience of

research in remote collaboration and people who had experi-

ence of using video conferencing about the features that such

a system should have. Based on their suggestions and our

observations in remote collaboration situations, we found that

the main features of the system at Worker’s should be:

1. Hands-free,

2. Easy to use,

3. Intuitive,

4. Display in visible range,

5. Reliable Cues for focus of attention, and

6. Robust.

For this research we were focusing on physical tasks for re-

mote collaboration and we assumed that the Helper will have a

physical instruction manual to help the local user. To design

the user interface for Helper, we kept these things in mind:
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1. It should be simple,

2. The interface should be clean and minimal,

3. It should convey information to the user properly, and

4. It should be intuitive to use.

5.2.2. Stakeholders and Application Areas

For this research we are targeting remote assistance based

applications in which one expert will assist a naïve Worker.

There are enormous number of potential applications for this

kind of system, e.g.

• Education: Online learning where it is important to know

the attention of the student.

• Medicine: We have already mentioned the use of this sys-

tem in surgery to enhance collaboration between operat-

ing staff and remote expert surgeon assisting them.

Figure 5.3: Philips Healthcare showing a proof of concept of using Google

Glass (HMD) for medical surgery purposes.[46]

• Military: Using HMDs to provide maximum information

from a command and control room during missions.
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• Industry: A Worker repairs complex systems on a remote

location could use this kind of system in which remote

Helper could assist him.

5.3. Final Concept design

We started with sketching the layout of the system for the

Worker, since we already knew that we will need one eye tracker

to track the eye pupil, a camera mounted facing towards the

world that will capture the task space, and one small HMD

that will be used to show virtual cues from the Helper super-

imposed over the task space video.

Figure 5.4: Gaze-Sense: Sketch

The Worker and Helper both had slightly different inter-

faces since the Worker was wearing a HMD while the Helper

looked at a desktop display. For the overall interaction we

chose a simple video conferencing model in which both peo-

ple (Helper and Worker) were able to see the same workspace

using the head mounted camera and were able to share audio

+ visual cues. For the Helper’s interface, the information that

we showed was the video shared from Worker via the Head

Mounted Camera (HMC) with the eye gaze information shown
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on top of it. To provide the annotated input from Helper to

Worker, a mouse click pointer seemed to be an easy and natu-

ral way of interaction as almost all the people who use comput-

ers are familiar with the mouse and its functionalities. Figure

5.5 shows a sketch of the Worker and Helper interfaces.

(a) Worker’s System (b) Helper’s System

Figure 5.5: Remote Collaboration System: Sketch

We created wireframes for the interfaces to be shown at

Worker’s display and Helper’s display (see figure 5.6). The

Helper’s interface shows a marker for the eye gaze information

on top of the video of the task space from Worker’s HMC, and

the same video will be displayed on the Worker’s HMD with

an instruction pointer added from the Helper’s side.

(a) Worker’s Interface (b) Helper’s Interface

Figure 5.6: Remote Collaboration System Interfaces: Wireframe
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5.4. Implementation

From the brainstorming and final concepts, we developed a

working prototype of the system for user evaluation. This sec-

tion will describe the hardware and software part of the system

in detail. The experiment design and user evaluation will be

discussed in the next section.

5.4.1. Hardware

For our prototype we needed a HMDwith eye tracker capability

and a HMC that could share the view to a remote user. The

functionality needed from the prototype was:

• Head Mounted Camera (HMC),

• Eye Tracker (ET),

• Head Mounted Display (HMD), and

• Sharing to remote user

To fulfill all these requirements, several different display

devices were evaluated to see how suitable they were, includ-

ing Google Glass, the Vuzix Wrap 1200VR, and the Brother

AirScouter. In this section we discuss each of these in turn.

Google Glass

Google Glass an optical see through HMD and integrated wear-

able computer with the Android operating system on it. For

input, it uses touch gestures on a touchpad that is located on

the side of the glass or voice commands like “OK GLASS”.
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Figure 5.7: Google Glass

There is a 5-megapixel camera, with a capability of record-

ing 720p HD video that is facing outwards. The display is

an LED illuminated, 640 X 360 Himax HX7309 LCoS (Liq-

uid Crystal on Silicon), and field-sequential color system. It

provides a good display quality due to the smaller size and

precise distance from the eye that makes the display quality

sharp. We tried to use to the video camera for live stream-

ing using Spydroid[1] but due to the extreme video time lag, it

turned out to be a terrible experience. For this reason we had

to explore other HMD options.

Figure 5.8: Google Glass. Sourced from [8]

Vuzix Wrap 1200 VR

Next we tried the Vuzix Wrap 1200 VR [91] which has a high

resolution 1280 X 720 pixels LCD display in a stereo video

arrangement, and can be attached to a computer using stan-

dard VGA and USB cables. This display is not an optical see-

through headset, however by attaching a camera to it, we can

use this device as a video see-through display. In this case
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we can show video from the camera on the screens allowing

the user to see a real time view of the world. However, the

main disadvantage of using the 1200VR was that there was

no space to attach the eye tracker on the HMD. So, we could

not use this device either.

Figure 5.9: Google Glass. Sourced from [7]

Brother AirScouter

The Brother AirScouter [18] is a high quality optical see-through

monocular display. It is similar to Google Glass except with a

higher 800 by 600 pixel resolution. The monocular display is

actually a small projector that can be attached to either side

of the glasses based on the eye-dominance of the user. It also

has a front-back, right-left and up-down adjustable feature

that can be connected to the computer via USB port. It pro-

vides a 22.4 degree Field of View, is lightweight, and easy and

comfortable to wear.

The only disadvantage of this system was the compatibil-

ity with graphics card and operating system while installing.

It uses its special drivers that can only be used with NVidia

graphics cards and on Windows XP or Windows 7. We found

the solution to this problem by using 64-bit, Windows 7 op-

erating system, 8.00 GB RAM, 3.60 GHz processor, NVIDIA
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Figure 5.10: Google Glass. Sourced from [5]

GeForce GTX 970 graphics card. So we decided to build the

final prototype around the Air Scouter display.

Eye Tracker and Head Mounted Camera

A key element of the prototype is the need to be able to track

the users gaze. None of the head mounted displays had an

integrated eye-tracker, so we needed to build one ourselves.

We did this based on the open source eye-tracker developed

by WearScript [20] To do this we hacked the Microsoft lifeCam

HD 5000 camera by breaking its case, switching out the low

power eye safe IR LED with a blue LED and removing the IR

Filter from it. Once it was done successfully, we designed

enclosure for new webcam using SolidWorks [80] (see figure

5.11).

(a) Open Eye Cam (b) Eye Tracker

attached to Google

Glass

(c) Output from Eye

Tracker

Figure 5.11: Eye Tracker for Google Glass with the help of [20]
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In addition to creating a custom eye-tracker we needed to

add a second camera to capture the user’s view of the real

world. We chose the Logitech’s C920 World Camera due to

compatibility with the eye tracking software we used.

(a) Eye Camera ((Microsoft

LifeCam HD 5000) Source:

Microsoft)

(b) World Camera ([(Logitech

C920) Source: Logitech)

Figure 5.12: Cameras for Eye Tracker

5.4.2. Software

The Software part of the prototype consisted of two main com-

ponents. One was the tracking of eye pupil and overlaying

gaze marker on the real world video captured fromWorld Cam-

era (Eye Tracking Application). The other part consisted of

sharing the mouse pointer over the video in the display of the

HMDs (Annotation Application).

TheWearScript eye-tracker was designed to work with Google

Glass, but since we were using the Brother Air Scouter dis-

play, we couldn’t use the same eye-tracking software provided

by WearScript. Instead we used the open source eye tracking

system developed by Pupil Labs [51]. This software tracks the

eye pupil in the video stream from the Microsoft LifeCam HD

6000 webcam and maps it over the video from the World Cam-
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era capturing the real world.

The Pupil Labs software is developed using the Python pro-

gramming language because of its quick performance and ease

of use. However, all the high performance media compression

code, custom functions, computer vision and display libraries

are written in C and accessed via Python using ctypes that

glue all the pieces together.

When this application starts, it initiates two following pro-

cesses simultaneously:

• Eye Process: This process is responsible for tracking the

eye pupil and broadcasting its position in the eye camera

space. It starts by grabbing images from the video stream

of eye cam, then applies computer vision algorithms to

detect the pupil position from the image, and streams

the position of the detected eye pupil (see figure 5.13).

The Pupil Lab software is designed to work with the Mi-

crosoft LifeCam HD-6000 whereas we used the LifeCam

HD-5000, so we had to modify the code slightly .

(a) Eye Cam View (Source:

Pupil-Lab)

(b) Eye Cam Algorithmic

View (Source: Pupil-Lab)

Figure 5.13: Eye Camera View using Pupil-Lab software[51]

• World Process: This process grabs images from the video

stream of the World Camera, receives the broadcasted
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pupil positions from Eye Process, and maps the pupil

position in the eye camera space to a gaze position in

the world camera space. This mapping depends on the

scaling factors that are calculated after calibrating the

system. Figure 5.14 shows the outcome, with the green

spot showing the user’s eye gaze position.

(a) Calibration Output

(Source: Pupil-Lab)

(b) World Cam view (Green

marker mapped as eye pupil)

Figure 5.14: World Camera View on Display monitor using Pupil-Lab

software[51]

For the remote expert, we wanted to show the local user’s

view with their eye gaze indicated on top of it. Pupil Lab’s de-

fault eye tracking viewer application provides this functional-

ity except it adds some additional icon buttons for calibration

and recording, and graphs showing CPU processing, the FPS

and pupil recognition confidence etc. So to develop the view-

ing application we just needed to modify the Pupil Lab viewer

code to remove those additional components, leaving only the

video and eye gaze marker part.

In addition to the application for the remote expert, we

needed to create an application for the local user and the head

mounted display. To do this we developed an application with

the help of a colleague Seungwon Kim (PhD candidate at HIT-
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Lab NZ), that replicated the Helper’s display except for the

mouse pointer movement which was activated in form of a red

marker when the Helper clicks on his monitor. The Helper is

watching the video stream shared from Worker’s HMC along

with the eye gaze marker with the freedom to click on the dis-

play whenever they wanted to instruct the Worker to perform

a task, e.g. “Pick that Object” etc. and that whole video with

the instruction marker was displayed back in the HMD. So

the local user sees exactly what the remote Helper is seeing

on their display (live video of the Helper’s environment), ex-

cept for seeing an additional visual cue showing the remote

Helper’s mouse pointer (see figure 5.15).

Figure 5.15: Screenshot of multiple display system showing the working

of Annotation Application

The above image demonstrates the working of the remote

Helper application, where the left display is the main display

monitor that was in front of Helper and the right small mon-

itor was the extended monitor view that was later used for

the Brother AirScouter HMD. The red dot in both views is the

mouse pointer location of the remote Helper.
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5.4.3. Final Prototype

The final prototype system used the Eye Cam (Microsoft Life-

Cam HD 5000), and World Cam (Logitech C920) mounted on

the Brother AirScouter HMD, connected to the computer sys-

tem via USB ports (see figure 5.16). The Eye Tracker Appli-

cation was initially developed for Ubuntu, but the driver for

AirScouter HMD was available only for Windows 7, so we had

to port the entire application code to Windows.

Figure 5.16: Author wearing the system and Eye Tracking Application

running in the monitor behind

5.5. User Evaluation

In this section, we report on a user experiment designed to

evaluate the system that we designed in a comparative study

between various interfaces conditions. This section is divided

in further subsections explaining the goal of the evaluation,

experimental design, results and analysis.
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5.5.1. Evaluation Goal

The main objective of this evaluation was to compare the co-

presence level in a traditional HMD based remote collabora-

tion system and a system that provides additional attention

information. In order to achieve it, we designed an experiment

comparing various interfaces for Helper and Worker with re-

spect to the time taken to complete a particular task and by

answering questionnaires that explore various aspects of the

collaborative experience including co-presence.

5.5.2. Experiment Design

Hypothesis

The main hypotheses of the experiment were:

• H1: There is a significant difference in co-presence be-

tween traditional video conferencing remote collabora-

tion and providing additional cues (i.e. Worker’s atten-

tion information or Helper’s instruction marker) along

with traditional video conferencing remote collaboration.

• H2: There is a significant difference in time performance

to complete a task between traditional video conferenc-

ing remote collaboration and providing additional cues

(i.e. Worker’s attention information or Helper’s instruc-

tion marker) along with traditional video conferencing re-

mote collaboration.

The remote collaboration system using pointer for annota-

tion by Helper and eye gaze information of Worker have not
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been explored before. From the previous research, we knows

that pointer increases the connectedness between Worker and

Helper [56]. This lead to the formulation of H1.

As Neider [66] has suggested that shared gaze condition

is twice as fast and efficient than solitary search in a time-

critical, coordinating parallel activity spatial task. It also sug-

gested that only shared gaze search is even better than shared

gaze-plus-voice search. In our research we want to explore the

effect of pointer and eye gaze information fromWorker as com-

pared to normal video only task. This lead to the formulation

of H2.

Experimental Setup

The experimental setup was designed in such a way that it

could provide a remote collaboration experience. In order to

reproduce remote video conferencing experience in a controlled

experiment environment, we setup the whole system in a room

with Worker on one side and Helper on the other separated by

a large white board. The HMD hardware was at the Worker’s

side, connected to the computer with themonitor on the Helper.

We arranged the whole system to reflect a remote collabora-

tion experience so that both participants were not able to see

each other, but can see the shared task space video. The audio

communication between the participants was through normal

speaking. All the interface conditions were using the same

setup except for additional cues provided on the shared video.

The experimental task was to construct structures using

LEGO Duplo pieces manipulated by the Worker with assis-

tance from the Helper. We created four different structures

with 17 pieces in each task in order to keep the task at a
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constant difficulty level.In preliminary tests the time taken to

complete each structure was around 90 seconds, and the time

difference between structures less than 20 seconds, so the

tasks were of similar difficulty level.

Figure 5.17: Example of task given to perform

To show the benefit of sharing attention information, we

added two constraints to the LEGO construction tasks. First,

we used two tables arranged in a shape of letter ‘L’, using

one table to keep the LEGO blocks and asking participants to

construct the structure on the other. Also, the Workers was

allowed to take only one piece at a time from the block table to

the main workspace and had to use that block before taking

other one. With this configuration participants needed to turn

their head from one table to another.

Another constraint was that we introduced an additional

divided attention subtask. For this, we introduced a count-

down timer which the participant had to pay attention to while

constructing the LEGO structure. The timer was created us-

ing a four digit seven segment LED display and an Arduino
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Figure 5.18: Experiment setup layout

micro-controller. It starts its countdown from 40 seconds and

reduces the timer towards 0 and continues to negative unless

a small tactile button is pressed and resetting the timer to a

random number. We placed this system on the table where

the participant built the LEGO structure, close enough to the

building platform so that it will be visible within the shared

camera view. We asked participants (both remote and local)

to keep track of it and press the button before it reaches 0. To

make sure the participants cannot avoid paying attention to

the timer, the reset button was active only when between 0 to

4 seconds were left on the timer. We planned to explore the

situation where both users had to keep track of another task

while working on the main task, which is common in a real

life remote collaboration. For example, while cooking with the

help of a remotely assisting expert of that particular dish, the

chef has to keep track of numerous factors, such as check-

ing the oven while frying some stuff etc. In our experiment,

we asked subjects to keep track of the countdown timer and

press the button before it reaches 0, while constructing the

LEGO structure.
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Figure 5.19: Countdown Timer to provide multiple focus points

Figure 5.20: Experiment setup: Participants performing the tasks

Experimental Procedures

We evaluated different interfaces and interaction techniques

of the system using a within-subject study of 2 by 2 (i.e. four)

conditions. We had two independent variables, POINTER and

EYETRACKING, the first representing if there was a instruc-

tion point marker from Helper to Worker shown on the HMD

and the second representing if there was an eye gaze marker

from the Worker to Helper shown on his display. Table 5.1

summarizes the interfaces used in the four conditions

EYETRACKING:

NO

EYETRACKING:

YES

POINTER: NO NO CUE (NONE)
Eye Tracker Cue

(ET)
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EYETRACKING:

NO

EYETRACKING:

YES

POINTER: YES Pointer Cue (P)
ET and P Cues

(BOTH)

Table 5.1: Four conditions with two independent variables.

1. No Cue (NONE): In this condition, only Audio and Video

cues were shared as a part of video conferencing model

for remote assistance collaboration.

2. Pointer Cue (P): Pointer refers to the instruction point

marker used by the Helper to instruct the Worker. When

the Helper clicks on the shared video on his display, the

marker appears at the clicked position, which is also vis-

ible on the Worker’s HMD. In this condition, pointer is

provided as an additional cue in addition to the other

cues in the NONE condition.

3. Eye Tracker Cue (ET): Eye Tracker cue refers to the Eye

Gaze marker displayed on Helper’s Monitor as a cue to

show focus of attention (FoA) of the Worker in his task

space. In this condition, Eye Tracker was provided as an

additional cue along with the other cues in NONE condi-

tion.

4. ET and P Cues (BOTH): In this condition, both Eye

tracker and Pointer Cues were provided to both partic-

ipants in addition to the cues provided in NONE condi-

tion.

The order of conditions tried by the participants was changed

using a Balanced Latin Square design in order to counterbal-

ance the carryover effects between the conditions.
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Participants were recruited from the university by posting

advertisements (can be found in Appendix C) on the notice

board and by sending an email to the HITLab’s mailing list.

Participants were randomly assigned as a Worker or a Helper.

Then they were asked to read an information sheet and sign

the consent form for participating in the experiment. The in-

formation consent form with a copy of questionnaire for both

Helper (remote user) and Worker (local user) participants can

be found in Appendix. We gave them a pre-task question-

naire asking for demographic information of the participants,

including their previous experience with remote collaboration

using video conferencing and using LEGO blocks. After an-

swering this questionnaire, they were told about the main ob-

jective of this research, and the experimenter demonstrated

the interfaces by explaining the cues provided with each in-

terface.

Most of the participants had never worked with each other

to make anything with LEGO pieces even in a face-to-face

collaboration. Before the experimental sessions, we provided

them a practice face-to-face collaborative task in which the

Helper was provided with step-by-step instruction manual of

the structure and asked to assist the Worker who just had the

access to the LEGO blocks but completely unaware about the

final structure. Through this practice task, both participants

were familiarized with each other’s communication skills and

had experience of constructing a LEGO structure together re-

motely.

After the practice task, participants were separated to sit

at their desks and perform the experimental tasks using the

provided interface in each condition. In each condition, in or-
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Figure 5.21: Participants performing practice task

der to let the Helper get familiarized with the task before giving

instruction to the Worker, we let the Helper create the struc-

ture by himself first at his workspace following the instruc-

tions provided. Then the same LEGO blocks were provided to

the Worker to perform the experimental task following the in-

structions given by the Helper. After each condition, both the

Helper and Worker were asked to complete a questionnaire

with Likert scale questions and the time taken for completing

the task was recorded. After trying all the conditions, par-

ticipants were asked to fill a post-experiment questionnaire

consisting of questions where they were asked to rank the in-

terfaces in based on various aspects of their experiences as

stated in each question.

Participants

In order to tweak the system and debug it before the real ex-

periment, we conducted pilot tests with two pairs of partici-

pants (Worker and Helper). The results from these pilot tests

are not counted in the final results of the experiment.

We invited 15 pairs (30 participants) to participate in the

real experiment, but the data of only 13 was used as 1 pair

quit the experiment early, and Helper of one pair rated all the
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(a) Worker performing the task

(b) Helper assisting the Worker in condition ET

Figure 5.22: Experiment in Progress

conditions as 7 on the likert scale because he had to go some-

where, so that pair was counted as an outlier. The partici-

pants had an average experience of remote collaboration using

video conference once a year, however none of the participants

had previous experience of constructing LEGO structures over

video conferencing.

All of the participants were university students within aged

21 to 33, out of which 23 (76.67%) were male and 7 (23.33%)

were female and 18 (60%) were non-native English speakers,
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although all of them had a good understanding and speaking

level of English.

5.6. Results

This section reports on the analyzed results from the experi-

ment. First, we report on the results of the data recorded from

the task such as time performance in performing a task. Next,

we evaluate the quantitative data gathered from the partici-

pants in the form of questionnaire. Finally we summarize the

qualitative feedback collected through open questions in the

questionnaire where participants wrote down their thoughts

about the system.

5.6.1. Task Performance Time

The task completion time (measured in seconds) is analyzed

using two-way repeated measures ANOVA test (α=.05).

A repeated measure two-way ANOVA revealed that there

was a significant main effect of both POINTER (F(1, 12)=4.908,

p=.047) and EYETRACKING (F(1, 12)=5.811, p=.033) on the

time taken to complete a task using these interfaces. No sig-

nificant interaction was found between POINTER and EYE-

TRACKING (F(1,12) = 0.566, p=0.466).

Descriptive statistics (see Figure 5.23 and Table 5.2) shows

that the participants took less time to complete the task in ET

(Mean=245.7, Std. dev.=61.9) and P (M=234.5, SD=74.6) con-

ditions compared to the baseline NONE condition (M=258.3,

SD=70.8). The overall performance of participants was fastest

while using the interface in BOTH condition (M=200.5, SD=50.7).
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Condition Mean Std. Deviation N

NONE 258.338 70.8307 13

ET 245.692 61.8821 13

P 234.462 74.5739 13

BOTH 200.538 50.7028 13

Table 5.2: Task Performance Time

Figure 5.23: Task Time Performance: Interaction between the conditions

5.6.2. Questionnaire: Quantitative Measure

After finishing the task in each condition, participants were

asked to answer a questionnaire that included 11 questions

on various aspects of the collaborative experience by rating

on a Likert scale (Range 1 to 7 where 1 was strongly disagree

and 7 was strongly agree). After finishing all four conditions,

participants were given a questionnaire to rank (from BEST

to WORST) the conditions based on their experiences with

respect to the question statements asked. We mapped the

BEST, SECOND BEST, THIRD BEST and WORST responses

as 4, 3, 2 and 1 respectively for the ease of evaluation. We

designed the questionnaire by referring to an existing ques-
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tionnaire used in previous research by Seungwon Kim [56] on

improving co-presence in video conferencing. Since we had

an important factor, “focus of attention of Worker” in our re-

search, so we modified the questionnaire by adding few ques-

tions asking about understanding the focus of attention of the

partner.

To analyzing the results of both Likert scale rating and

ranking responses, we decided to use the Aligned Rank Trans-

form (ART) for non-parametric factorial analyses using ANOVA

procedures (α=.05) proposed by Wobbrock et al. [95]. Com-

pared to the Friedman test, this method allows factorial anal-

ysis of the results so that we can preserve the 2x2 factorial

design of the experiment when analyzing the results in ordi-

nal measures.

Likert Scale Rating Questionnaire

Here we report on the results of the Likert scale rating ques-

tions. Table 5.3 lists the 11 question about various aspects of

the collaborative experience. The table also summarizes the

results of inferential statistics showing the significance of the

main effects of each factor POINTER and EYETRACKING and

their interaction for Local (Worker) and Remote (Helper). Over-

all for the local user , POINTER had a significant main effect

on Q1, Q2, Q3, Q4, Q9, Q10 and Q11, and EYETRACKING

had a significant main effect on Q1, Q2, Q3, Q4, Q6, Q8, Q9,

Q10, and Q11. However, for remote user, POINTER had a sig-

nificant main effect on Q1, Q2, Q3, Q4, Q8, Q9, Q10 and Q11,

and EYETRACKING had a significant main effect on Q1, Q2,

Q5, Q9, Q10, and Q11. In the rest of this section we report

on further details of the analysis.
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User Q No. Question
p-values of effects

P E P X E

Local

Q1
I felt connected

with my partner
0.009 0.014 0.014

Q2
I was present with

my partner
0.044 0.003 0.659

Q3

my partner was

able to sense that

I was present with

him

0.022 0.010 0.298

Q4

Partner could tell

when I needed as-

sistance

0.013 0.001 0.037

Q5 Enjoyed the task 0.917 0.063 0.521

Q6 Focused on task 0.581 0.040 0.619

Q7 completed the task 0.695 0.062 0.081

Q8 We worked together 0.546 0.019 0.233

Q9
I was able to ex-

press myself clearly
0.027 0.001 0.095

Q10
Understood part-

ner’s response
0.002 0.002 0.261

Q11
info from partner

was useful
0.005 0.008 0.063

Remote
Q1

I felt connected

with my partner
0.002 0.001 0.030

Q2
I was present with

my partner
0.010 0.016 0.033
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User Q No. Question
p-values of effects

P E P X E

Remote
Q3

my partner was

able to sense that

I was present with

him

0.000 0.052 0.014

Q4

I could tell whenmy

partner needed as-

sistance

0.009 0.089 0.012

Q5 Enjoyed the task 0.123 0.036 0.640

Q6 Focused on task 0.065 0.256 0.458

Q7 completed the task 0.134 0.140 0.128

Q8 We worked together 0.042 0.395 0.011

Q9
I was able to ex-

press myself clearly
0.004 0.002 0.813

Q10
Understood part-

ner’s response
0.010 0.001 0.241

Q11
info from partner

was useful
0.018 0.001 0.189

Table 5.3: Summary of the results of inferential statistics for the Likert

Questionnaire

Q1. I felt connected with my partner

Local User: Worker

A repeated measure two-way ANOVA with ART revealed

that for the local users there was a significant main effect

of both POINTER (F(1, 12)=9.763, p=.009) and EYETRACK-
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ING (F(1, 12)=8.220, p=.014) on how connected they felt to

the remote user. There was a significant interaction between

POINTER and EYETRACKING (F (1, 12) =8.291, p=.014). As

shown in Figure 5.24 and Table 5.4, compared to the NONE

condition (Mean=4.62, Std. Dev.

=1.19) participants for both ET (M=5.69, SD=0.85) and P (M=6.00,

SD=0.71) conditions significantly higher. The significant in-

teraction between the two factors and the rating for the BOTH

condition (Mean = 6.15, std. dev. = 0.89) being marginally

higher than ET and P conditions can be explained by the ceil-

ing effect where the rating is getting saturated as the BOTH

condition rated close to the highest possible value of 7.

Condition Mean Std. Deviation N

NONE 4.615 1.1929 13

ET 5.692 .8549 13

P 6.000 .7071 13

BOTH 6.154 .8987 13

Table 5.4: Mean connectedness (out of 7) for different conditions (Helper)

Figure 5.24: Connectedness: Interaction between the conditions (Worker)
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Remote User: Helper

A repeated measure two-way ANOVA with ART revealed

that for the remote users there was a significant main effect

of both POINTER (F(1, 12)=15.096, p=.002) and EYETRACK-

ING (F(1, 12)=17.153, p=.001) on the level of feeling connected.

There was a significant interaction between POINTER and EYE-

TRACKING (F (1, 12) =6.052, p=.030). Descriptive statistics

(see Table 5.5 and Figure 5.25) show that P (M=5.46, SD=0.66)

and ET (M=5.62, SD=1.04) conditions are rated higher com-

pared to NONE condition (M=4.23, SD=1.17), and the BOTH

condition (M=6.08, SD=1.04) is rated higher than ET and P

conditions. The significant interaction between the two fac-

tors can be explained by the ceiling effect of the rating for

BOTH condition being saturated as reaching the highest pos-

sible value.

Condition Mean Std. Deviation N

NONE 4.231 1.1658 13

ET 5.615 1.0439 13

P 5.462 .6602 13

BOTH 6.077 1.0377 13

Table 5.5: Mean connectedness (out of 7) for different conditions (Helper)

Q2. I felt that I was present with my partner on the

same workspace while performing the task.

Local User: Worker

A repeated measure two-way ANOVA with ART revealed

that for the local users (Worker) there was a significant main
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Figure 5.25: Connectedness: Interaction between the conditions (Helper)

effect of both POINTER (F(1, 12)=5.086, p=.044) and EYETRACK-

ING (F(1, 12)=14.153, p=.003) ) on the participant’s feeling of

co-presence with the remote helper while using these inter-

faces. No significant interaction was found between POINTER

and EYETRACKING (F(1,12) = 0.205, p=0.659). Descriptive

statistics (see Table 5.6 and Figure 5.26) show that the NONE

condition (Mean=5.077, std. dev.=1.1152) is comparatively

rated lower than P condition (Mean=5.538, std. dev.=0.6602)

and ET condition (Mean=

6.000, std. dev.=0.7071). And the BOTH condition (Mean =

6.462, std. dev. = 0.6602) is rated comparatively higher than

the other three conditions

Condition Mean Std. Deviation N

NONE 5.077 1.1152 13

ET 6.000 0.7071 13

P 5.538 0.6602 13

BOTH 6.462 0.6602 13

Table 5.6: Mean presence (out of 7) for different conditions (Worker)

102



Figure 5.26: I was present: Interaction between the conditions (Worker)

Remote User: Helper

A repeated measure two-way ANOVA with ART revealed

that for the remote users there was a significant main effect

of both POINTER (F(1, 12)=9.412, p=.010) and EYETRACK-

ING (F(1, 12)=7.926, p=.016) on the participant’s subjective

sense of presence with the partner while using these inter-

faces. There was a significant interaction between POINTER

and EYETRACKING (F (1, 12) =5.781, p=.033). Descriptive

statistics (see Table 5.7 on 104 and Figure 5.27 on 104) show

that the NONE condition (Mean=4.231, std. dev.=1.4806) is

rated comparatively lower than ET condition (Mean=5.385,

std. dev.=0.9608) and P condition (Mean=5.769, std. dev.=0.8321).

The significant interaction between the two variables can be

explained by as the rating for BOTH condition (Mean=5.923,

std. dev.=1.1875) reaching the upper bound of the rating

range, the effect of the two factors are being saturated.

Condition Mean Std. Deviation N

NONE 4.231 1.4806 13
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Condition Mean Std. Deviation N

ET 5.385 .9608 13

P 5.769 .8321 13

BOTH 5.923 1.1875 13

Table 5.7: Mean presence (out of 7) for different conditions (Helper)

Figure 5.27: I was present: Interaction between the conditions (Helper)

Q3. I think my partner was able to sense that I was

present with him on the same workspace while performing

the task.

Local User: Worker

A repeated measure two-way ANOVA with ART revealed

that for the local users (Worker) there was a significant main

effect of both POINTER (F(1, 12)=6.858, p=.022) and EYETRACK-

ING (F(1, 12)=9.179, p=.010) on feeling that her partner can

sense her presence. No significant interaction was found be-

tween POINTER and EYETRACKING (F(1,12) = 1.185, p=0.298).

Descriptive statistics (see Figure 5.28 and Table 5.8) show

that the NONE condition (Mean=4.846, std. dev.=0.9871) is
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rated comparatively lower than P condition (Mean=5.462, std.

dev.=0.6887) and ET condition (Mean=5.846, std. dev.=0.6887).

The BOTH condition (Mean = 6.077, std. dev. = 0.7596) is

rated higher than the other three conditions.

Condition Mean Std. Deviation N

NONE 4.846 .9871 13

ET 5.846 .6887 13

P 5.462 .7763 13

BOTH 6.077 .7596 13

Table 5.8: Mean partner sensed my presence (out of 7) for different

conditions (Worker)

Figure 5.28: Partner sensed presence: Interaction between the

conditions (Worker)

Remote User: Helper

A repeated measure two-way ANOVA with ART revealed

that for the remote users there was a significant main effect of

POINTER (F(1, 12)=22.511, p=.000) but no significant main ef-

fect of EYETRACKING (F(1, 12)=4.6481, p=.052) on the feeling
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that her partner can sense her presence while using these con-

ditions. However, there was a significant interaction between

POINTER and EYETRACKING (F (1, 12) =8.359, p=.014). De-

scriptive statistics (see Table 5.9 on 106 and Figure 5.29 on

107) shows that the NONE condition (Mean=4.154, std. dev.=1.1435)

is rated lower than the other conditions: ET (Mean=5.385,

std. dev.=0.8697), P (Mean=6.154, std. dev.=0.6887), and

BOTH (M=6.1, SD=0.9) conditions. While the BOTH condition

is rated lower than P condition, the difference was not sta-

tistically significant based on Wilcoxon Signed Rank test (Z =

-0.276, p = 0.783), whereas NONE and ET is significantly dif-

ferent based on Wilcoxon Signed Rank test (Z = -2.654, p =

0.008). The interaction between the two factors appears to be

due to the effects of the two factors being saturated as they

are combined together.

Condition Mean Std. Deviation N

NONE 4.154 1.1435 13

ET 5.385 .8697 13

P 6.154 .6887 13

BOTH 6.077 .8623 13

Table 5.9: Mean presence sensed by partner (out of 7) for different

conditions (Helper)

Q4. Partner knew when I needed assistance

Local User: Worker

A repeated measure two-way ANOVA with ART revealed

that for the local users there was a significant main effect

of both POINTER (F(1, 12)=8.372, p=.013) and EYETRACKING
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Figure 5.29: Partner sensed presence: Interaction between the

conditions (Helper)

(F(1, 12)=19.761, p=.001) on the participant’s subjective rating

on whether the partner could tell when the local user needed

assistance while using these interfaces. There was a signifi-

cant interaction between POINTER and EYETRACKING (F (1,

12) =5.501, p=.037). Descriptive statistics (see Figure 5.30 and

Table 5.10) shows that the NONE condition (Mean=4.462, std.

dev.=1.4806) is rated comparatively lower than ET condition

(Mean=5.846, std. dev.=0.8006) and P condition (Mean=5.846,

std. dev. = 0.8987). The significant interaction between the

two variables suggests that the mean for the BOTH condition

(Mean=6.538, std. dev.=0.5189) having ceiling effect and the

effect of the two variables being saturated as the eye tracker

and pointer were used together.

Condition Mean Std. Deviation N

NONE 4.462 1.4500 13

ET 5.846 .8006 13

P 5.846 .8987 13

BOTH 6.538 .5189 13

Table 5.10: Mean: Partner knew when I needed assistance (out of 7) for

different conditions (Worker)
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Figure 5.30: Partner knew when I needed assistance: Interaction

between the conditions (Worker)

Remote User: Helper

A repeated measure two-way ANOVA with ART revealed

that for the remote users there was a significant main effect

of POINTER (F(1, 12)=9.828, p=.009) but no significant main

effect of EYETRACKING (F(1, 12)=3.434, p=.089) on whether

partner could tell when she needed assistance while using

these interfaces. However, there was a significant interac-

tion between POINTER and EYETRACKING (F (1, 12) =8.715,

p=.012). Descriptive statistics (see Figure 5.31 and Table 5.11)

show that the NONE condition (Mean=4.692, std. dev.=1.4936)

is rated comparatively lower than the other three conditions:

P condition (Mean=5.615, std. dev.=0.9608), ET (Mean=5.692,

std. dev.=1.0316), and BOTH (Mean = 6.462, std. dev. =

0.6602).

Condition Mean Std. Deviation N

NONE 4.692 1.4936 13
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Condition Mean Std. Deviation N

ET 5.692 1.0316 13

P 5.615 .9608 13

BOTH 5.923 1.0377 13

Table 5.11: Mean: Partner needed assistance (out of 7) for different

conditions (Helper)

Figure 5.31: Partner needed assistance: Interaction between the

conditions (Helper)

Q5. I enjoyed the experience

Local User: Worker

A repeated measure two-way ANOVA with ART revealed

that for the local users there was no significant main effect

of EYETRACKING (F(1, 12)=4.195, p=.063) and POINTER (F(1,

12)=0.011, p=.917) on the perceived level of enjoyment in con-

structing the task while using these conditions. There was

also no significant interaction between POINTER and EYE-

TRACKING (F(1,12) = 0.436, p = 0.521). Descriptive statistics

are shown in Table 5.12 and Figure 5.32.
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Condition Mean Std. Deviation N

NONE 5.538 .9674 13

ET 6.077 .6405 13

P 5.692 .7511 13

BOTH 5.846 .8987 13

Table 5.12: Mean: Enjoyment (out of 7) for different conditions (Worker)

Figure 5.32: Enjoyed constructing the task: Interaction between the

conditions (Worker)

Remote User: Helper

A repeated measure two-way ANOVA with ART revealed

that for the remote users there was a significant main effect

of EYETRACKING (F(1, 12)=5.589, p=.036) but no significant

main effect of POINTER (F(1, 12)=2.753, p=.123) ) on the level

of enjoyment in constructing the task while using these con-

ditions. There was also no significant interaction between

POINTER and EYETRACKING (F(1,12) = 0.230, p = 0.640). De-

scriptive statistics (see Figure 5.33 and Table 5.13) shows that

the conditions with EYETRACKING (ET and BOTH combined
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Mean = 5.735, Std. Dev = 1.167) was rated higher than those

conditions without EYETRACKING (NONE and P combined,

Mean = 5.269, Std. Dev. = 1.016).

Condition Mean Std. Deviation N

NONE 5.000 1.1547 13

ET 5.615 1.1209 13

P 5.538 .8771 13

BOTH 5.846 1.2142 13

Table 5.13: Mean: Enjoyment (out of 7) for different conditions (Helper)

Figure 5.33: Enjoyed constructing the task: Interaction between the

conditions (Helper)

Q6. I was able to focus on the task activity

Local User: Worker

A repeated measure two-way ANOVA with ART revealed

that for the local users there was a significant main effect

of EYETRACKING (F(1, 12)=5.334, p=.040) but no significant

main effect of POINTER (F(1, 12)=0.321, p=.581) level of fo-
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cus on the task while using these conditions. There was also

no significant interaction between POINTER and EYETRACK-

ING (F(1,12) = 0.260, p = 0.619). Descriptive statistics (see

Table 5.14 and Figure 5.34) shows that the conditions with

EYETRACKING (ET and BOTH combined, Mean = 5.9615, Std.

Dev = 0.7285) were rated higher than those conditions with-

out EYETRACKING (NONE and P combined, Mean = 5.423,

Std. Dev=1.074).

Condition Mean Std. Deviation N

NONE 5.308 1.1821 13

ET 5.923 .6405 13

P 5.538 .9674 13

BOTH 6.000 .8165 13

Table 5.14: Mean: Focus (out of 7) for different conditions (Worker)

Figure 5.34: Focused on the task: Interaction between the conditions

(Worker)

Remote User: Helper

A repeated measure two-way ANOVA with ART revealed
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that for the remote users there was no significant main effect

of EYETRACKING (F(1, 12)=5.334, p=.040) and POINTER (F(1,

12)=0.321, p=.581) on the perceived level of focus on the task

while using these conditions. There was also no significant

interaction between POINTER and EYETRACKING (F(1,12) =

0.260, p = 0.619). Table 5.15 show the descriptive statistics.

Condition Mean Std. Deviation N

NONE 5.385 1.0439 13

ET 5.615 1.1209 13

P 5.923 .6405 13

BOTH 5.846 1.1435 13

Table 5.15: Mean: Focus (out of 7) for different conditions (Helper)

Q7. I am confident that we completed the task cor-

rectly.

Local User: Worker

A repeated measure two-way ANOVA with ART revealed

that for the local users there was no significant main effect

of EYETRACKING (F(1, 12)=4.248, p=.062) and POINTER (F(1,

12)=0.161, p=.695)) on the confidence of completing the task

while using these conditions. There was also no significant

interaction between POINTER and EYETRACKING (F(1,12) =

3.636, p = 0.081). Descriptive statistics are shown in Table

5.16.

Condition Mean Std. Deviation N

NONE 6.154 .9871 13

ET 6.308 .6304 13
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Condition Mean Std. Deviation N

P 6.000 1.0000 13

BOTH 6.615 .6504 13

Table 5.16: Mean: Task completion confidence (out of 7) for different

conditions (Worker)

Remote User: Helper

A repeated measure two-way ANOVA with ART revealed

that for the remote users there was no significant main effect

of EYETRACKING (F(1, 12)=2.500, p=.140) and POINTER (F(1,

12)=2.585, p=.134) on the confidence of completing the task

while using these conditions. There was also no significant

interaction between POINTER and EYETRACKING (F(1,12) =

2.678, p = 0.128). Table 5.17 show the descriptive statistics.

Condition Mean Std. Deviation N

NONE 5.615 1.1209 13

ET 6.154 .6887 13

P 6.231 .7250 13

BOTH 6.231 .9268 13

Table 5.17: Mean: Task completion confidence (out of 7) for different

conditions (Helper)

Q8. My partner and I worked together well on the task

Local User: Worker

A repeated measure two-way ANOVA with ART revealed
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that for the local users there was a significant main effect

of EYETRACKING (F(1, 12)=7.303, p=.019) but no significant

main effect of POINTER (F(1, 12)=0.386, p=.546) on the per-

ceived level of howwell the participants worked together. There

was also no significant interaction between POINTER and EYE-

TRACKING (F(1,12) = 1.581, p = 0.233). Descriptive statis-

tics (see Figure 5.35 and Table 5.18) shows that the condi-

tions with EYETRACKING (ET and BOTH combined Mean =

6.2695, Std. Dev = 0.7381) were rated higher than those con-

ditions without EYETRACKING (NONE and P combined, Mean

= 5.7305, Std. Dev. = 0.91485).

Condition Mean Std. Deviation N

NONE 5.538 .9674 13

ET 6.308 .7511 13

P 5.923 .8623 13

BOTH 6.231 .7250 13

Table 5.18: Mean: Worked together (out of 7) for different conditions

(Worker)

Figure 5.35: Worked together: Interaction between the conditions

(Worker)
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Remote User: Helper

A repeated measure two-way ANOVA with ART revealed

that for the remote users there was a significant main ef-

fect of POINTER (F(1, 12)=5.172, p=.042) but no significant

main effect of EYETRACKING (F(1, 12)=0.777, p=.395) on the

working together to complete the task while using these con-

ditions. However, there was a significant interaction between

POINTER and EYETRACKING (F (1, 12) =9.060, p=.011). De-

scriptive statistics (see Figure 5.36 on 117 and Table 5.19 on

116) show that the NONE condition (Mean=5.308, std. dev.=1.2506)

is rated comparatively lower than the other three conditions:

P condition (Mean=6.231, std. dev.=0.7250), ET (Mean=5.769,

std. dev.=.8321), and BOTH (Mean = 6.154, std. dev. = 0.6887).

While the BOTH condition is rated lower than P condition, the

difference was not statistically significant based on Wilcoxon

Signed Rank test (Z = -0.447, p = 0.655)), whereas NONE and

ET is significantly different based on Wilcoxon Signed Rank

test (Z = -2.121, p = 0.034). The interaction between the two

factors appears to be due to the effects of the two factors being

saturated as they are combined together.

Condition Mean Std. Deviation N

NONE 5.308 1.2506 13

ET 5.769 .8321 13

P 6.231 .7250 13

BOTH 6.154 .6887 13

Table 5.19: Mean: Worked together confidence (out of 7) for different

conditions (Helper)

Q9. I felt that I was able to express myself clearly to

my partner
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Figure 5.36: Worked together (Helper): A repeated measure two-way

ANOVA followed by ART

Local User: Worker

A repeated measure two-way ANOVA with ART revealed

that for the local users (Worker) there was a significant main

effect of both POINTER (F (1, 12)=6.381, p=.027) and EYE-

TRACKING (F(1, 12)=17.388, p=.001) on expressing clearly to

their partners while using these conditions. No significant

interaction was found between POINTER and EYETRACKING

(F (1,12) = 3.275, p=0.095). Descriptive statistics (see Figure

5.37 on page 118 and Table 5.20) show that NONE condition

(Mean=4.385, std. dev.=1.0439) is rated comparatively lower

than P condition (Mean=5.154, std. dev.=0.8987) and ET con-

dition (Mean=5.769, std. dev.=0.8321).The BOTH condition

(Mean = 6.000, std. dev. = 0.8165) is rated higher than the

other three conditions.

Condition Mean Std. Deviation N

NONE 4.385 1.0439 13

ET 5.769 .8321 13

P 5.154 .8987 13
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Condition Mean Std. Deviation N

BOTH 6.000 .8165 13

Table 5.20: Mean: Expressed clearly (out of 7) for different conditions

(Worker)

Figure 5.37: Expressed Clearly: Interaction between the conditions

(Worker)

Remote User: Helper

A repeated measure two-way ANOVA with ART revealed

that for the local users (Worker) shows that there was a sig-

nificant main effect of both POINTER(F(1, 12)=13.119, p=.004)

and EYETRACKING (F(1, 12)=14.944, p=.002) on the informa-

tion provided by Helper while using these conditions. No sig-

nificant interaction was found between POINTER and EYE-

TRACKING (F(1,12) = 0.059, p=0.813). Descriptive statistics

(see Figure 5.38 and Table 5.21) show that NONE condition

(Mean=4.385, std. dev.=1.3868) is rated comparatively lower

than P condition (Mean=5.538, std. dev.=0.9674) and ET con-

dition (Mean=5.000, std. dev.=1.000). And the BOTH condi-
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tion (Mean = 6.308, std. dev. = 0.8549) is rated higher than

the other three conditions.

Condition Mean Std. Deviation N

NONE 4.385 1.3868 13

ET 5.000 1.000 13

P 5.538 0.9674 13

BOTH 6.308 .8549 13

Table 5.21: Mean: Expressed clearly (out of 7) for different conditions

(Helper)

Figure 5.38: Expressed Clearly: Interaction between the conditions

(Helper)

Q10. I was able to understand what my partner was

communicating to me

Local User: Worker

A repeated measure two-way ANOVA with ART revealed

that for the local users (Worker) there was a significant main

effect of both POINTER (F(1, 12)=14.690, p=.002) and EYE-

TRACKING (F(1, 12)=14.739, p=.002) on understanding what
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the Helper was communicating while using these conditions.

No significant interaction was found between POINTER and

EYETRACKING (F(1,12) = 1.389, p=0.261). Descriptive statis-

tics (see Figure 5.39 and Table 5.22) show that NONE con-

dition (Mean=4.923, std. dev.=1.1152) is rated comparatively

lower than P condition (Mean=6.154, std. dev.=0.6887) and ET

condition (Mean=5.615, std. dev.=0.7679). The BOTH condi-

tion (Mean = 6.462, std. dev. = 0.7763) is rated higher than

the other three conditions.

Condition Mean Std. Deviation N

NONE 4.923 1.1152 13

ET 5.615 .7679 13

P 6.154 .6887 13

BOTH 6.462 .7763 13

Table 5.22: Mean: Understood Partner (out of 7) for different conditions

(Worker)

Figure 5.39: Understood the partner: Interaction between the conditions

(Worker)
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Remote User: Helper

A repeated measure two-way ANOVA with ART revealed

that for the local users (Worker) shows that there was a sig-

nificant main effect of both POINTER(F(1, 12)=9.273, p=.010)

and EYETRACKING (F(1, 12)=18.381, p=.001) on the informa-

tion provided by Helper while using these conditions. No sig-

nificant interaction was found between POINTER and EYE-

TRACKING (F(1,12) = 1.523, p=0.241). Descriptive statistics

(see Figure 5.40 and Table 5.23) show that NONE condition

(Mean=4.538, std. dev.=1.4500) is rated comparatively lower

than P condition (Mean=5.385, std. dev.=.8697) and ET con-

dition (Mean=5.692, std. dev.=0.9473). And the BOTH condi-

tion (Mean = 6.308, std. dev. = 0.8549) is rated higher than

the other three conditions.

Condition Mean Std. Deviation N

NONE 4.538 1.4500 13

ET 5.692 0.9473 13

P 5.385 0.98697 13

BOTH 6.308 .8549 13

Table 5.23: Mean: Expressed clearly (out of 7) for different conditions

(Helper)

Q11. The information provided by my partner in this

condition helped in easily performing the task.

Local User: Worker

A repeated measure two-way ANOVA with ART revealed

that for the local users (Worker) there was a significant main
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Figure 5.40: Expressed Clearly: Interaction between the conditions

(Helper)

effect of both (F(1, 12)=11.766, p=.005) and EYETRACKING

(F(1, 12)=9.946, p=.008) on the information provided by Helper

while using these conditions. No significant interaction was

found between POINTER and EYETRACKING (F(1,12) = 4.206,

p=0.063). Descriptive statistics (see Figure 5.41 and Table

5.24) show that NONE condition (Mean=4.846, std. dev.=1.0682)

is rated comparatively lower than P condition (Mean=6.154,

std. dev.=0.6887) and ET condition (Mean=5.846, std. dev.=0.5547).

The BOTH condition (Mean = 6.462, std. dev. = 0.7763) is

rated higher than the other three conditions.

Condition Mean Std. Deviation N

NONE 4.846 1.0682 13

ET 5.846 .5547 13

P 6.154 .8987 13

BOTH 6.231 .5991 13

Table 5.24: Mean: information from partner (out of 7) for different

conditions (Worker)
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Figure 5.41: Information from partner: Interaction between the

conditions (Worker)

Remote User: Helper

A repeated measure two-way ANOVA with ART revealed

that for the local users (Worker) shows that there was a sig-

nificant main effect of both POINTER(F(1, 12)=11.766, p=.005)

and EYETRACKING (F(1, 12)=9.946, p=.008) on the informa-

tion provided by Helper while using these conditions. No sig-

nificant interaction was found between POINTER and EYE-

TRACKING (F(1,12) = 4.206, p=0.063). Descriptive statistics

(see Figure 5.42 and Table 5.25) show that NONE condition

(Mean=4.846, std. dev.=1.0682) is rated comparatively lower

than P condition (Mean=6.154, std. dev.=0.8987) and ET con-

dition (Mean=5.846, std. dev.=0.5547). And the BOTH condi-

tion (Mean = 6.231, std. dev. = 0.5591) is rated higher than

the other three conditions.

Condition Mean Std. Deviation N

NONE 4.846 1.0682 13

ET 5.846 0.5547 13
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Condition Mean Std. Deviation N

P 6.154 0.8987 13

BOTH 6.231 .5591 13

Table 5.25: Mean: information from partner (out of 7) for different

conditions (Helper)

Figure 5.42: Information from partner: Interaction between the

conditions (Helper)

Ranking Questionnaire

After participants tried all of the experimental conditions, we

asked them to rank the four conditions as per the question

statements. To determine the significant differences in the

ranks from the responses of participants for different ques-

tions, a Friedman Test with post-hoc analysis using Wilcoxon

signed-rank with Bonferroni correction was conducted. The

significant level of Friedman test was 0.05 whereas forWilcoxon

test with BonFerroni correction (α =0.05/6

= 0.0083). Table 5.26 shows the list of the ranking questions.

In the rest of this section, we report the results on ranking for

each question.
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No. Question

1
Which condition was best at helping you to enjoy the

task?

2
Which condition was best at making you feel con-

nected with your partner?

3
Which condition was best at helping you stay focused

on assembling the model?

4

Which condition was best at making you feel that you

were present with your partner at same workspace

while performing the task?

5

Which condition was best for you to tell that your part-

ner needed assistance/ your partner knew that you

needed assistance?

6
Which condition was best at helping you understand

what your partner was communicating to you?

Table 5.26: Ranking Questions

Figure 5.43: Results of Ranking under different aspects
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Q1. Which condition was best at helping you to enjoy

the task?

Local User: Worker

Condition Mean Std. Deviation N

NONE 2.154 1.2810 13

P 2.692 1.1094 13

ET 2.231 .7250 13

BOTH 2.923 1.2558 13

Table 5.27: Mean: Task Enjoyment for different conditions (Worker)

There was no statistically significant difference in the rank-

ing question of task enjoyment between conditions from the

participant’s response (𝜒 (3) = 3.185, 𝑝 = 0.364).

Remote User: Helper

Condition Mean Std. Deviation N

NONE 1.385 .9608 13

P 3.000 .7071 13

ET 2.308 .4804 13

BOTH 3.308 1.1821 13

Table 5.28: Mean: Task Enjoyment for different conditions (Helper)

There was a statistically significant difference in ranking in

terms of the task enjoyed (𝜒 (3) = 17.031, 𝑝 = 0.001). Median

(IQR) perceived effort levels for NONE, P, ET, and BOTH con-
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ditions were 1 (1 to 1), 3 (2.5 to 3.5), 2 ( 2 to 3) and 4 (2.5 to

4), respectively. Post-hoc analysis with Wilcoxon signed-rank

tests with Bonferroni correction applied. The results showed

that there was a significant difference between P and NONE

(Z = -3.022, p = 0.003), whereas no significant differences be-

tween the rest of the pairs: ET and NONE (Z = -2.166, p =

0.030), BOTH and NONE (Z = -2.543, p = 0.011), ET and P (Z =

-2.066, p = 0.039), BOTH and P (Z = -0.608, p = 0.543), BOTH

and ET (Z = -2.409, p = 0.016).

Q2. Which condition was best at making you feel con-

nected with your partner?

Local User: Worker

Condition Mean Std. Deviation N

NONE 1.231 .5991 13

P 3.154 .6887 13

ET 2.231 .7250 13

BOTH 3.462 .9674 13

Table 5.29: Mean: Felt connected with partner for different conditions

(Worker)

There was a statistically significant difference between the

conditions in terms of ranking based on the feeling of being

connected with the partner (𝜒 (3) = 22.907, 𝑝 < 0.001). Median

(IQR) perceived effort levels for each condition were NONE: 1

(1 to 1), P: 3 (3 to 4), ET: 2 ( 2 to 2.5) and BOTH: 4 (3 to 4). Post-

hoc analysis with Wilcoxon signed-rank tests with Bonferroni

correction showed there were significant differences between

P and NONE (Z = -3.270, p = 0.001), and BOTH and NONE (Z
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= -2.217, p = 0.002), whereas no significant differences found

between the other pairs: ET and NONE (Z = -2.543, p = 0.011),

ET and P (Z = -2.217, p = 0.027), BOTH and P (Z = -0.988, p =

0.323), and BOTH and ET (Z = -2.476, p = 0.013).

Remote User: Helper

Condition Mean Std. Deviation N

NONE 1.231 .5991 13

P 2.923 .8623 13

ET 2.538 .6602 13

BOTH 3.308 1.1094 13

Table 5.30: Mean: Felt connected with partner for different conditions

(Helper)

There was a statistically significant difference the rankings

of how well each condition helped the helper feel connected

with their partner. (𝜒 (3) = 19.062, 𝑝 < 0.001). Median (IQR)

perceived effort levels for None (No pointer, No Eye-Tracker),

only Point, Only Eye-Tracker, Both (Point and Eye-Tracker)

were 1 (1 to 1), 3 (2 to 4), 2 ( 2 to 3) and 4 (3 to 4), respec-

tively. Post-hoc analysis with Wilcoxon signed-rank tests with

Bonferroni correction showed that there were significant dif-

ferences between NONE and the other three conditions (P: Z =

-3.236, p = 0.001; ET: Z = -2.951, p = 0.003; BOTH: Z = -2.951,

p = 0.003), whereas there were no significant differences be-

tween the rest of the pairs: ET and P (Z = -1.020, p = 0.308),

BOTH and P (Z = -0.892, p = 0.372), or BOTH and ET (Z =

-1.842, p = 0.066).

Q3. Which condition was best at helping you stay fo-
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cused on assembling the model?

Local User: Worker

Condition Mean Std. Deviation N

NONE 2.385 1.1929 13

P 3.077 .9541 13

ET 2.077 .8623 13

BOTH 2.692 1.3156 13

Table 5.31: Mean: Stay focused on assembling the model for different

conditions (Worker)

There was no statistically significant difference in ranking

based on the focus of Worker on assembling the model in a

remote collaboration situation (𝜒 (3) = 4.302, 𝑝 = 0.231).

Remote User: Helper

Condition Mean Std. Deviation N

NONE 1.538 1.0500 13

P 2.923 .8623 13

ET 2.385 .5064 13

BOTH 3.154 1.2810 13

Table 5.32: Mean: Stay focused on assembling the model for different

conditions (Helper)

There was a statistically significant difference in the av-

erage ranking of how well each condition helped the Helper

stay focused on the assembly task (𝜒 (3) = 12.046, 𝑝 = 0.007).
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Median (IQR) perceived effort levels for None (No pointer, No

Eye-Tracker), only Point, Only Eye-Tracker, Both (Point and

Eye-Tracker) were 1 (1 to 2), 3 (2 to 4), 2 ( 2 to 3) and 4 (2 to

4), respectively. Post-hoc analysis with Wilcoxon signed-rank

tests with Bonferroni correction showed that there was a sig-

nificant difference between P and NONE (Z = -2.946, p = 0.003),

whereas there were no significant differences between the rest

of the pairs: ET and NONE (Z = -1.942, p = 0.052), BOTH and

NONE (Z = -2.294, p = 0.022), ET and P (Z = -1.493, p = 0.135),

BOTH and P (Z = -0.427, p = 0.670), BOTH and ET (Z = -2.140,

p = 0.032).

Q4. Which condition was best at making you feel that

you were present with your partner at same workspace

while performing the task?

Local User: Worker

Condition Mean Std. Deviation N

NONE 1.769 1.1658 13

P 3.000 .9129 13

ET 2.538 1.0500 13

BOTH 3.000 1.0801 13

Table 5.33: Mean: You were present with your partner for different

conditions (Worker)

There was no statistically significant difference in ranking

based on making user feel that she was present with her part-

ner at the same workspace while performing the task (𝜒 (3) =
7.031, 𝑝 = 0.071).
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Remote User: Helper

Condition Mean Std. Deviation N

NONE 1.077 .2774 13

P 3.000 .9129 13

ET 2.462 .5189 13

BOTH 3.462 .8771 13

Table 5.34: Mean: You were present with your partner for different

conditions (Helper)

There was a statistically significant difference in the aver-

age rankings of how well each condition made the Helper feel

like they were present with their partner in the same workspace.

(𝜒 (3) = 24.969, 𝑝 < 0.001). Median (IQR) perceived effort levels

for None (No pointer, No Eye-Tracker), only Point, Only Eye-

Tracker, Both (Point and Eye-Tracker) were 1 (1 to 1), 3 (2 to

4), 2 (2 to 3) and 4 (3 to 4), respectively. Post-hoc analysis with

Wilcoxon signed-rank tests with Bonferroni correction showed

that there was a significant difference between P and NONE

(Z = -3.219, p = 0.001), ET and NONE (Z = -3.286, p = 0.001),

and BOTH and NONE (Z = -3.203, p = 0.001), whereas there

were no significant differences between the rest of the pairs:

ET and P (Z = -1.493, p = 0.135), BOTH and P (Z = -1.181, p =

0.238), BOTH and ET (Z = -2.476, p = 0.013).

Q5. Which condition was best for you to tell that your

partner knew that you needed assistance?

Local User: Worker
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Condition Mean Std. Deviation N

NONE 1.231 .8321 13

P 2.615 .7679 13

ET 2.769 .7250 13

BOTH 3.615 .6504 13

Table 5.35: Mean: Needed assistance while performing tasks for different

conditions (Worker)

There was a statistically significant difference in the con-

ditions that could tell that her partner knew that she needed

assistance, (𝜒 (3) = 22.256, 𝑝 < 0.001). Median (IQR) perceived

effort levels for each condition were NONE: 1 (1 to 1), P: 2 (2 to

3), ET: 3 ( 2 to 3) and BOTH: 4 (3 to 4).Post-hoc analysis with

Wilcoxon signed-rank tests with Bonferroni correction showed

there were significant differences between P and NONE (Z = -

3.140, p = 0.002), ET and NONE (Z = -2.676, p = 0.007), and

BOTH and NONE (Z = -3.196, p = 0.001), whereas no signifi-

cant differences found between the other pairs: ET and P (Z

= -0.369, p = 0.712), BOTH and P (Z = -2.409, p = 0.016), and

BOTH and ET (Z = -2.112, p = 0.035).

Remote User: Helper

Condition Mean Std. Deviation N

NONE 1.462 .9674 13

P 2.538 .8771 13

ET 2.615 .6504 13

BOTH 3.615 .8697 13

Table 5.36: Mean: Needed assistance while performing tasks for different

conditions (Helper)
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There was a statistically significant difference ithe average

ranking of the conditions in terms of how well the Helper could

tell that their partner needed assistance, (𝜒 (3) = 18.256, 𝑝 <
0.001). Median (IQR) perceived effort levels for None (No pointer,

No Eye-Tracker), only Point, Only Eye-Tracker, Both (Point

and Eye-Tracker) were 1 (1 to 1.5), 2 (2 to 3), 3 (2 to 3) and 4 (3.5

to 4), respectively. Post-hoc analysis with Wilcoxon signed-

rank tests with Bonferroni correction showed that there was

a significant difference between , ET and NONE (Z = -2.697, p =

0.007), and BOTH and NONE (Z = -3.007, p = 0.003), whereas

were no significant differences between the rest of the pairs:

P and NONE (Z = -2.254, p = 0.024), ET and P (Z = -0.037, p =

0.971), BOTH and P (Z = -1.181, p = 0.238), BOTH and ET (Z =

-2.586, p = 0.010).

Q6. Which condition was best at helping you under-

stand what your partner was communicating to you?

Local User: Worker

Condition Mean Std. Deviation N

NONE 1.538 .8771 13

P 2.923 .7596 13

ET 1.923 .6405 13

BOTH 3.769 .4385 13

Table 5.37: Mean: Understood Partner’s communication for different

conditions (Worker)

There was a statistically significant difference in the con-

dition that helped her in understanding what her partner was

communicating with her, (𝜒 (3) = 24.535, 𝑝 < 0.001). Median
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(IQR) perceived effort levels for each condition were NONE: 1 (1

to 2.5), P: 3 (2 to 3.5), ET: 2 (1.5 to 2) and BOTH: 4 (3.5 to 4).Post-

hoc analysis with Wilcoxon signed-rank tests with Bonferroni

correction showed there were significant differences between P

and NONE (Z = -2.738, p = 0.006), BOTH and NONE (Z = -3.134,

p = 0.002), and BOTH and ET (Z = -3.223, p = 0.001), whereas

no significant differences were found between the other pairs:

ET and P (Z = -2.221, p = 0.026), ET and NONE (Z = -0.910, p

= 0.363), and BOTH and P (Z = -2.221, p = 0.026).

Remote User: Helper

Condition Mean Std. Deviation N

NONE 1.385 .9608 13

P 2.846 .8006 13

ET 2.462 .6602 13

BOTH 3.308 1.1094 13

Table 5.38: Mean: Understood Partner’s communication for different

conditions (Helper)

There was a statistically significant difference in the aver-

age rankings of conditions in terms of which was best at help-

ing the Helper understand what their partner was commu-

nicating., (𝜒 (3) = 15.738, 𝑝 = 0.001). Median (IQR) perceived

effort levels for None (No pointer, No Eye-Tracker), only Point,

Only Eye-Tracker, Both (Point and Eye-Tracker) were 1 (1 to

1), 3 (2 to 3.5), 2 ( 2 to 3) and 4 (3 to 4), respectively. Post-hoc

analysis with Wilcoxon signed-rank tests with Bonferroni cor-

rection showed that there was a significant difference between

, P and NONE (Z = -2.961, p = 0.003), whereas there were no
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significant differences between the rest of the pairs: ET and

NONE (Z = -2.254, p = 0.024), BOTH and NONE (Z = -2.476, p

= 0.013), , ET and P (Z = -1.020, p = 0.308), BOTH and P (Z =

-1.038, p = 0.299), and BOTH and ET (Z = -2.221, p = 0.026).

Summary

After analysis of ranking questions, For the local user, we

found that the BOTH condition (Worker sharing her eye gaze

information with the Helper and the Helper using pointer an-

notation to assist the Worker) was ranked 1st for all the 6

questions , however P (Helper uses pointer annotation to as-

sist Worker) was tied with BOTH for rank 1st for Q3 asking

about the focus of participant on the task using these con-

ditions. Whereas, NONE (no cue) was the worst ranked i.e.

ranked 4th for all 6 questions except for question 3 where it

tied for the worst rank with BOTH. BOTH was also ranked

1st for all the 6 questions for the remote user and NONE was

ranked 4th for all the 6 questions.

5.6.3. Questionnaire: Qualitative Feedback

At the end of each condition, we asked participants to write

down their views about the interface they had just used. They

were asked to write about their understanding of the atten-

tion of their partner with each condition including the need

of knowing the focus of attention. At the end we also asked

about the condition they thought was better in improving the

task performance.
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(a) Local User (Worker) (b) Remote User (Helper)

Figure 5.44: Summary of qualitative result: Focus of attention of partner

I could understand where my partner was focusing their

attention.

As per the responses from Workers (Local User), almost 85%

(11 participants) preferred the condition in which the pointer

feature was available (i.e. P and BOTH) as it was helping

them to understand their partner’s focus and provide clear

instructions. One participant said: “With Pointer, I can re-

late what he is talking about, because I could understand him

more.” Whereas, from the Helper’s (Remote User) responses,

around 69% (9 participants) suggested to use BOTH condition

since they were able to see the place where their partner was

looking and use the pointer to help provide instruction, par-

ticipant said: “Eye Tracker help me to look in the same view

of my partner, and I know what he is doing and will do next”.

However, 15% (2 participants) said that the focus of attention

was not necessary, so they didn’t notice. One of them said: “I

don’t feel I need to know where he was looking at, the impor-

tant was whether he understood where I want him to put the

piece”.
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(a) Local User

(Worker)

(b) Remote User (Helper)

Figure 5.45: Summary of qualitative result: Task performance

Impact of these conditions on the task performance

On askingWorkers (Local Users) about the condition that helped

them more in performing the task efficiently and quickly, in

terms of the information provided, 10 Workers ( 77%) said that

BOTH condition was better than the others. As one partici-

pant said, “Eye tracker was giving my partner more information

about where I looked at pointer was for giving me the instruc-

tion from my partner, where I should look at and which piece I

should take”. We got a similar response from the Helper (Re-

mote User) as well, approximately 11 Helpers (85%) said that

BOTH condition was better than others. One participant said:

“To be able to give some form of visual feedback other than au-

dio helps to perform the task together. Also to have some form

of visual feedback from the partner, helps me gauge where my

partner is looking. It helps when my partner is not talking at

points in time.”

Effect of Timer on performing task using different condi-

tion

The timer was meant to provide another point of focus in the

task of constructing structures using LEGO pieces. We didn’t
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(a) Local User (Worker) (b) Remote User (Helper)

Figure 5.46: Summary of qualitative result: Effect of Timer

use the number of times participants forgot to check the timer

in our measurements, they didn’t really focus on the timer as

it was not the main task. In overall for local users (Worker), 9

(69%) participants said that providing Pointer cue (i.e. P and

BOTH) by remote user (Helper) helped him in knowing when

he has to press the button as most of the time their focus was

on the HMD while performing the task and one of them said

that “if I keep looking at the display, with the help of his mouse

click on the block, I can finish the task quickly”. However, for

remote users (Helpers), two of them (15%) didn’t focus on the

timer at all, as the timer was out of the camera view due to

the excessive head movement, but 8 (73%) suggested that eye

tracking information was very useful to keep track of the timer

since he knows whether the local user is paying attention to

the timer or not, so that he can focus only on task and if local

user is not paying attention he can ask him to check the timer

regularly. When neededmabout the relation of timer and task

performance, one user said that “I know that she was checking

the timer regularly, so I focused only on instructing her about

the next move.”
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5.7. Discussion

In this section we discuss the results from the user experiment

and the lessons learned.

From the experiment analysis, we found that the time taken

by the pair of subjects to complete the task was significantly

faster in the Both (Eye Tracker & Pointer) condition than us-

ing only Pointer or only Eye Tracker or Video only conditions.

Whereas, There is a significan main effect of both pointer and

eye tracking cues and throughmean comparison of time taken

to complete the task, Video only (NONE) condition was slowest

among all. In the Both condition, the visual cues provided to

both users helped them to perform the task more quickly. The

Helper was able to use the virtual pointer to give direct guid-

ance to the local Worker; as said by one local Worker, “The

information provided by my partner in this condition helped

in easily performing the task”. This enabled them to work sig-

nificantly better than without pointer marker. Similarly, the

eye tracker on the local Worker showed their focus of atten-

tion to the Helper, making it much easier for them to instruct

the Worker quickly in the eye tracker condition as compared

to without eye tracker condition.

The use of the pointer and eye-tracker cues enabled them

to communicate more effectively. Since the Worker can see

the Helper pointer marker directly on his or her HMD, the

Helper able to use more deictic oriented language. For ex-

ample, instead of using “There is a RED 4 BY 2 RECTAN-

GULAR THICK BLOCK near the GREEN COLORED FLOWER.

PICK that.”, the Helper could point at the block and just say

“PICK THIS BLOCK”. Similarly, with the eye-tracking feed-
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back, when Worker was searching for a blue block described

by Helper, the Helper could reference the block as “Yes THAT

BLUE BLOCK at which YOU JUST LOOKED”. These kind of

cues helped in reducing the time taken by the Helper to un-

derstand what the Worker was doing.

The questionnaire results support the performance time re-

sults, showing a significant difference in the results to the

questions “understanding what my partner was communicat-

ing “, “I was able to express myself clearly” for both Workers

and Helpers with eye tracking or pointer factor and for “worked

together” for Worker with eye tracking factor and Helper with

pointer factor as compared to without eye tracking or without

pointer factors.

The condition without pointer or eye tracker cues (None)

performed worst, due to the lack of any visual assistance from

Helper. In the Eye Tracking condition the experience for the

Worker was the same as in the None condition; the instruc-

tions from Helper to Worker were only in verbal form. Inter-

estingly, in this case the performance was significantly bet-

ter than the None condition, which shows the benefit of mak-

ing the Helper aware of the Worker’s focus of attention. We

provided a separate point to focus that was meant for divert-

ing participant’s attention from only one point, that was an

attempt to simulate real world applications. One Helper ex-

plained a benefit of knowing the status of focus of attention of

Worker as “I know that she was checking the timer regularly,

so I focused only on instructing her about the next move.”.

This feature was not present in the None condition and that

made it very difficult to coordinate with pressing button of the

timer on time and working on the task simultaneously.
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It can also be seen from the questionnaire result that the

remote user enjoyed the task more if the eye tracking infor-

mation, i.e. focus of attention status of Worker was provided

to him as compared to the conditions in which eye tracking

information was not provided (NONE and P). Whereas, it can

also be seen that if the Worker knows that his partner can see

his focus of attention while performing the tasks i.e. while us-

ing ET and BOTH conditions, he feel that they worked together

better as compared to the conditions without EYETRACKING

(NONE and P) as the combined mean rating of EYETRACK-

ING was reaching the highest possible value and higher than

without EYETRACKING conditions.

We asked questions in our per-task questionnaire (Likert

Scale) and post-task questionnaire (Ranking) regarding the

copresence between Worker and Helper, including questions

such as “I felt connected with my partner”, “I felt that I was

present withmy partner withmy partner on the same workspace

while performing the task”, “My partner was able to sense that

I was present with him on the same workspace while perform-

ing the task”, “Which condition was best at making you feel

connected with your partner” and “Which condition was best

at making you feel that you were present with your partner

at same workspace while performing the task”. From the re-

sponses of the Workers and Helpers we observed that cop-

resence was higher when the Worker’s eye tracking data was

sent to Helper, and/or a pointer marker was used by Helper.

tFor example, according to one Worker, “I know that Helper

sensed what I am going to do and to correct me he pointed on

the correct Block”.

This was giving the Worker a sense that she is present with
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the Helper on the same workspace as Helper knew about her

focus of attention. On asking a Helper about the difference

she found between the sharing of task space video in which

the perspective of the video is like it is shot directly from the

eyes of the Worker, and normal scene video where a camera

is in front of the Worker showing the Worker’s body and the

task space from an angle, she said “Obviously, If I can see from

his perspective, how he is looking at the task space, how he

is using the blocks , then my instructions are clearer to him

as compared to later video case where I have to think about

the instructions. I have to say pick the object on your right

where I have to make sure I am talking about his right, i.e.

my left in case of video from the front. It’s confusing. Best

would be to have a shared gaze, where I can see that he is

looking at the correct direction.” She also suggested to use her

focus of attention to show the next instruction to the Worker

on his HMD, as if we can provide direct looking at the object

instead of pointing, it can be much faster to complete the task

and might increase the presence between both. We will try to

explore this technique of instructing in our future work.

However, a few Helpers complained that “the eye tracker

information is misleading as whenever I point on a particu-

lar block, he didn’t look at it. That is annoying, why he is

looking at some where else and not on the block even when

I am constantly saying that block, look at the pointer”. The

reason behind this was the use of a monocular optical see-

through HMD. The display is on left eye side and so whenever

the Helper points to an object, the Worker looks at the display

that switches his focus from real world to the HMD. This af-

fects the eye tracker since it was calibrated for the real world

workspace and not for the image viewed on the HMD. The so-
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lution to this problem could be the use of a binocular video

see-through HMD and by providing only one workspace.

5.7.1. Implications of the Research

Based on the results and discussion of the research, we are

proposing implicated design guidelines for people who will de-

velop Head Mounted eye tracker based remote collaborate sys-

tems.

• Keep the head mounted system light in weight. From

our observation during the experiments and participant’s

comments, the HMD was a bit heavy and uncomfortable

at nose and forehead of the user.

• Calibration of the eye tracker is the most important fac-

tor to provide reliable eye gaze information. So, HMD

should be robust enough that even in the physical tasks

where user has to move his head freely, HMD should not

dislocate otherwise, it will affect the calibration and will

start giving bogus data.

• Always provide a method for the Helper to visually com-

municate with the Worker on spatial tasks.

5.7.2. Limitations

Although the experimental results are very interesting, there

are a number of limitations that should be address in future

research, including:

• The prototype was heavy because of using cameras, HMD

and eye tracker all mounted on the same frame. In future
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prototypes, we could develop more ergonomic systems

with a light weight camera and unobtrusive eye tracker.

• The prototype was not stable on the user’s head and

sometimesmoved around. Although, we used headbands

for stabilization, in the future we could develop a more

stable system.

• The eye tracker was affected by HMD movement in re-

sponse to head motion, and could move from the initial

position at which it was calibrated. Once the HMDmoves

too much, it will not show the eye gaze marker on the ac-

tual eye pupil position mapped on the real world.

• The task was not completely ideal for this study as the

Helper could give clear description of the blocks, not us-

ing the features of the prototype (e.g the mouse pointer)

and successfully complete the task. In the future, we

will try to explore more complex tasks with that cannot

be completed easily with voice cues alone

• We tried to use a multitasking activity by providing the

timer that needed to be monitors. However, this was not

completely successful as participants didn’t feel any need

to keep track of the timer as it was not affecting the task.

On asking participants why they didn’t notice the timer,

one participant said that since the timer was not useful in

constructing the task it was just an annoying diversion.

In the future, we will try to use another tool to provide a

separate point for focus

• The color of pointer marker and eye gaze marker was

red and pink respectively which were similar and was
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sometimes difficult for the Worker to distinguish between

both. We need to change the color of the markers.

• We used monocular display instead of stereo display, so

it was very difficult to overlay virtual cues at the same

focal point as the LEGO blocks being assembled. So in

future, we will use a different wearable display.

• In our experimental measures we took pointer and eye

tracker as independent variables which was not good for

design since we were focusing more on exploring the ben-

efit of having focus of attention information in remote

collaboration. So pointer was not solving any purpose

in that. Also the evaluation methods e.g. questionnaire

and surveys were not a standard questionnaire, so in fu-

ture we will try to use a better experimental design with

standard questionnaire. Also to measure user’s work-

load while performing the task was not measured, so in

future we will use surveys like NASA TLX survey or other

experimental tools for this.

5.8. Conclusions

The main objective of our evaluation was to determine the ef-

fect of adding eye tracking information in a remote assistance

task, in terms of copresence and performance time.. We de-

veloped an eye tracking tool that can be mounted on already

existing HMD and prototyped the whole system to use it with

our system.

At the start of the chapter, we stated two main hypotheses

that we wanted to investigate in the user study.
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Overall in terms of connectedness, presence, needing /

needed assistance, we found there was a significant main ef-

fect in Pointer and Eye Tracking factors most of the time with

a significant interaction of Pointer and Eye tracking on each

other. This leads to a conclusion of supporting H1.

From assessing the task completion time, we found both

Pointer and Eye Tracker factors had a significant impact on

the task performance for the given task. However, there was

no interaction between the two factors. The participants’ task

performance was the best in BOTH condition compared to the

other conditions. Based on this findings we conclude that the

study results support our second Hypothesis H2.
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6
Conclusion and Future Work

6.1. Conclusion

The interpersonal and consistent contact of wearable comput-

ers with the human body makes them a suitable technology

for recognizing and sharing of emotional states with a remote

person. There are various modes that can be used to repre-

sent the shared emotional states such as visual, audio, haptic

feedbacks etc. With the increasing use of HMDs and wearable

devices with cameras, visual and audio modes could be used

to share emotion. However, for unobtrusive wearable devices

such as watches, apparel, and shoes, etc.could be used.

In this thesis, the main aim of our research was to con-

tribute to the field of affective communication and remote col-

laboration by exploring various modes of sharing emotional

states and creating connectedness by using wearable devices.

We achieved this by designing two different prototypes to in-
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vestigate different modes for affective communication with a

remote person, and one prototype investigating the role that

focus of attention plays in remote collaboration.

For the first prototype system, CSense, after needs analy-

sis, brainstorming, and trying several alternative solutions, we

developed a wrist band that uses vibration patterns and band

tightening to share emotional states with a remote user. From

pilot testing, we found that active and passive emotions could

be differentiated when using the system. Since the patterns

of vibrations was not properly detected as specific emotions,

in the future we would like to think of some different patterns

of vibrations that can be explored to make it a robust system

for sharing emotions.

In the next prototype, CoSense, we developed a system

that combined video conferencing with sharing the emotional

states of the user that was recognized using physiological sen-

sors. A formal user study was conducted with four different

interface conditions; (1) just video, (2) video with color overlay,

(3) video with color overlay and emotional state as text along

with heart rate, and (4) video with color overlay and emotional

state as text along with heart rate and other physiological sen-

sor data in graphs. We found that interface combining video

with simple emotional cues enabled the remote user to em-

pathize better than the other conditions. This was because it

used only the most appropriate information, rather than no

information, or too much information (e.g showing the raw

sensor values).

Finally, we know that remote collaboration using video con-

ferencing is one of the common tools that enable remote peo-

ple to work together and information. Wearable devices with
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HMDs, like Google Glass, etc. that have a camera, micro-

phone and display, can be used to assist workers by overlay-

ing annotations on the object they want to manipulate. So

we developed a third prototype in order to see if showing the

focus of attention of the worker makes any impact on the

co-presence between the worker and helper. We found that

the performance, connectedness and presence was increased

when eye tracking information from the worker was shared

with the helper, and the helper can show pointer annotations

on the worker’s HMD.

6.2. Future Work

These three prototypes explored some basic but important in-

put modes, i.e. vibration feedback haptic, contraction and

expansion feedback, color as visual feedback, gaze tracking

and audio feedback. They showed some preliminary positive

outcomes regarding the use of wearable devices for affective

remote collaboration. However there is future work that could

be done to improve the existing interface system, and the ex-

periments conducted.

The current studies used a very small sample size, so in

the future we would like to conduct a study with larger sample

size.

The LEGO construction task was not ideal for the experi-

ment related to focus of attention. Also the experimental de-

sign and evaluation measures , so in the future we would like

to conduct a study with better task to perform, better experi-

ment design and better evaluation measures.
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Wewill also investigate the possibility of providing eye track-

ing information i.e. focus of attention as an annotation tool

for remote collaboration.

From the third prototypes, we found that use of eye track-

ing to share the focus of attention enhances copresence, and

colored overlay and simple emotion representation enhances

empathy between the local and remote users. In the future, we

would like to explore the level of copresence and empathy cre-

ated when presenting both focus of attention and emotional

states are merged in one interface. For example, the color

of the eye gaze marker could change according to the user’s

emotional state (see figure 6.1).

Figure 6.1: Idea concept image

We would also like to research where a person can tag spe-

cific areas around her with emotional tags by looking at those

areas and share it with other people has a great potential in

well-being of the society. This could be used by paralyzed

people who want to express their emotions but cannot, or by

autistic non-verbal kids as with this system they can tag their

surroundings according to the things they like and the things
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that annoy them and it can be shared with their parents or

concerned people.

We would also like to investigate the use of different cues

other than color to represent the focus of attention or emo-

tional state. For example, focus of attention with different

spatialized audio nodes assigned for specific emotional states.

We are also interested in developing a language of vibration

patterns for different emotional states, and using haptic feed-

back to represent the focus of attention along with emotional

states.

Lastly, the increase in the range and variety of wearable de-

vices, provides a scope for using them for sharing of emotional

states with verbal or non-verbal cues. We will try to redesign

our system such that we can use these new devices as well.In

the future we could use a mesh of wearable devices that on

combining the available sensory data from those devices, can

provide a platform to more accurately detect and share the

emotional states.
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A
Appendix A: Interview

Questions

A.1. Emotion sharing in context of sports

• Do you play any sport? What kind of Sport? Why?

• What makes you to feel to play this particular sport and

not others?

• With whom do you like to play this sport? Why?

• What are the emotions that comes in your mind when

you have to go and play your favorite sport? Why? Any

particular story?

• How do youmake yourself emotionally ready for the game?

• How do you share these emotions? Why?

163



• Imagine if your best friend or the person you likes to play

with the most, didn’t come. So How would you feel at

that time? Would you like to share those emotions to

him/her? How? Why?

• What would be your emotions after seeing strong oppo-

nents? Would you like to share these emotions? How?

• What sort of emotions you go through while playing the

sport? Why?

• How do you share your these feelings while playing? Why?

• How do you share your emotions after the game? Why?

• When you are not able to cross any level or hurdle, how

do you feel? Why? Do you share these feelings with your

friends too? Why? How would you like to share?

• What is your views on Emotions Sharing process while

playing sports? Why do you think so?
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sheet and consent form
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Figure B.1: Information sheet
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Figure B.2: Information sheet
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Figure B.3: Consent Form
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Pre-Task Questionnaire R( ) / L(    )   Dyad No. :  
 

Please fill out this questionnaire before you start performing any task. If you have any 

questions, please feel free to ask the person conducting the experiment. 

 

 

1. Which gender are you?   Male   Female 

 

2. How old are you?   

___________ Years 

 

3. How experienced are you with using computers? (Please Circle suitable) 

  

       1     2     3     4     5     6     7    
  Novice   Moderate     Expert 
 
 

4. How experienced are you with using video conferencing such as Skype or Google 

Hangout, or similar? (Please Circle suitable)  

 
  1     2     3     4     5     6     7    

              Novice   Moderate     Expert 
 

5. How often you assist someone with performing a real world task over video 

conferencing?  

o Never 

o Less than once a Month 

o Once a Month 

o 2-3 Times a Month 

o Once a Week 

o 2-3 Times a Week 

o Daily 

 



 

6. How often you ask someone to assist you with performing a real world task over video 

conferencing? 

o Never 

o Less than once a Month 

o Once a Month 

o 2-3 Times a Month 

o Once a Week 

o 2-3 Times a Week 

o Daily 

 

7. What kind of help do you ask for or give to your partner in video conferencing? 

  

 ________________________________________________________________________ 

 ________________________________________________________________________ 

 ________________________________________________________________________ 

 

8. Please describe any special activity that you helped with over a video conference, e.g. 

working on a project together or any task which might need special attention to it 

among the other things, etc. 

 

 ________________________________________________________________________ 

 ________________________________________________________________________

 ________________________________________________________________________ 

 

 

 

 

 

 

 



E.2. Per-Task Questionnaire forWorker (Lo-

cal User)
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Questionnaire (Local)   Condition:  -   Task: 
Below are statements about your experience. Please circle on a number to indicate your level of 

agreement or disagreement with each statement 

 

1. I enjoyed the experience. 

 

    1   2    3     4      5       6        7    
Strongly       Neutral      Strongly 
Disagree              Agree 

 

2. I felt connected with my partner. 

 

    1   2    3     4      5       6        7    
Strongly       Neutral      Strongly 
Disagree              Agree      

 

3. I was able to focus on the task activity (constructing structure) 

 

    1   2    3     4      5       6        7    
Strongly       Neutral      Strongly 
Disagree              Agree 

 

4. I felt that I was present with my partner on the same workspace while performing the task 

 

    1   2    3     4      5       6        7    
Strongly       Neutral      Strongly 
Disagree              Agree 

 

5.  I think that my partner was able to sense that I was present with him on the same 

workspace while performing the task 

 

    1   2    3     4      5       6        7    
Strongly       Neutral      Strongly 
Disagree              Agree  

 

P.T.O             Questionnaire Continues… 



6. I felt that I was able to express myself clearly to my partner 

 

    1   2    3     4      5       6        7    
Strongly       Neutral      Strongly 
Disagree              Agree 

 

7. I was able to understand what my partner was communicating to me 

 

    1   2    3     4      5       6        7    
Strongly       Neutral      Strongly 
Disagree              Agree     

 

8. I am confident that we completed the task correctly  

 

    1   2    3     4      5       6        7    
Strongly       Neutral      Strongly 
Disagree              Agree 

 

9. The information provided by my partner in this condition helped in easily performing 

the task 

 

    1   2    3     4      5       6        7    
Strongly       Neutral      Strongly 
Disagree              Agree 

 

10. My partner and I worked together well on the task 

 

    1   2    3     4      5       6        7    
Strongly       Neutral      Strongly 
Disagree              Agree 

 

11. My partner could tell when I needed assistance 

 

    1   2    3     4      5       6        7    
Strongly       Neutral      Strongly 
Disagree              Agree 

 

Questionnaire for this condition ends. 



E.3. Post-Task Questionnaire forWorker (Lo-

cal User)
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Questionnaire  (L)   After four conditions  

 
Please rank the condition according to your experience.  

 

A. No Pointer & No Eye Track 

B. Only Pointer 

C. Only Eye Tracker 

D. Eye Tracker & Pointer both 

 

 

 

1. Rank the conditions according to which condition was best at helping you to enjoy the task. 

  

BEST  SECOND BEST THIRD BEST WORST 
    

 

 

2. Rank the conditions according to which condition was best at making you feel connected 

with your partner. 

  

BEST  SECOND BEST THIRD BEST WORST 
    

 

 

3. Rank the conditions according to which condition was best at help you stay focused on 

assembling the model. 

  

BEST  SECOND BEST THIRD BEST WORST 
    

 



4. Rank the conditions according to which condition was best at making you feel that you were 

present with your partner at the same workspace while performing the task. 

    

BEST  SECOND BEST THIRD BEST WORST 
    

 

5. Rank the conditions according to which condition was best for your partner to tell when you 

needed assistance. 

      

BEST  SECOND BEST THIRD BEST WORST 
    

 

 

6. Rank the conditions according to which condition was best at helping you understand what 

your partner was communicating to you. 

    

BEST  SECOND BEST THIRD BEST WORST 
    

 

 

7. (Short Interview) 

You mostly choose (        ) condition as the best. Could you explain why? 

______________________________________________________________________________

______________________________________________________________________________

______________________________________________________________________________ 

______________________________________________________________________________ 

 

You mostly choose (        ) condition as the worst. Could you explain why? 

______________________________________________________________________________

______________________________________________________________________________

______________________________________________________________________________ 

______________________________________________________________________________ 



How do you think you could best improve the user interface to better support remote 

collaboration? 

______________________________________________________________________________

______________________________________________________________________________

______________________________________________________________________________ 

______________________________________________________________________________ 

 

What kind of applications you would like to use this system in? 

______________________________________________________________________________

______________________________________________________________________________

______________________________________________________________________________ 

 

 

How do you think the attention of a person affects the remote collaboration?  

______________________________________________________________________________

______________________________________________________________________________

______________________________________________________________________________ 

	  



E.4. Per-Task Questionnaire for Helper (Re-

mote User)
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6. How often you ask someone to assist you with performing a real world task over video 

conferencing? 

o Never 

o Less than once a Month 

o Once a Month 

o 2-3 Times a Month 

o Once a Week 

o 2-3 Times a Week 

o Daily 

 

7. What kind of help do you ask for or give to your partner in video conferencing? 

  

 ________________________________________________________________________ 

 ________________________________________________________________________ 

 ________________________________________________________________________ 

 

8. Please describe any special activity that you helped with over a video conference, e.g. 

working on a project together or any task which might need special attention to it 

among the other things, etc. 

 

 ________________________________________________________________________ 

 ________________________________________________________________________

 ________________________________________________________________________ 

 

 

 

 

 

 

 



Questionnaire (Remote)  Condition:  -   Task: 
 

Below are statements about your experience. Please circle on a number to indicate your level of 

agreement or disagreement with each statement 

 

1. I enjoyed the experience. 

 

   1   2    3     4      5       6        7    
Strongly       Neutral      Strongly 
Disagree              Agree 

 

2. I felt connected with my partner. 

 

   1   2    3     4      5       6        7    
Strongly       Neutral      Strongly 
Disagree              Agree 

 

3. I was able to focus on the task activity (constructing structure) 

 

   1   2    3     4      5       6        7    
Strongly       Neutral      Strongly 
Disagree              Agree 
 

4. I felt that I was present with my partner on the same workspace while performing the task 

 

   1   2    3     4      5       6        7    
Strongly       Neutral      Strongly 
Disagree              Agree 
 

5.  I think that my partner was able to sense that I was present with him on the same 

workspace while performing the task 

 

   1   2    3     4      5       6        7    
Strongly       Neutral      Strongly 
Disagree              Agree 

 
 

P.T.O             Questionnaire Continues… 



E.5. Post-Task Questionnaire for Helper (Re-

mote User)
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Questionnaire  (R)   After four conditions   
 

 

Please rank the condition according to your experience.  

 

A. No Pointer & No Eye Track 

B. Only Pointer 

C. Only Eye Tracker 

D. Eye Tracker & Pointer both 

 

 

1. Rank the conditions according to which condition was best at helping you to enjoy the task. 

  

BEST  SECOND BEST THIRD BEST WORST 
    

 

 

2. Rank the conditions according to which condition was best at making you feel connected 

with your partner. 

  

BEST  SECOND BEST THIRD BEST WORST 
    

 

 

3. Rank the conditions according to which condition was best at help you stay focused on 

assembling the model. 

  

BEST  SECOND BEST THIRD BEST WORST 
    

 



4. Rank the conditions according to which condition was best at making you feel that you were 

present with your partner at the same workspace while performing the task. 

    

BEST  SECOND BEST THIRD BEST WORST 
    

 

5. Rank the conditions according to which condition was best for you to tell that your partner 

needed assistance.  

      

BEST  SECOND BEST THIRD BEST WORST 
    

 

 

6. Rank the conditions according to which condition was best at helping you understand what 

your partner was communicating to you. 

    

BEST  SECOND BEST THIRD BEST WORST 
    

 

 

7. (Short Interview) 

You mostly choose (        ) condition as the best. Could you explain why? 

______________________________________________________________________________

______________________________________________________________________________

______________________________________________________________________________ 

______________________________________________________________________________ 

 

You mostly choose (        ) condition as the worst. Could you explain why? 

______________________________________________________________________________

______________________________________________________________________________

______________________________________________________________________________ 

______________________________________________________________________________ 



 

How do you think you could best improve the user interface to better support remote 

collaboration? 

______________________________________________________________________________

______________________________________________________________________________

______________________________________________________________________________ 

______________________________________________________________________________ 

 

What kind of applications you would like to use this system in? 

______________________________________________________________________________

______________________________________________________________________________

______________________________________________________________________________ 

 

 

How do you think the attention of a person affects the remote collaboration?  

______________________________________________________________________________

______________________________________________________________________________

______________________________________________________________________________ 
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