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ERRATA AND COI1NENTS 

- pp 12,13 equations (2.19) ,(2.21).and (2.23) replace K(y) by Ki(y) 

p16 line 8, section 2.2.1 should read section 2.2.2. 

p17 line 3, should read (exp(-y')) 

p25 after line 8 add (However, see section 4.1.2) 

p25 equation (2.37) replace I( ) by - I( 

p33 denominator of equation (2.60) should read f(y) 

p36 line 15, equation (2.75) should read equation (2.73) 

- p37 after line 1 add" which, when multiplied by the appropriate pair 
of inverse matrix quantities, yields 

(I + KTS-1KS )~IKT = KT(I + S -I KS KT)-I 
e x e x 

p37 after equation (2.77) insert: (This equation is usually attributed to 
strand, O.N., and ~lestwater, E.R., (1968) SIAM J., Numer. Anal.,~, 287) 

p37 line 22, first term should read (~KTS -IK_I) 
e 

p38 add to line 11 the. phrase (see matrix inversion lemma, Appendix B). 

p38 equation (2.73) last term should read -Kx 

p40 equation (2.82) second line, the K's in parentheses should be lower 
case . 

• ~ p40 between lines 19 and 20 insert "K = (kl, ••. , k ) T" 
- -n 

p41 line 2, after the word" introduc;ed" insert (i.e. each channel) 

p51 line 17, after "filter". add "(i.e.~,~,~ filter)" 

p52 equation (2.91) replace Sx by Sx .. and delete the sum over i and j. 
1J 

p53 line, after "n", add (the reference wavenwnber) 

p69 equation (2.144) replace the "=" sign on the right hand side by "+" 

p71 line 4, 6y. should read 6y. 
1 J 

p72 line 20, replace the sentence beginning on this line by: 
averaging kernel A. (z) the value c. for which the spread 
defined by equatioA (2.156) is a mInimum is given by; 

p74 line 28, equation (2.145) should read equation (2.77). 

p75 line 16, equation (2.162) should read equation (2.163) 

"For any 
s about 

c. 
1 

p86 August profiles are included in order to improve the sample size 

p231 in equations B7, B8 and BIO replace Se by Se-I,in eqations B12, 
LHS, replace S by S -I 

e e 

p232 last sentence should read: "If B. 7 is multiplied by KTS -I and B8 is 
e 

applied, the following result occurs." 

p284 The journal reference for RODGERS C.D., 1970 is incorrect, it should 
read Quart J.R. Net. Soc 96, 654. 

p285 before line 1 add the reference RODGERS, C.D. 1976b Retrieval of 
A tmospheric Temperature and composition from Remote ~leasurements of 
Thermal Radiation. Rev. Geophys. Sp Phys, !!. 609. 
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ABSTRACT 

This work describes the problem of retrieval of temperature 

profiles from Nimbus 4 Selective Chopper Radiometer (SCR) measurements 

of emission from the l5~m CO
2 

absorption band. 

Vertical resolution diagnostics are discussed for : (a) an 

optimum retrieval estimator which uses a priori statistical informa­

tion (the maximum likelihood or maximum a posteriori estimator), and 

(b) a Backus Gilbert estimator which uses essentially no a priori in­

formation. Confidence regions are calculated for the optimum retrieval 

estimator. 

At stratospheric heights, and for Nimbus 4 SCR data, the resolv­

ing power of the optimum estimator is poorer than that of the satellite 

observations and is sensitive to the size of the measurement noise, and the 

choice of first guess profile. The retrieval from the optimum estimator 

is unstable when detecting vertical wave-like disturbances on temper­

ature profiles. 

It is suggested that retrieval estimators using a priori statis­

tical information should not be used when trying to detect vertical 

wave-like structure in the atmosphere. 
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CHAPTER 1 

INTRODUCTION 

In 1959 Kaplan (1959) suggested that the vertical temperature 

stl'ucture of the atmosphere might be determined by utilizing emission 

from the atmosphere's rotation vibration band of C02 centred at 15~m. 

The subject of this thesis is the analysis of the vertical resolution 

in temperature profiles retrieved from radiances measured by the 

Selective Chopper Radiometers mounted on the Nimbus 4 satellite 

(figure 1). 

The motivation for this project was the hope that temperature 

retrievals from radiance data would have better vertical resolution 

than the simple observations. These retrievals might then be used to 

measure any vertical wave-like disturbances found in the radiance ob­

servations. Remarks made by Conrath (1972, 1977) and a report by 

Rodgers (1976a) suggest that retrieved temperature profiles derived 

with estimators which use statistical a priori information have con­

siderably better resolution than the satellite observations. These 

authors also suggest that the resolution of this type of estimator is 

better than that of estimators which use essentially no a priori in­

formation. Estimators of the first type (which use a priori statis­

tical data) have been used to study vertical temperature structure by 

Barnett (1974) , Harwood (1975), Hartman (1976), McGregor and Chapman 

(1978a), Crane (1978), McGregor and Chapman (1978b) and Molnar (1979). 

However, Barnett (1980) notes " ... it is never clear whether medium 

scale features on the borderline of the vertical resolution are present 

in the measurements or are artefacts of the retrieval process, or ori­

ginate from other information used by it, such as atmospheric statistics". 

This thesis attempts to address some aspects of the questions raised 

by Barnett in the above quotation. 
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FIGURE 1 rrhe Nimbus 4 Spacecraft and the Selective 

Chopper Radiometers (from The Nimbus IV 

Users Guide) 
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In Chapter 2 the retrieval problem is discussed and an optimum 

retrieval estimator, which .uses a priori statistical data (of Rodgers 

(1970)) presented. Intrinsic vertical resolution diagnostics are der­

ived for this estimator, and the theoretical background for determining 

the retrieval's confidence regions given. The principles of empirical 

orthogonal function representations of the retrievals are discussed. 

Chapter 3 introduces the a priori statistical data, and reports 

results of calculations which specify the intrinsic vertical resolving 

power of the optimum estimator; and of the estimator which does not 

"use" a priori information. 

A retrieval simulation study (for the Nimbus 4 SCR data), to 

substantiate the conclusions of Chapter 3, is presented in Chapter 4. 

Additionally an overall measure of the information content of the sat­

ellite observations is calculated. 

Chapter 5 indicates the overall conclusions for this work. 



4 

CHAPTER 2 

THE RETRIEVAL PROBLEM 

The retrieval problem, as it relates to retrieval of atmospheric 

temperatures from satellite radiance data is a special case of the 

general physical problem of "inference of some parameter or parameters, 

given a set of experimental data". 

2.1 INTRODUCTION 

Initially it is useful to consider the retrieval or inverse 

problem in a general way in order that the several aspects of the 

"solution" process may be outlined. To this end, the problem may be 

considered as consisting of four contiguous sub problems, as suggested 

by Jackson (1978). Sabatier (1978) divides the inverse problem into 

seven sub problems; however, each of the questions raised by that 

categorisation will be considered in the four part categorisation given 

here. 

(1) The Specification Problem 

For any given set of experimental data a mathematical model of 

the measurement process must be devised. A suitable equation for the 

general form of this model is : 

y = f(x) + e 

where y is a set of experimental data, 

x is a set of unknown parameters, 

(2.1) 

f is some mathematical operator which maps the parameters x 

into the observations y, and 

e incorporates the effects of all unmodelled parameters. 

The operator f maps the model parameter space into the observation 

(or data) space. If it can be shown that e, the contributions to the 
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measurements from all parameters (or processes) not explicitly modelled 

by f affects the measurements in a random way , _then e may be considered 

to be a set of random variables termed the observation (or data) "errors". 

Under these circumstances equation (2.1) is a suitable model for the 

measurement process. 

This aspect of the problem is termed the "specification" or 

"construction" problem and involves a definition of the operator f, 

and a statement indicating the allowed values of the parameters x, 

together with some statistical statement about the data errors e. 

(2) The Direct Problem 

It is necessary to provide some method for evaluating the operation 

of the operator f which maps the parameters x into the data space. 

This aspect of the retrieval problem is called the direct problem. 

It is essential that f be accurately known (Sabatier (1978)). 

(3) The Mathematical Problem 

For any given set of data, y, equation (2.1) must be solved in 

a mathematical sense in order to determine the unknown parameters x. 

Formally, this process is specified by the equation 

h(y) (2.2) 

where x is the estimate of the unknown parameters x, and it is assumed 

that 

h is some well defined mathematical operator. 

h maps the data space into the parameter space and therefore', in some 

sense, is the inverse of the operator f. There are three possible 

procedures that may be applied in the problem of determining the inverse 

operator h. 

(i) One method is to look for an exact solution to the 

inverse problem, whereby an operator h is found such 

that 

f (h(y)) y (2.3) 
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for all possible data y, and 

h(f(x))=x (2.4) 

for all parameters x; defining the uniqueness 

of the solution estimate x of equation (2.2). 

(ii) Another method is to find an optimum estimate 

for x, say xop' Then xop will be the estimate 

which minimises some loss function L(x), where 

L(x) is a function of the operator f, the data, 

y, the solution estimate xop and the observation 

errors e. For a definition of the loss function 

see Deutsch (1965, pg 12). In some areas the 

term "objective function" is used in place of 

loss function. 

(iii) A final method would be to find a complete set 

of solutions, x, given some criterion, for 

example 

(2. 5) 

where La is the maximum value of some allowable 

loss function. The value of La would be set in 

such a way that f (x) would be in good agreement with 

the data. 

The estimate of x generated by the operator h, that 
A 

is, x, must be 

consistent with any physical constraints prescribed in the specific-

ation of the measurement problem (ie 1, above). Accordingly errors 

and ambiguities in the estimate x due to the operator (or estimator) 

h must be examined if the problem is to be solved completely. 

(4) Test of Solution Estimates 

Finally the estimator h must be tested for some known sets of 

parameters x in order to physically interpret an estimate x for some 

unknown parameter set x. An aspect of this testing might also involve 
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finding some estimate of the accuracy of the original mathematical model 

as.specified in equation (2.1). 

Summary 

Schematicaly the inversion problem is portrayed by Figure 2 below: 

f 
parameter space ... I 

---I measurement 
for x ! 

(data) space ,...., 
~ 

h I 

FIGURE 2 The Retrieval Problem 

The problem of inverting the data is reduced to finding a suitable 

operator h, called an estimator, which satisfies all mathematical and 

physical constraints associated with the particular inversion problem, 

and will construct some "best" if not unique estimate x of the actual 

parameter(s) x. 

To this end questions directly relevant to the inversion process 

for satellite radiance data, ie problems 1 through 3 above will be 

considered in the following sections. 

2.2 THE SPECIFICATION PROBLEM 

Henceforth, the term "inverse (or retrieval) problem" will refer 

to the specific problem of interest in this thesis, that is, the retri-

eval of atmospheric temperature profiles from satellite radiance measure-

ments of emission from the CO
2 

absorption band centred at 15~m in 

the infra-red. The data set for any particular retrieval is a set 

of measurements of thermal radiation emitted by the atmosphere and 

some boundary, for example the Earth's surface or a cloud layer. 



8 

The specification problem may be stated as : the problem of modelling 

the radiative-transfer of the thermal radiation in the Earth's atmos-

phere, together with its measurement by the orbiting satellite. 

2.2.1 General Considerations 

Consider an idealised atmosphere which is horizontally strati-

fied, is free of scattering agents, and is in local thermodynamic 

equilibrium. The equation of radiative transfer for this atmosphere 

is : 

dI(V,¢) {-I(V,¢) + B(V,T(u)]} k(v,u)p(u)du (2.6) 

where I is the radiance 

¢ is the elevation of the pencil of radiation 

u is the geometric path of the pencil of radiation 

k is the mass absorption coefficient of the absorber 

;P is the density of the absorbing gas 

\! is the spectral frequency 

T is the temperature (Kelvin scale) and 

B is the Planck Black Body radiance 

(see Fritz et al, (1972)). The assumptions imply that 

(i) the temperatures are uniform over the horizontal 

field and 

(ii) there are no clouds or other scattering agents in 

the field. 

Using the hydrostatic equation, dp == -gpdz, the variable "u" can be 

transformed to pressure (see Figure 3), 

pdu 
-q 

sec8 dp 
g 

(2.7) 

where 8 is the angle between the path of the beam of radiation 

and the local vertical, 

p is the atmospheric pressure at some altitude, 

q is the mass fraction of the absorbing gas, and 

g is the acceleration of gravity. 



9 

The geometry of the model is in Figure 3 

z 

FIGURE 3 Model Geometry 

substituting (2.7) into equation (2.6) yields 

dI(V,8) := {I(v,8) - B[V,T(p)]}k(V,p) sec8dp ••• (2.8) 
g 

If the surface of the lower is black, the solution to this 

equation is : 

k (v,p' )q(p') seC8dPJ 
Po 

+ ! I B [v, T (p) ] exp [ 

P 
1 ((' , 

! k v,p ) q (p ) sec8 
g I 

a 
dp' ] 

o 

x k(v,p)~(p)sec8 .. , (2.9) 

(Chandrasekhar (1950)). The o refers to the lower boundary. 

Equation (2.9) indicates that the radiance observed above the 

atmosphere has two sources ; 

(i) that arising from the and attenuated by 

the atmosphere (the first term on the right 

hand side of (2.9) ), and 

(ii)that arising from the itself (and 
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attenuated by the atmosphere above its source) 

Equation (2.9) can be simplified by introducing the defining equation 

for the fractional transmittance r(v,p,8) between level p and the 

top of the atmosphere : 

p 

'"[(v,p,El) == exp [- ~f k(v,p')q(p')sec8 

o 
... (2.10) 

On substituting equation (2.10) into equation (2.9) the result is 

I(v,8) .•• (2.11) 

Therefore! if the stated assumptions for equations (2.6) and (2.9), of 

(i) a stratified atmosphere! 

(ii) local equilibrium, 

(iii) a black lower boundary, and 

(iv) no scattering 

are appropriate, then the radiance at the top of the atmosphere depends 

only upon the temperature variation of the absorber with altitude; 

given that the atmospheric transmittance is known for the 

absorber (which must be uniformly mixed with altitude), and El is con-

stant. Assumption (iii) above used in solving equation (2.8) merely 

that the lower boundary is at ground level and has an emiss-

ivity to unity. This assumption will most probably not be true 

if the lower boundary is a land surface as opposed to a sea surface! 

where the assumption is correct (see Houghton and Taylor 

(1973) ) . 

2.2.2 Instrumental Considerations 

The measurement characteristics of the satellite radiometer 

must be incorporated into the solution of the radiative transfer 

, ie equation (2.11). For then the relationship between the 

actual radiance from the 15~m absorption band reaching the top of the 

atmosphere, and the satellite radiometer measurements may be deter-

mined. 
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If the satellite radiometers measure radiation from a narrow 

cone in the local.vertical, sec8 varies only slightly over the field 

of view of each radiometer. Consequently the value of sec8 at the 

centre of the field may be used to represent the entire field. For 

nadir observations sec8 1. 

The radiance at the top of the atmosphere at a particular spec-

tral wavelength is given by equation (2.11). However, for any real-

istic instrument, the finite width of the spectral interval being 

observed requires an appropriate integration over the wavelength 

response of the instrument. For the Selective Chopper (filter type) 

Radiometers (henceforth, SCR's) the measured radiance for the ith 

filter is just 

00 

==U B[V,'l'.cpo)] T(v,po,O)fi(v)dv 
o 

OOfT (v,po,O) ACO f B[V,'l'(P)]fi(V)dT(V,P,O)dV] fi(v)dv 

010 

where f, (v) is the frequency dependent part of the optical 
1 

transmission characterising the response of the 

,th d' h 1 1 ra lometer c anne . 

(2.12) 

The Nimbus 4 (and5) SCR's are really a cluster of radiometers, 

each member of the cluster measuring the radiance from the 15~m band 

over a different wavenumber interval. Each of the radiometers which 

make up the SCR will be considered to be a "channel" of the SCR. In 

the work that follows the term channel, when used, should be regarded 

as being synonymous to the term radiometer. 

If the spectral interval over which fi(V) is non zero is small, 

then the Black Body function B~,T(plJ varies little and is nearly 

linear in the interval (Elsasser (1938)). Hence B[V,T(p)] may be 

factored out of the v integral for a suitably chosen mean frequency 
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Vi' Further if the height variable, pressure p is transformed to the 

variable y where 

y == - In(p) 

then (2.12) may be written 

where 

and 

f
-lnp~ d, -

- B[v.,T(Y)]-d (v.,y,O)dy 
1 y 1 

00 

,(V.,p,O) 
1 

d, -
-d (v. ,y,O) 

y 1 

00 

f ,(V,P,O)fi(V)dV 
o 

d, -
K. - -d (v. ,y,O) 

1 y 1 

· .. (2.13) 

· .. (2.14) 

... (2.15) 

· .. (2.16) 

•.. (2.17) 

where is called the "weighting function II for the i th channel of the 

SCR. The equtvalent square bandwidth for the 

defined by the equation 

00 

6v. = I f. (v)dv 
1 1 

o 

channel, 6v. is 
1 

· .. (2.18) 

If the radiometer (of the SCR) has an entrance apature A.(m2), an ang-
1 

ular field of view n(sr), and if all other frequency independent con-

stants combine to form the single constant ai' then the quantity 

recorded by the ith radiometer will be 1"(V.,O) where 
1 

F'(V.,O) 
1 

A.fLa.(6v.){B[V1."T(p )lr(v., ,0) 
111 1 0 1 

-lnp 

-f B[~i'T(Y)JK(Y)dY} 
00 

or equivalently F(Vi,O) p,.n.a.(6v.)I(V,0) 
11.1 1 i 

•.. (2.19) 

(2.20) 
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if no measurement error is included. 

The response of the satellite borne SCR channels will depend upon 

the radiance from the atmosphere within the field of view. There will 

of course be noise contamination in the radiometer measurements. 

From the above details, and for the given assumptions the mathematical 

equation describing the measurement process is 

l(V.,O) 
1. 

F(V.,O) 
1. B[ V . , T (p )] T (v. , p ,0) 

1. 0 1. 0 

-lnp 

- f B[V:,T(Y)]K(Y)dY 
00 

where i = 1,2, ... ,n (2.21) 

iated r.u. The random error contamination in the satellite measure-

ments is specified. in the following way 

where 

l(V.,O) 
1. 

E. 
1. 

i = 1,2, ... ,n ... (2.22) 

I
T

(V
i

,O) is the "true" radiance in the given frequency 

E. 
1. 

window, if the atmosphere obeys the model 

specification of equation (3.9), and 

is the random measurement error, introduced 

into the observation (of the model atmos-

phere) by the measurement process, equation 

(2. 20) 

Equation (2.21) may be written, on including equation (2.22), thus 

-lo:g 

f B[Voi,T(Y)]K(Y)dY 1(\).,0) 
1. 

B[\!. ,T(p )] T(V ,p ,0) 
1. 0 i 0 

00 

i 1,2, ... ,n 

+ e. 
1. 

where l(V.,O) is to be interpreted as a real physical measure-
1. 

ment, and 

e. is some (assumed) random "error" which includes 
l. 

the random error introduced by taking the measure-

Sf:E [RI!..""~' 

(2.23) 



ment, E., plus the contribution from all unmodel-
1 

led proscesses(in equation 2.6). 
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Equation (2.23) is equivalent in form to equation (2.1), apart 

from an additional constant on the right hand side (of equation (2.23». 

All that remains in order to solve the specification problem completely, 

is to give a description of the error statistics and the domain of 

B[V.,T(y)J. 
1 

It will be assumed that the "measurement" errors ei for each 

radiometer channel are independent random variables with mean values 

equal to zero and Gaussian statistics. since the statistics are assumed 

Gaussian a probability density function (pdf) may be simply written 

for the errors e., i ~ 1,2, ... ,n (which will be thought of as forming 
1 

an (n x 1) dimensional vector e). The covariance of e is just Se; 

(2.24) 

and 

pee) (2.25) 

where Iselis the determinant of Se and 

pee) is the probability of ~ 

As regards the domain of B[Vi,T(YlJ, clearly T(y) cannot be 

negative. Perhaps the domain of B[V.,T(y)] could be constrained more 
1 

tightly by only permitting T(y) to lie within the envelope of largest 

known deviations from some accepted model atmosphere temperature pro-

file, for example, the us Standard Atmosphere 1976. 

2.2.3 Summary Remarks 

It is important to note that the step from equation (2.22) to 

equation (2.23) is not trivial. Equation (2.22) is the radiance that 

would be measured by a radiometer looking at the model atmosphere 

described by equation (2.6), whereas equation (2.23) is the radiance 

measured by a radiometer looking at the real atmosphere. Therefore 

justification of the assumptions relating to the values of ei (in 

equation (2.23)) is important. 
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Bishof and Bolin (1966) and Georgii and Jost (1969) suggest 

that C02 is uniformly mixed with height to approximately 90 km. 

Houghton (1969) claims that C02 is in local thermodynamic equilibrium 

up to the same height. Accordingly, in the real atmosphere it will 

be assumed that up to at least 60 km the absorber C02 is uniformly 

mixed, and is in local thermodynamic equilibrium. 

On the problem of the emissivity of the lower boundary, Kornfield 

and Susskind (1977) quoting from Kondrat'yev (1969), Buettner and Kern 

(1965), and Hovis (1966) indicate that the land's surface emissivity 

may differ appreciably from unity. However Houghton and Taylor (1973) 

indicate that the emissivity of a sea surface lower boundary is,to 

a good approximation, unity. Konfield and Susskind (1977) have studied 

the bias that would be introduced by always using a unit emissivity 

for the lower boundary in the retrieval problem. They find that 

the temperature bias will be greatest at the surface, but decreases 

with altitude. Assuming the ground's emissivity is unity over a sea 

surface is a good approximation, but for retrievals over a land sur-

face unit emissivity will introduce errors at worst as large as 

3CD into the retrieved ground and lower atmosphere temperatures 

(ie those heights for which the corresponding sounder channel's ground 

transmittences, T(V.,p ,0) are non zero). 
1 0 

Problems arising from not allowing scattering agents (eg clouds) 

in the model atmosphere of equation (2.6) will result in a measured 

radiance which is always less than the radiance for the "true" cloud-

less atmosphere (Barnett et al (1975). The unmodelled "error" due 

to clouds may be random but will not have a mean of zero. Barnett 

et al (1975) have suggested a data declouding process. This procedure 

is designed to detect sudden falls in signal due to clouds, and to 

interpolate over the low signal regions, thus constructing an envelope 

curve which is called the "declouded" signal. This procedure has been 

applied to all radiance data to be used for temperature retrievals. 



srI: !:Rlti.lrA: 16 

The problem of scattering agents in the real atmosphere will be greatly 

reduced through the "declouding" of the satellite measured data. How-

ever should cloud problems remain, it is to be expected that these 

problems will only affect those channels which sound the troposphere 

and therefore should not introduce large errors into retrieved temper-

ature profiles for the stratosphere. 

The questions involved with the instrumental assumptions intro-

duced in Section 2.2.1 will have little effect on the measured radiances. 

These effects will however be considered in Section 2.3. 

Therefore in conclusion, the assumptions involved in equation 

(2.23) are reasonable. It may be expected that the "errors" introduced 

.. into the radiance data by the·measuring and declouding processes 

and arising from unmodelled atmospheric processes will be small for 

soundings over the sea surface. For soundings over the land surface, 

an effective emissivity should be included in the ground term (first 

term on the right hand side of equation (2.23)) of equation (2.23). 

2.3 THE DIRECT PROBLEM 

As stated in section 2.1, for the retrieval problem to be solv-

able a method must be provided for evaluating the operation of the 

operator f which maps the parameters x into the data space (equation 

2.1)). From Section 2.2 the function f of equation (2.1) is identified 

as the weighting function of equation (2.23). 

2.3.1 Theoretical Considerations 

The weighting function K. (y) (of equation (2.23)) is the gradient 
1 

of the mean transmittance ~(v.,y,O), hence 
1 

where 
T(V.,y,o) 

1 

f K.(y) =dT(vi,y,O) 
1 dy 

y [- ~l k(v,y')q(y')sec0 dY']fi(V)dV 

(2.26) 

(2.27) 
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and k(v,y') is the mass absorption coefficient (of the 

absorbing gas) at frequency V and pressure 

For a singleaollisionbroadened spectral line of strength s 

centred at frequency v O' the absorption coefficient k(v,p) for a path 

at pressure p is given by the ralation 

k(v,p) = syaprr- 1 
(2.28) -----------------

(v-Va) L + Yo 2pL 

where y is the line width at 1 atrn pressure (Houghton and Smith a 
(1970)). If the optical characteristics of the radiometer(s), detailed 

spectral information regarding line position, intensities, widths and 

shapes for the emmiting gas C02 are known, then numerical integration 

over frequency in equation (2.27) may be performed and Ki(y) found. 

Unfortunately since there are uncertainties in the widths, positions, 

intensities, shapes of spectral lines and filter profiles, the calcu-

lated weighting function~ (using ~equations (2.26) and (2.27)) are not 

sufficiently accurate for good temperature retrievals (Barnett et al 

(1972)). An empirical correction method for the calculated transmissions 

is needed. 

The procedure used to determine the "actual" weighting functions 

is as follows 

(a) Use the actual satellite radiometer (s) to measure 

the transmission through a synthetic atmosphere at 

at varying gas pressures (see Abel (1966) and Barnett 

et al (1972)) 

(b) Use equation (2.27) to calculate the theoretical 

transmissions of the gases of the synthetic atmos-

phere under the laboratory conditions 

(c) From the differences between the results of (a) and 

(b) above determine an empirical correction factor 

to be applied to the theoretical calculations. 



(d) Apply the correction factor to the theoretical 

calculations of the radiometer transmission 

functions under atmospheric conditions. 

A good estimate of the function Ki(y) may be determined. 
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The absorption coefficient k(v,p) varies rapidly with frequency 

therefore different frequencies possess weighting functions peaking at 

different altitudes. If a set of n frequency intervals is chosen such 

that the corresponding weighting.functions each peak at different heights, 

then remote sensing over a range of altitudes is possible. Radiation 

from the wings of the absorption band will originate near the lower 

boundary (since k(v,p)is small at these frequencies) whereas radiation 

from the centre of the absorption band will originate near the top of 

the atmosphere (k(v,p) is large at these frequencies). 

2.3.2 : Principles of Selective Absorption 

The infra-red emission from the v2 band of COz at l5~m contains 

many lines with widths varying from 0.1 cm-1 to 0.001 cm- 1 for the 

range of atmospheric pressures involved. The resolution of conventional 

satellite radiometers is such that they are unable to resolve details of 

the structure near the line centres (ie the spectral regions where the 

absorption is high) corresponding to soundings of high altitudes. 

In order to construct a radiometer which would have sufficient resolu­

tion to measure the structure of the line centres Smith and Pidgeon 

(1964) suggested that a cell of C02 (at some pressure) be used to filter 

the incoming radiation. This enables radiation to be selected from 

regions where the absorption coefficient has a given value in the vicin­

ity of many lines in the band (see Peckham et al (1967)). This type 

of radiometer has high spectral resolution (of the order of 0.1 cm- I ) 

and reasonably good energy grasp since radiation is collected from 

many lines. 

Peckham et al (1967) shows that for heights below approximately 

30 km, a single selective absorbing cell of C02 is appropriate as a 
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filter. Between 30 km and 50 km, selective chopping between two such 

cells is required. To exclude radiation-not near the frequency of int­

erest, ~ interference fil ters,are used. A number of spectral channels 

can be obtained by constructing a set of separate filter radiometers. 

Additional details on selective absorption, the selective chopper 

radiometer, choice of spectral intervals, the interference filters, 

optical system and calibration technique for the Nimbus 4 SCR are given 

in Abel et al (1970), Abel et al (1972) and Houghton and Smith (1970). 

2.3.3 : The Nimbus 4 Weighting Functions 

The Oxford University Selective Chopper Radiometer on board 

Nimbus 4 consists of six independent filter radiometers. The lower 

four channels utilize absorbing paths of C02 in order that these chan­

nels will not be sensitive to radiation originating near the centres 

of the absorption lines. The upper two channels are obtained by opt­

ically chopping the incoming radiation between two cells; one contain­

ing C02' the other being empty (channel A) or containing C02 at low 

pressure (channel B). 

The satellite weighting function curves used for this work are 

those given by Barnett et al (1972) and are illustrated in Figure 4 

In the calculations of these curves Barnett et al (1972) assumed : 

(i) that the humidity is everywhere 70% in the 

troposphere, and 

(ii) that the ozone amount is fixed. 

In the absence of analytic functions for the weighting function 

curves of Figure 4, the function values were digitized from a suitable 

photographic reproduction of the curves. Following this, analytic 

equations for the weighting function curves were generated from the 

digitized data by a non linear gradient expansion least squares function 

fi tting program. The precision of the generated equations is equal to 

the error in the digitization, that is, ±0.001 units on the abcissa 

scale of Figure 4,. 
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FIGURE 4 The Nimbus 4 SCR Weighting Functions 

(from Barnett et al (1972)) 
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TABLE 1 Nimbus 4 SCR Channel Details 

C02 cell 
,.--"'--.. 

Channel Number of Path Pressure Filter Equivalent Square Noise Equivalent Integration 
Designation Absorbing Cells Length (cm) (atm) Centre Bandwidth After Selective Temperature liTN Time Required 

(cm -1) Absorption or Selective For 1s Measurement For ~TN-1K 
Chopping (cm- 1 ) (Note 1) (K) 

r r 

A 2 ii {~.05 668 1.35 7.1 50 

B 2 {i fO.05 
LO.20 

668 1.3 3.5 12 

C 1 7 0.03 668 3.9 1.5 2.3 

D 1 7 .0..20 673 3.2 0.71 0.5 

E 1 7 0.60 695 3.2 0.38 0.15 

F 1 7 1.0 728 5 0.52 0.27 

NOTE 1 Defined so that the r.m.s noise at the output is equivalent to the change in 

signal from a black body near 250K if its temperature changed by liTNK 
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The analytic fitting equations are presented in Appendix A. 

Details of the Nimbus 4 SCR channels aregivenin·Table 1 (from 

Abel et al (1970). 

2.4 THE MATHEMATICAL PROBLEM 

For a given set of declouded radiance observations, equation 

(2.23) must be solved in the "mathematical sense" so that the operator 

h of equation (2.2) can be found and the unknown function B[Vi,T(Yl ] 

determi ned. 

Equation (2.23) is non linear and cannot be solved analytically. 

The equation must be linearized. In Section 2.4.1 consideration is 

given to the problems of linearizing (and discretizing) equation (2.23). 

As noted in Section 2.1(3) there are three approaches available 

when solving the inversion problem, equation (2.23). However, it can 

be shown that in all problems involving overlapping weighting functions 

the "exact" method of equation (2.4) is highly sensitive to observation 

noise owing to the ill-conditioned nature of equation (2.23). In fact, 

the "exact" solution's sensitivity to data noise is unacceptably large 

(Rodgers (1976b)). For completeness, the nature of the ill-conditioning 

of equations like equation (2.23) is considered in S:ection 2.4.2. 

Rodgers (1976b) states : 

"there is clearly no logical reason for us to try 

to find an exact solution. We can only reason-

ably require that the solution be within the 

experimental error of the measurements." 

To determine the form of operator h in equation (2.2), for use 

in inverting equation (2.23), it is necessary to consider a number of 

intrinsic problems which arise owing to the nature of the satellite 

weighting functions and measurement errors (in equation (2.23)). There 

will be an infinite manifold of solutions which satisfy equation (2.23). 

No unique solution may be found for B[V. ,T(y)] for the following reasons: 
1 



(i) There is noise in the radiometer measurements 

and therefore a non uniqueness in the original 

observations. 

(ii) The problem is ill-conditioned since there are 

components of the atmospheric temperature profile 

which maNe no contribution to the quantities 

measured by the radiometers. 

(iii) The weighting functions overlap, thus implying 

a lack of vertical independence for the set 

of observations~ 
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(Reasons (ii) and (iii) above are not entirely independent since the 

two effects are interconnected). Four problems must be considered 

in determining an "inversion operator" for equation (2.23): 

(i) the inversion of the integral equation of radia­

ture transfer (equation (2.23)). 

(ii) as (i) above is an ill-conditioned problem, no 

mathematically unique solution (as indicated 

above) can be found. A meteorologically "best" 

or most likely solution must be found. 

(iii) the confidence regions for the estimated "best" 

solution must be determined, and finally 

(iv) the resolving power of the estimator must be 

established. 

These aspects of the inversion problem will be considered in Sections 

2.4.3 tlrrough 2.4.7. Finally, a convenient and concise method for 

representing the retrieved temperature profiles will be considered 

in Section 2.4.8. 

2.4.1 Linearization of the Specification Equation 

Consider the specification equation (that is, equation (2.23)). 



I (v., 0) 
1 

B[V.,T(p)] T(V.,f! ,0) 
1 0 '1 0 i

-lnpo 24 

- dT -
B[v.,T(Y)]~d -(v.,y,O)dy 

co 1 Y 1 

+ e. 
1 

i 1,2, ... ,n (2.23 ) 

If the v., i 
1 

1,2, ... ,n for each channel of the radiometer are not 

too dissimilar in magnitude then equation (2.23) may be linearized 

by selecting a suitable mean wavenumber V of the v .. 
1 

The resulting 

effects due to this method of linearization of equation (2.23) can 

be considered by expanding the black b09Y function in a Taylor series 

about the mean frequency v, thus: 

[ - dB [- -
E vi,T(y)] == B[V, 'r(y)] + dv v, 'r(y)] (Vi - v) + ... (2.29) . 

On substituting this equation into equation (2.23) 

-lnpo 

B [V.,T(p )] T(V.,p ,0)- {I B [v,T(y)] I (V. ,0) 
1 1 0 10' 

co 

-lnp 

+ f (Vi ~ v):~ [V,T(y)] :~ d Y} 

co 

+ e. 
1 

when neglecting all terms of order (V.-v)2 and higher. 
1 

dT d 
dy Y 

. .. (2.30) 

The third term on the right hand side of equation (2.30) 

may be regarded as a radiance "correction" term. Let T(y) = T(y) 

in this term (where T(y) is some mean atmospheric temperature pro-

file), the equation (2.30) may be written 

I(v.,O) 
1 

-lnp 

B [V., 'r(p )]dv.,p ,0) - {f B[V~T(Y)] 
1 0 1 0 

dT 
-dy 
dy 

i=l,2, ... ,n 

since all quantities in the correction term 

-lnp - - f dB 0_ -
(Vi-v) dv [v,T(y) J 

co 

dT d - Y 
dy 

co 

+ e. 
1 

. .. (2.31) 

... (2.32) 



are constants, it may be regarded as a channel (v.) dependent 
1 

-term which -can -be evaluated for each channel for a given function 

T(y). Rodgers (1970) indicates that this term (equation (2.32)) may 

be neglected for the SCR instruments. Therefore on linearization 

about the \) , 

. •• (2.33) 

For succinctness let 

B[T(y)] . .. (2.34) 

and the linearized form of equation (2.23) has 

-lnp 

f B[T~yt]Ki(Y)dY + e. 
1 

(2.35) 

Alternatively, equation (2.23) could be linearized by taking 

the Taylor expanison of B[V.,T(y)] about some mean profile T(y). 
1 

Neglecting all non-linear terms: 

and if 

ro 

then 

+ e. 
1 

••. (2.36) 

... (2.37) 
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K. (y) + e. 
1 1 

CD 

i 1,2, ... ,n (2.38) 

where equation (2.38) is an alternative linearized form of equation 

(2.23), and the 'weighting' functions are temperature dependent. 

The first term on the right hand side of equation (2.35) is 

a constant for each channel and given ground temperature T(p ). This 
o 

term does not contribute to the problem of inverting equation (2.35) 

in order to determine B[T(y)]. Formally it may be neglected in what 

follows since the term is incorporated as a "correction" term on the 

declouded measured radiances l(V.,O), i = 1,2, ... n. Therefore, let 
1 

l(V.,O) 
1 

-lnpo 

J B [T (y)] Ki (y) dy + e. 
1 

co 

i 1,2, ... ,n (2.39) 

The retrieval problem (equation (2.39) is more easily solved 

using the algebra of matrices rather than the algebra of Hilbert space. 

Accordingly, equation (2.39) is expressed in a discrete form through 

discretization of the continuous functions B[T(y)] and K. (y), and 
1 

replacement of the integral by a suitably weighted matrix mUltipli-

cation. Using matrix algebra, equation (2.39) may be written 

where 

Kx + e (2.40) 

Y is an (nxl) dimensional vector of the n measured 

radiances (l(V.,O)) for an observation, (NE, not 
1 

the scalar height variable,y of equation (2.39)) 

x is the (pxl) dimensional vector of the unknown 

profile B[T(y)] , to be estimated, 

K is an (nxp) dimensional matrix and 

e is the (nxl) dimensional vector of measurement 

errors. 



The elements of the matrix K are just 

where 

h 

i 

j 

K .. == hK. (jh) 
1J 1 

is the tabulation interval in the vertical 

refers to the 
.th 

weighting function, and 1 

refers to the .th 1 J leve of discretization ( jh 

is the altitude (internts of -In(p/p )), at 
o 

level j). 

... (2.41) 

The equation to be inverted by the inversion procedure is just equ-

ation (2.40) above. 

27 

Finally, it is convenient to define the true radiance y' that 

would be measured by a perfect SCR looking at the model atmosphere 

of equation (2.6): 

Y,' =: ~ (2.42) 

Equation (2.40) above is just a discrete, linearized form of 

equation (2.1). 

2.4.2 Nature of Ill-Conditioning in Specification Equation 

It has been stated that equation (2.40) is ill-conditioned 

(since this equation is just the linearized and discretized form 

of equation (2.23)) with the result that no unique solution for x may 

be found, given a set of radiance data Y,. This non-uniqueness may 

be demonstrated by the following argument (which follows Jackson 

(1978)). 

Given equation (2.40), assume that there exists an estimate 

X (of x) defined by some linear operation H (the estimator) on y, 

thus 

x == Hy ... (2.43) 

The estimator's residuals are: 

A 

X - X HKx - x + He 
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or 

x - x (HK - nx + He .(2.44) 

since y = y' + ~ as defined by equations (2.42) and (2.40). Further, 

assume that the "errors" in the estimate are random with zero mean 

and therefore are unbiased. The first term on the right hand side 

of equation (2.44) is zero. Equivalently, x is the "exact" solution 

of the inverse problem since x is llilique and the residuals, r 

r y Kx (2.45) 

must be equal to the random "measurement" errors e 

Hence : 

HKx ~, (2.46) 

so that equation (2.44) may be written 

x - x He (2.47) 

The probability density fllilction (henceforth pdf) for the data errors 

maps directly onto the pdf for the estimation errors. 

The pdf of a vector of random variables can be described in 

terms of a vector of means and a covariance matrix. If the vector 

of measurement errors e has zero mean (as assumed) and covariance 

matrix S , then the covariance matrix for the estimation errors is 
e 

just : 

cov(;; x) " T} x) (x - x) 

where E {.} is the expectation of {.}. Then 

since 

cov (.~ - x) 

S 
e 

T 
E{e e } 

(2 .48) 



50 if, 

5" x 
cov (x x) .•. (2.49) 

then 5" Ii 5 HT ... (2.50) 
x. e 

5" is the covariance matrlx for the estimator errors. 
x 

If the data errors are Gaussian the pdf for the data errors 

is 

where 15 I 
e 

nl I -~ T -1 (2IT 5 ) exp(-!:ie S e) 
e - e-

is the determinant of the matrix 5 
e 

sion of the vector y (and ~) . 

... (2.51) 

and n is the dimen-

The· solution for x determined from equation (2.43) may be 

"checked" by calculating the residuals, E. .. (of equation (2.45» and 
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substituting these for e in equation (2.51). However, since the sol-

ution vector x (and therefore the estimator H) only enters equa-

tion (2.51) via the relation 

T -1 
r 5 r e -

... (2.52) 

the value of the loss function L(~) is a measure of the accuracy of 

the estimated solution x. 

In order to procede further with the analysis, the form of the 

operator H must be given. For the stated conditions on the estimator 

and observation errors, the Gauss Markov theorem (Beck and Arnold 

(1977) may be applied to give the form for the minimum variance un-

biased estimator H 

H 

and 

" x 

T -1 -1 T -1 
(K 5 K) K 5 

e e 

T -1 -1 T -1 
(K 5 K) K 5 Y 

e e -

T -1 
The matrix (K 5 K) cannot be singular. Define 

e 

... (2.53) 

... (2.54) 
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where N is called the normal matrix. 

In order to understand the uniqueness or non-uniqueness of the 

A 

estimated solution profile x, the condition of matrix N must be con-

sidered. If the matrix N is singular, or nearly singular then the 

'singularity' can be investigated by examining the eigenvalues of 

matrix N. If some or all of the eigenvalues of N vanish, then N 

is a singular matrix. If this is so, it will be shown that no unique 

solution x for the inverse problem can be found. To demonstrate this 

point consider an eigenvector 1. of matrix N associated with eigen­
-1 

2 
value A .. Then: 

1 

Nl. 
-J. 

2 
A .l. 
1-1 

(2.56) 

(L e. N must be non-negative definite). Further, consider a "pertur-

bation" on the solution vector x such that 

Xl ~ X + ~l. (2.57) 
-1 

where x' is the pertubed solution profile, 

then 

x is the "exact" solution and 

n is some arbitrary scalar, 

L (x ') 

L(x ') 

[
A ]T -1 A 

K(~ -~) Se K(~ -~) 

+ [Knl.]Ts-lKnl . 
-1 e -1 

2 T T-l 
L(x) + n 1 K S Kl. 

-i e-1 

L(x) + n21: Nl. 
-1 -1 

L(~) + n2A:l. Tl. 
1-1 -1 

(since the eigenvectors of N are orthonormal). 

(2.58) 

(2.59 ) 
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Consequently if A2 is small, the loss function L(x') is rather 

. insensitive to the size of the perturbation. However, 
2 

should A. == 0 
1 

then any vector I'll. (1'1 a real number) may be added to the "exact" 
-1 

solution ~ without changing the value of the loss function L(x'). 

Under these circumstances the estimated solution vector is not unique 

since any solution vector, chosen ill1der the conditions of equation 

(2.57) is "correct" in .the mathematical sense (i.e. L(x') 

does not change). 

It is evident from this simple argument, that should the normal 

matrix be singular or nearly singular, that is the inversion problem 

is at best poorly conditioned, then for any given data set (y) no un-

ique solution for the vector x of equation (2.40) can be found. Con-

sequently for a given set of declouded radiance data the problem of 

inverting equation (2.40) cannot be solved. 

Equation (2.40) can only be solved if it is "transformed" to 

a well-conditioned form. This transformation process is called reg-

ularization. Regularization implies that a priori (or virtual) data 

(information) must be "included" so that the inversion problem will 

be well-conditioned and therefore solvable. Since a priori data is 

added to equation (2.40) only a "best" or most likely solution for 

~, consistant with both sets of data may be found. Also, it may be 

expected that the resultant estimator H will be a biased estimator 

since the a priori data may not have zero mean values. 

In the case of the equation of radiative transfer (equation 

2.23) and hence equation (2.40» as applied to the SCR radiometers 

of Nimbus 4, the inversion problem is poorly conditioned since 

the weighting functions overlap. A priori data must be used in order 

to determine good retrievals of temperature profiles through inver-

sion of equation (2.23). The method that will be used here is due 

to Rodgers (1970,197l,1976b) but the development follows that of Beck 

and Arnold (1977). 
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The approach to the inversion problem here, is that of section 

2.1(3(ii)). 

2.4.3 The Maximum A Posteriori Estimator 

From Section 2.4.2 above it is evident that there are compon­

ents in the atmospheric temperature profile which may not contribute 

to the quantities measured by the SCR radiometers. For example (from 

equation (2.40)), any function orthogonal to the weighting functions 

may be added to the temperature profile without altering the measured 

SCR radiances. These components are unmeasureable and must be esti­

mated from the additional a priori data. 

Maximum a Posteriori (henceforth MAP) estimation utilizes prior 

information regarding the atmospheric temperature structure in add­

ition to the information contained in the satellite measurements and 

the statistics of the data errors. 

The equation to be inverted, equation (2.40), is a linear 

equation, and in order to retain the linear nature of the inversion 

problem (i.e. determine a linear estimator), the a priori information 

must also be expressed in a linear form. A suitable form for the 

a priori data is the value of a known linear function of the tempera­

ture profile together with an error covariance matrix for this function. 

Accordingly there are two sets of input data for the inversion pro­

blem: 

(i) The set of declouded satellite radiance measurements 

and, 

(ii) the set of a priori data, consisting of a vector x 

a mean profile for atmospheric temperature and 

the associated atmospheric temperature covariance 

matrix. 

The data sets are independent with the first being small and rela­

tively noise free, and the second being large but "noisey". To sum-



marize, the inversion (retrieval) procedure requires that these two 

independent data sets be combined in such a way that the inversion 

problem is well-conditioned and the estimated retrieval for the un-

known vector~, (the estiamte) is meteorologically the "best" or most 

likely consistant with all available data. To this end, a Bayesian 

approach will be used (although, this is not the only approach that 

will produce the MAP estimator, for example, see Rodgers (1976b) I 

and Deutsch (1965)). 

For MAP estimation, the estimated atmospheric temperature pro-

file ( simply, the profile vector) is the vector that maximises the 

conditional probability density function (henceforth cpdf) f(YI~). 

This cpdf is related to f(~ly)and that for the random atmospheric 

temperature vector f(xi by Bayes' Theorem. Thus 

where 

f (~IY) is 

f (YI~) is 

f (YI~) f (~) 
f(y) 

the cpdf of 

the cpdf of 

x given y, 

Y given x, 

f(x) is the pdf of the atmospheric 

perature profiles, and 

. .. (2.60) 

tem-

f(y) is the pdf of the satellite measurements 

If the elements e, of vector e (i = l,2, ... ,n) in equation 
1 

(2.40) are additive, with zero mean and are normally distributed with 

known covariance, then the cpdf f(YI~) is a Gaussian mutlivariate 

pdf and may be written 

nl 1 -~ T -1 (2'Tf Se) exp [-~(y-y') Se (y-y') 1 • •• ( 2 • 61) 

where 

n is the number of satellite .measurements for each 

observation and 



S is the covariance matrix of the "measurement" 
e 

errors e 

Assume that the temperature profile to be retrieved i.e. ~ (by the 

inversion procedure) is a random variable with known mean value x 

and covariance matrix S , and that its pdf is Gaussian. 
x 

The values of x and S are obtained from suitable seasonal 
x 
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and latitudinal balloonsonde and rocketsonde data as will be descri-

bed in Section 2.4.5. Rodgers (1970) reports that examination of the 

available data indicates that the statistics for the whole Earth and 

all seasons are by no means Gaussian. However, the temperatures for 

smaller regions in space and time do behave in a Gaussian way, to 

a good approximation. The pdf for a temperature profile ~ may be 

expressed thus : 

(2.62) 

where 

S is the covariance matrix of a sample of atmospheric x 

temperature profiles, 

x is the mean profile for the sample 

x is any given profile, and 

p is the dimension of the profile vector. 

The pdf f (y) need not be known since f (~I y) may be maximized by 

maximizing the numerator of equation (2.60). 

Take natural logorithms of both sides of equation (2.60) 

In[f(YI~) f(~)J -In [f(y)] (2.63 

The maximum of equation (2.63) with respect to the vector ~ may be 

found by finding bhe maximum of 

In[f(ylx) f(~)J (2.64 ) 

The term In[f(y)] is a constant in the maximization since it is not 

dependent upon the vector x. Substituting equations (2.61) and (2.62) 



into equatibn (2.64) 

-~ [(n+p)ln2'JT+ln I S I + In I S 1+ s ] 
e x 

where 

s T -1 
(y-y') s . (y-y') + 
-- e --

- T -1 -
(x-x) s (x-x) -- x --

.,. (2.65) 

'" (2.66) 

and is the MAP equivalent of the loss function of equation (2.58). 

The loss function S is minimized with respect to ~, since this is 

equivalent to maximizing In[f(~ly)Jin equation (2.63). 

substitute equation (2.42) into equation (2.66) thus 

s T -1 
Y S Y - e-

T T -1 
x K S Y - e-

T -1 -T -1 T -1- -T -1-
+ x S x - x S x - x S x + x S x 

:l(- - x- - x- x-
... (2.67) 
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The principle of MAP estimation asserts that an estimate of the ele-

ments of vector x will be obtained on minimizing equation (2.67) with 

respect to ~, that is by finding V S = 0 and then finding the result­
x 

~ 

ant value for x which is x, the MAP estiamte of x. Accordingly 

V sl~ x x 

since 

and 

T -1 I V y s y ~ 
x- e x 

T T -1 1 V x K S Y ~ 
x- e - x 

T -1-1 -T -1-1 -VxS x~+VxS x~ 
x- x-x x- x-x 

[ T-l 2 -K S Y e - + 

= 0 

-1 
V xS x- x 

-1 
S ' 

x 

T -1 
KS KX 

e 

T -1 
2K S Kx 

e 

-I­s x 
x- + 

-T -1 1 V x S x ~ 
x- x - x 

. .. (2.68) 

... (2.69) 

'" (2.70) 
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if S-l is not a function of the vector x. Solving for x in equation 
x 

(2.68) results in 

T -l -1- ] x S K S Y + S x 
e - x-

(2.71) 

where 

A-l T -1 -l 
S "" K S K + S (2.72) 

e x 

T -l -
By adding and subtracting 2K S Kx in equation (2.71) the following 

e 

expression for x is obtained, 

A 

X = (2.73) 

where x is, as stated, the MAP estimate of the unknown vector x. 

In Section 2.4.2 it was stated that regularization of the in-

verse problem in general introduces a bias into the estimator H (of 

equation (2.43)) used to determine the unknown profile, since the 

vector of means for the a priori data is not the null vector. How-

ever, the MAP estimator of equation (2.73) is not a biased estimator. 

In order to indicate why this is so, rearrange equation (2.75) above, 

A 

X x (2.74) 

where y (2.75) 

Consequently, the MAP estimator estimates the most likely pertur-

bation of the profile vector x on the mean temperature profile x. 

The MAP estimator of equation (2.74) is an unbiased estimator. The 

covariance matrix for the estimate is just the covariance matrix of 

the estimator, as will be shown later in this section. 

Equation (2.73) for the MAP estimate of ~ may be rearranged 

into a computationally more manageable expression via the matrix 

identity : 

T -1 T 
K (I + S KS K ) 

e x 



T -1 T 
(I+KS KS)K 

e x 

whence equation (2.73) may be written 

(2.76) 

(2.77) 

This is the equation that should be used for any computations since 
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it only requires the inversion of an (nxn) dimensional matrix rather 

than a (pxp) dimensional matrix (and n«p) . 

Comparison of equations (2.73) and (2.72) with equations (2.53) 

and (2.55) illustrates how the addition of the a priori data has con-

ditioned the inverse problem, that is, the normal matrix of equation 

(2.55). The matrix of equation (2.72) is called the augmented 

normal matrix. When this matrix is well conditioned a solution x 
for x will exist and it can be interpreted as the most probable tem-

perature profile consistent with the satellite data y and S , and the 
e 

a priori data x and S . 
x 

The covariance matrix for the MAP estimator is just the co-

variance of (~- ~), where x is the MAP estimate of the true atmos-

pheric temperature profile x. Hence 

~ 

x - x 
~ T -1 ~ -I­
S K S (Kx + e) - x + S S x 

e x -

A T -1 
(SK S K 

e 
~ -1- ~ T -1 

I)x + S S x + SK S e 
x- e-

since y = Kx + e (equation (2.40) and 

cov(;{ - x) { ~ T ~ } 
E (~-~) (~-~) 

~ T -1 A T -1 T 
(SK S - I)S (SK S K - I) 

e x e 

~ T -1 -1 ~ 
+ (SK S ) S (S KS) 

e e e 

~ T -1 TS -1 ~ 
SK S KS K KS 

e x e 
~ T -1 
SK S KS 

e x 

.,. (2.78) 
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T -1 ~ 
SK 

T -1 
KS - S K S - .. KS + S + S 

x e x e 

- S KTS -1 ~ 
KS + S 

x e x 

T -1 A A-1A 
- S K S K S + S S S 

x e x 

S [-
T -1 s-lJ ~ 

K S K + S 
x e 

S [-
T -1 T -1 -1 ] $ K S K + K S K + S 

x e e x 

~ 

S ... (2.79) 

The covariance of x - x is just 

A 

cov(x x) S ... (2.80) 

that is, the inverse of the augmented normal matrix. By applying the 

matrix identity of equation(2. 76), equation ('2.801 may be written in 

a computationally simpler form 

~ 

S s 
x 

•.. (2.81) 

To summarize, the ~ffiP estimator equations necessary to deter-

mine the best estimate of the unknown profile vector x in equation 

(2.40) are: 

with 

x 
A T -1 -

x + SK S (y - kx 
e -

~ 

cov(x - ~)= S 

or alternatively 

x 

with 

cov6c -x) 
~ 

S 

(2.73) 

.•. (2.72) 

Kx) (2.77) 

•.. (2.81) 

TVhen x is the mean profile of the sample of profiles used to deter-
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" mine S , the MAP estimate x is an unbiased estimate of the unknown 
x 

vector, x. 

Some Comments on Equations (2.72) and (2.73) 

The a priori covariance matrix is responsible for regularizing 

the inversion problem, so that a "stable" estimate of the vector x 

of equation (2.40) may be found. Consequently, establishing the 

matrix S is an important aspect of the retrieval problem since 
x 

(i) S should regularize the equation so that equation 
.x 

(2.72) is well conditioned and 

(ii) S must be a defensable statement about the tem­
x 

perature variations of the atmosphere. The matrix 

S must be constructed from the best available 
x 

data set. 

The problems involved in determindmg theapriori data S and~, are 
x 

correctly an aspect of the mathematical problem and so will be con-

sidered in section 2.4.5. 

Equations (2.72l and(2.73) may be derived without appealing 

to Bayes 'rheorem, as previously stated. simply consider the combin-

ation of two independent data sets (in this case, satellite and a 

priori data), and minimize the appropriate loss (or objective) fun-

ction. This approach is followed by Rodgers (1976b), Jackson (1978) 

and Deutsch (1965). 

'rhe MAP estimator is an optimum estimator since it is a min-

imum variance estimator. When x is the mean of the sample of profi-

les used to determine S , the MAP estimator for determining (x 
x 

an unbiased estimator. 

Finally, it should be noted that in the literature the MAP 

x) is 

estimator is also called a maximum likelihood estimator (e.g. Rodgers 

(1970, 1971) and Jackson (1978). The term maximum a posteriori 

estimator as suggested by the Beck and Arnold (1977) is used here. 
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The Latin term a posteriori conveys the idea of reasoning from effects 

to causes, or inductively. The retrieved profile is only the most 

likely in the sense that it is based upon the a priori data. 

2.4.4 The Sequential Form of the Maximum a Posteriori 

Estimator 

The sequential MAP estimator given in this section enables 

the retrieved profile vector to be continually updated as new obser-

vation measurements are added, or become available. Further, the 

sequential estimator will effect computational advantages and sim-

plifications. 

It is a good approximation in the case of the Nimbus 4 

seR, to assume that the satellite radiance observations are indepen-

dent in time and that the observation errors are independent. With 

these assumptions a sequential MAP estimator may be derived. Let 

A 

-+ -+ -+ x ~i+l; x x. , y. Yi+l -l l 

2 
(K. 1 ) S -+ (Ji+l; K. -+ Ki + l == l"K. I Ki+l e .. l l+ , l+ 2' •.• P 

II 

" " A 

S -+ S. 1; l+ 
S -+ 

x S. ; 
l 

i == O,l, ... ,n (2.82) 

where 

2 
(Ji+l is the variance of Yi+l, 

l' f h' th . , re ers to tel lteratlon, 

-+ indicates the new meaning of certain vector and 

matrix quantities, and 

i=O corresponds to the a priori data 

The equations for the MAP estimator, equations (2.72t and (2.73) 



may be written in a form which in effect may be iterated at each step 

as new data is introduced. Before writing down the form of the 

sequential estimators it is necessary to note two matrix identities 

(proofs are given in Appendix B), which are required in the following 

manipulations 

(i) if S Hl 

h 

then S, 1 
l+ 

· ., (2.83) 

called the matrix inversion lemma, and 

(l'l') h kT (2 )-1 
Si+l-Hl (JHl 

h T h T 2-1 
S,k'+l(k'+lS.k'+l + (Jl'+l) l-l -l l-l 

(2.84) 

Substitute equations (2.82) into equation (2.73) 

h 

~+l · .. (2.85) 

On substituting the matrix identity, equation (2.84) into equation 

(2.85) 

h 

~i+l ~i + Si~~+l (y i+l - ~H1Ri) / (~+l Si~~+l + (J~+l) 
... (2.86) 

Similarly, the sequential (or .iterative) form of equation 

(2.72) may be deduced. Substitute equations (2.82) into equation 

(2.72) 

· .. (2.87) 

On substituting the matrix inversion lemma, equation (2.83) into 

equation (2.87) 

· .. (2.88) 

In summary, the sequential forms of equations (2.73) and (2.72) are, 

respectively; 



and 

where 

~+l 

x 

A 

S. 1 l+ 

i = 

-0 

S 
0 

(2.86) 

(2.88) 

O,1,2, ... ,n, 

~, and 

S 
x 

Alternatively, these equations could be determined directly 

through substitution of equation (2.82) into equations (2.77) and 

(2.81) respectively, since the matrix inversion lemma has already 

been applied in the derivation of those results. 
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A rigorous development for these equations is given by Deutsch 

(1965). However it is easy to understand equation (2.82), and 

those that follow by letting the dimension of the observation vector 

y become one. There will be n such observation vectors, and each 

succeeding solution can be considered as a refinement on the solution 

derived using the previous observation. 

Equations (2.86) and (2.88) have computational advantages over 

equations (2.73) and (2.72) since the largest matrix to be inverted 

for the sequential estimator is of dimension (lxl), rather than (pxp), 

as in equation (2.73). Further, the sequential (or iterative) solu-

tion procedure is helpful for demonstrating effects on the solution 

through addition of the satellite observations to the MAP estimator. 

OWing to these advantages, equations (2.86) and (2.88) will be used 

for all retrieval calculations. 

2.4.5 The a Priori Covariance Matrices 

From the preceding discussion in ~ections 2.4.2 and 2.4.3 the 



importance of the "quality" of the a priori covariance matrix S 
x 
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has been established. Should the a priori covariance matrix not 

fortray the variance and covariance of the atmospheric region (lati­

tude and season) in which the retrieval is being performed, then it 

is clear that : 

(i) The solution (estimate) will be biased, since 

the MAP estimator finds the profile which is most 

probable, given the observations and the a priori 

data. 

(ii) The inversion problem may still be poorly condit­

ioned; hence the retrieved profile will be un­

stable to measurement noise. 

It is important to determine suitably "correct" atmospheric mean tem­

perature profiles and covariance matrices. 

2.4.5.1 The a Priori Data 

The data set used in the construction of the mean profiles 

and their covariance matrices is the United States of America Depart­

ment of Commerce magnetic tape file : "Tape Deck 5850 : Rocketsonde 

Observations" . This magnetic tape file contains all available high 

altitude meteorological data for the years 1969 to 1972 inclusive, 

arising from the following two sources : 

(i) Meteorological rocket observations, and 

(ii) Conjunctive balloonsonde observation. 

A balloonsonde (or rawinsonde) observation is considered to be con­

junctive if the balloon is released within four hours before, or two 

hours after the rocket launch time. 

Unfortunately a major problem in the use of rocketsonde (also 

called radiosonde) data is the incidence of measurement errors, which 

increase with height, above 100 mb. (Finger and McInturff (1969) 

and Ezemenari (1976). These measurement "errors" include both random 
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and systematic components. The random errors will accordingly be re-

.garded.as having zero mean. The .systematic errors arise since at 

some altitudes the temperature sensing device may not actually mea­

sure the temperature of the atmosphere. This problem is further com­

pounded when different measurement techniques are used. These pro­

blems arise since the majority of temperature data is measured using 

a 0.010 inch (or 10 mil) bead thermistor. The temperature of the 

ambient low density air of the upper atmosphere as measured by the 

thermister will differ from the true atmospheric temperature since 

the heat exchange between the thermi.stor and the air is poor and a 

function of the method by which the thermistor is mounted. 

There are two important mounting systems 

(i) For the Arcasonde-1A instrument the thermistor 

is mounted on a mylar flat plate, part of which 

is coated with a silver film, whereas 

(ii) for the Datasonde instrument the thermistor 

is mounted on a loop of silverized mylar (this 

is referred to as the "loop mount") . 

The differences, and weaknesses, in using temperature data from these 

two measuring systems must be considered when establishing a data set 

to determine atmospheric temperature statistics. 

The major weakness involved in the use of a bead thermistor 

is its susceptability to radiation and aerodynamic heating effects 

(see Leviton(1969) and Ezemenari (1972)). There are several sources 

for these affects : 

(i) radiative errors from both solar and infra-red 

energy exchanges with the environment both 

above and below the sonde, 

(ii) aerodynamic (frictional) heating of the thermistor, 

a function of the payload fall velocity and sensor 

geometry, 
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(iii) convection, 

(iv)· conduction of heat from the payload body, 

(v) electrical heating of the thermistor by the current 

pass'ing through it (Joule heating), and 

(vi) time lag effects due to the low efficiency of the 

heat exchange between the thermistor and the 

ambient air. 

When the thermistor is exposed at high altitude it responds to a com-

plex heat transfer environment in a way that defies theoretical des-

cription. However, estimates of corrections for some of these effects 

are deduced by modelling the heat transfer processes (see for example, 

Ballard (1967)). 

In order to determine the best estimate of the true atmospheric 

temperature of the region through which the thermistor sensor is 

passing it is important to apply the best available correction esti-

mates for each of the effects (i) to (vi) above. 

Correction Techniques 

The National Aeronautics and Space Administration in the Fed-

eral Meteorological Handbook (henceforth FMH) No 10 : Meteorological 

Rocket Observations (1975), give correction equations for Arcasonde-

lA and Datasonde derived temperature profiles, for altitudes to 70 km. 

These equations incorporate corrections for aerodynamic heating, ohmic 

heating, time lag effects, radio-frequency and long wave emission, 

and, in the case of the Datasonae measurements, short wave radiation 

effects. The correction equations are given by the following expre-

ssions 

and 

T t (z) a m 

T (z) 
atm 

Tt(Z) - A(Z)V
2 + B(z)dTt - C(z) + D(Z)T! 

dt 

(2.89) 

4 
K

3
(Z)T

t 

.• , (2.90) 



where 

T ·t··· (z) is the corrected atmospheric temperature at 
a m 

height z, 

is the measured thermistor temperature at height z, 

v is the ventilation velocity of the sensor system, 

is the rate of change of temperature as time 

increases during the payloads fall, 

A,B,C,D, are height dependent coefficients derived from the 

heat transfer equations for the Arcasonde-1A 

measurement configuration, and 

Kl ,K
2

,K
3

,K
4

, are height dependent coefficients derived from 

the heat transfer equation for the Datasonde 

measurement configuration. 
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The correction equations are based on work performed by Henry (1967) 

for the Arcasonde-LA equation, and by Krumins and Lyons (1972) for 

the Datasonde equations. Plots of the height dependent coefficients 

these graphs it is clear that the correction coefficients become 

large at altitudes higher than approximately 60 km. 

Ezemenari (1972) has also conducted a study on correction terms 

for the Arcasonde-1A instrument. He finds that realistic temperature 

profiles may be deduced for altitudes up to the 60 km region. Above 

this altitude he suggests that problems due to high ventilation speeds 

(causing aerodynamic heating and time lag effects) may cause a degrad-

ation in the quality of the derived corrected temperatures. For the 

Datasonde device with its Starute decelerator and loop mounted therm-

istor, these problems are not so important at the same altitudes. 

(Ezemenari (1972)). 

Under these circUmstances it is important to consider the size 

of errors in the corrected temperature profiles. The FMH No 10 does 
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not give an estimate of the possible errors in the correction pro­

cedures of equations (2.89) and (2.90). However, an upper limit on 

the size of these errors may be suggested using Ezemenari's (1972) 

paper. For his correction scheme, he suggests that the errors in 

the corrected profiles may be as high as ±2.9 K at 50 km and ±S.S K 

at 60 km. However, Ezemenari's correction procedure is a set of com­

puted "standard" correction curves to be applied to any·uncorrected 

Arcasonde-1A measured profile. These standard curves cannot take 

into account the effects due to differing ventilation velocities (at 

high altitudes) as do the FMH No 10 corrections. It is the correct­

ions which arise from the high ventilation velocities that produce 

the largest correction terms and accordingly may contribute the lar­

gest errors to the derived temperature profile. Hopefully it is 

safe to assume that the errors in the corrected temperatures of 

equations (2.89) and (2.90) for a particular profile will be smaller 

than those estimated by Ezemenari (1972) with his correction scheme. 

Given the above doubts about rocketsonde derived temperature 

profiles above approximately 60 km it was decided that a top limit 

of approximately 60 km altitude should be applied to all data input 

to the covariance matrix calculations. This altitude was chosen for 

three reasons : 

(i) Above this altitude the correction terms, esp-

ecially for solar radiation and aerodynamic heating 

become very large and correspondingly the errors 

in the estimated correction terms must increase. 

(ii) temperature measurements are obtained at altit-

udes above the stratopause so that if necessary, 

temperatures in the mesosphere may be estimated 

by using an appropriate lapse rate, and 

(iii) rocketsonde flights involving Arcasonde-1A and 

Datasonde payloads do not in general produce data 
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at altitudes much greater than 60 km 

Rocketsonde and Ballonsonde Data Compatability 

There is one remaining problem to be considered in construct­

ing a complete (ground to 60 km) temperature profile (for input to 

the covariance matrix calculation). This is the problem of "joining" 

the rocketsonde profiles to the conjuncture rawinsonde profiles. 

It is generally concluded that for altitudes below 25 km the 

measured thermistor temperatures are accurate to less than ±lCO (see 

Ezemenari (1972) and Ballard and Rubio (1968». No correction need 

be applied to rocketsonde temperatures below 25 km. In order to det­

ermine a suitable scheme for joining the balloonsonde profile to the 

rocketsonde profile, the following two problems are considered 

(i) The balloonsonde and rocketsonde observations 

at overlapping altitudes are not measuring the 

temperature of the same piece of atmosphere since: 

(a) the balloonsonde-rocketsonde time difference 

may be as large as 'four hours 

(b) the balloonsonde and roc'ketsonde will in gen-

era 1 measure the temperature of different "pieces" 

of the atmosphere (even if the time difference is 

zero), unless the atmosphere is at rest (static). 

(ii) The "temperature" sensors on board the balloon­

sondes and rocketsondes may not measure the same 

parameter of the atmosphere. For example, the 

balloonsonde temperature sensor may be measuring 

the temperature of the wake of the balloon (which 

may be heated by radiation, conduction and convec­

tion from the hot sunlit surface of the balloon) . 

Finger and McInturff (1969) have studied results from a large number 

of conjunctive balloonsondes and rocketsondes. It is their conclu-



sion that below 25 km altitude and for daytime soundings, the two 

~ounding techniques are in good agreement. Therefore it will be 

assumed that below 25 km altitude the rocketsondes and balloonsondes 

would measure the same temperature for the same " of atmosphere. 

Given the above information it was decided that an appropriate 

way to join the rocketsonde profile to the balloonsonde 

to simply concatenate the two profiles. In regions of 

was 

the 

rocketsonde profile is regarded as being the most accurate, since : 

(i) at these altitudes no temperature corrections 

need be applied to the measured temperatures, 

(ii) the balloonsonde is approaching its upper limit 

for accurate data (Godson (1969)), and 

(iii) the balloonsonde rocketsonde time difference 

will be smallest (in ) at the lowest altit-

ude before the rocketsonde data out.' 

Discontinuities arising from the concatenation process are smoothed 

using a suitable filter. 

Effects of Daily Temperature Variations on the Data Set 

, consideration must be given to the problem of intro­

ducing a bias into the temperature profile sample by including pro-

files which may be different. For example, profiles 

from night flights for which the solar correction term is no longer 

important. If the daily temperature variation were large, then tem­

perature profiles observed at different local times may introduce 

a bias into the calculated covariance matrix. 

Finger and McInturff (1968) have determined the 

ature range between 25 km and 36 km altitude by using means of 12 

hour temperature differences obtained from successive ba11oonsonde 

observations over North America. They find that during summer at 

10 rub and 45 N, the daily variation of temperature is of the order 
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of ±0.5CD, and in winter, of the order ±0.3C D. Ezemenari (1976) on 

analysing a series -of-September-Arcasonde-lA flights from Fort 

Churchill (58 D44 I N) finds that the daily variation of temperature 

over the altitude range 25 km to 60 kID ranges from ±1.4C O to ±4.2C D 

(with 95% confidence). 

From the above findings it may be concluded that no serious 

bias will be introduced into the calculated mean profiles and coVar-

iance matrices by constructing them from a data set of temperature 

observations clustered near local noon. The satellite radiance ob-

servations also occur at local noon since the Nimbus 4 satellite is 

in a sun synchronous orbit. 

Summary 

A method for determing consistent and accurate (in the sense 

of small systematic error) temperature profiles from ground level to 

approximately 60 km has been outlined. It may be expected that a 

representative sample mean profile and covariance matrix can be det-

ermined from a suitably chosen sample of balloonsonde-rocketsonde 

derived atmospheric temperature profiles. 

2.4.5.2 The Covariance Calculation 

The covariance matrices are calculated using equation (2.9l) 

below 

where 

S 
x 

P 1 
,E. -
lJ M 

M 

E (b. 
m=l 1m 

M is the sample size, 

b.) (b. 
1 Jm 

b. ) 
J 

p is the number of levels of discretization, 

b. 
1m 

[

C 2 n ] 
exp -T-. -- -1 

1m 

(2.91) 

... (2.92) 



is the black body radiance for the temperature T. at 
1m 

level i, profile m of the sample and wavenumber n, 

c
l 

and c
2 

are constants, 

b. 
1 

! ~ b. 
M m=l lID 

(2.93) 

is the mean black body radiance at level i and wavenumber 

n for the given sample, and 

S is the resultant covariance matrix x 

By choosing a suitable sample of atmospheric temperature profiles 

for a given season and latitude zone, an appropriate covariance 

matrix may be calculated. Hopefully this matrix is representative 

of the temperature variances and covariances of the atmosphere for 

that season and latitude zone. 

Practical Considerations 
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Table 2 below indicates the total number of observations av-

ailable on the Tape Deck 5850 (the magnetic tape file). The pro-

files have been sorted into six latitudinal zones. 

TABLE 2 

Latitude 
Zone 

Number of 
Profiles 

1296 

Rocketsonde-Balloonsonde Temperature Profiles 

on Tape Deck 5850 

2737 2447 570 40 o 

These figures will of course contain a number of unacceptable pro­

files which may not be used in the covariance calculations. A map 

of the Meteorological Rocket Network stations, their latitudes and. 

longitudes and the details on the number of profiles available for 

each station and year are given in Appendix C. 



The covariance data sample is divided into 12 "seasons" as 

indicated in Table 3 below 

TABLE 3 Seasonal Division of Data 

"Season" Honths 

1 12,1,2 

2 1,2,3 

3 2,3,4 

4 3,4,5 

5 4,5,6 

6 5,6,7 

7 6,7,8 

8 7,8,9 

9 8,9,10 

10 9,10,11 

11 10,11,12 

12 11,12,1 

Using the above data sample for some season and latitudinal zone, 

a covariance matrix and mean atmospheric temperature profile are 

calculated. 

The computer program written to calculate the covariance 

matrix processes the raw data in the way : 

(i) A pair of rocketsonde and balloonsonde 

are read from a data file. These are 

accepted as input to the covariance calculating 

procedure if the following criteria are met : 

(a) the rocketsonde is either an Arcasonde-lA 

or Datasonde instrument, 

(b) the rocketsonde flight occurred between 

0900 and 1600 hours local time 
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(c) the rocketsonde reached an altitude of 

-In (PI/Po) equal.to B.O (approximately 60 km), 

where PI is the atmospheric pressure at the 

highest recorded data point and p is the ground 
o 

pressure. 

(d) there are less than five questionable data 

layers in the profile, 

(e) there is no data gap larger than 2.5 km, 

(f) the rocketsonde and balloonsonde profiles 

overlap, 

(g) all necessary data (for use in correction 

procedures) is present. However, should there 

be an absence of fall velocity data above height 

-In (p/PO) = 7.1, the fall velocities are modelled 

using equation (2.94} below. 

v (-In (p/p .») == -39.5 (data max 
o 

- (-in(p/p » + V(data max) 
o 

where V(-ln(p/p »is the estimated fall velocity 
o 

at altitude -In(p/p ) and data max is the highest 
o 

altitude for which fall velocity data is given. 

Equation (2.94) was derived from a small sample 

of Arcasonde-1A and Datasonde fall velocity curves. 

In practice, this program option is not often used. 

(ii) All data is interpolated to standard levels, for 

which -In(p/p ) == 0,0.1,0.2, ... ,8.0, by linearly 
o 

interpolating between nearest neighbour levels. 

This is adequate since the number of standard 

levels is in general approximately equal to the 

number of observation levels 

(iii) If the World Data Centre A have applied corrections 

to the thermistor measured temperatures, then the 

correction procedure is reversed. 
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(2.94) 
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(iv) The rocketsonde temperature profile is corrected 

using either equation (2.89) or (2.90). 

(v) The rocketsonde and balloonsQndeprofiles are joined 

together. 

(vi) The complete temperature profile above the tropo-

pause is twice smoothed by a quarter half, quarter 

fil ter. 

(vii) The final profile is saved for input to the co-

variance procedure. 

The above steps (i) through (vii) are repeated until all profiles in 

the sample have been processed. When this is completed .the sample 

mean profile and standard deviations for each level of discretization 

are determined. These values are used to filter out gross errors in 

the sample by checking that all profiles lie within three standard 

deviations of the mean profile. When profiles are rejected the sam-

ple size is adjusted accordingly. Finally, the covariance matrix 

and mean profile of the final sample are calculated using equations 

(2.91) and (2.93). 

2.4.6 Confidence Regions o~the Maximum a Posteriori 

Estimated Retrieval 

uncertainty in the solution profile, x 

x 
A T -1 -

x + SK S (y-Kx) 
e --

(2.73) 

is a consequence of uncertainty in the satellite measurements, over-

lap of the weighting functions and noise in the a priori data. In 

section 2.4.3 it was shown that if the statistics for the satellite 

and a priori measurements are Gaussian then the retrieval covariance 

of the MAP estimator x is the covariance matrix S (that is, the in-

verted augmented normal matrix). 

S [ K T S -lK + S -1 ] -1 
e x 

(2.72) 
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In order to appreciate the implications of this equation it 

is necessary to interpret it in terms of possible deviations from the 

true value of the unknown profile. The confidence regions of the 

solution estimate must be established. 

The principal diagonal of the solution covariance matrix S, 

contains the variances of the individual components of the estiamted 

~ 

profile .8.. Since S in general will have no zero entries, the temperat-

uresat all levels are correlated to some degree. Jackson (1976) has 

shown that even in the case of an overdetermined inversion problem 

and univariate observation errors, the solution confidence regions 

~ 'have magnitudes of approximately ±p a. where p is the dimension of 
l 

the solution vector and a. is the corresponding standard deviation 
l 

for element i of the solution vector. The standard deviation of a 

level (i e. the square root of the appropriate diagonal term of the 

covariance matrix) is not a good estimate of the size of the confid-

ence regions for the MAP estimated solution profile. This result is 

understandable since in using the variance as a measure of the con-

fidence regions not all available information is being considered, 

and the size of the confidence regions will probably be underestim-

ated. A transformation is needed which will allow the error estimate 

(or at the very least, an estimate of the errors) to be expressed as 

a sum of individual components such that the components are indepen-

dent of each other. The solution to this problem is outlined in this 

section. 

Since Gaussian statistics have been assumed throughout, the 

pdf for the estimated profile vector ~ may be written thus :' 

x) ] (2.95) 

where, 'as before 

p is the dimension of the solution profile vector, 
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I s I ~ 

is the determinant of 5, 

x is the MAP estimated solution profile, 

x is the true atmospheric temperature profile and 

~ 

S is the covariance matrix of the MAP estimator 

Under these assumptions it is possible to determine approximate con-

fidence regions for the estimated profile x . 

Consider the objective function of equation (2.95). Let the 

objective function have some value 2 
r , since, by definition it is 

~-l 
a quadratic form (5 is symetric) and therefore a non negative sca-

lar, thus 

~ 

2 
r (2.96) 

5 is a positive definite matrix with non vanishing, positive eigen-

values. Equation (2.96) is also the general equation for the surface 

h 11 " d n 2 . . f' 1 of an ypere lpsold centre at x. If ~ lS some specl lC va ue 

of the quadratic form (equation (2.96» then for r2 < £2, equation 

(2.96) represents the interior of the hyperellipsoid. 
2 2 

When r = ~ , 

equation (2.96) represents the hypersurfaces of constant probability 

density (from equation (2.95». If the orientation of the hyper-

ellipse and the lengths of it's principal axes in some independent, 

physically understandable co-ordinate system can be determined for a 

value of t
2

, then the confidence regions for & will be known. The 

value of t will simply specify the confidence in the estimated con~ 

fidence regions. 

The orientation and lengths of the principal axes of the hypere-

llipse will be determined by finding the eigenvectors and eigenvalues 

. ~-l . . 
of the matrlx 5 ,l.e. by transformlng the problem to the principal 

axes co-ordinate system. The principal axes of the hyperellipse are 

those vectors which extend from the origin of the hyperellipse to 

points on the surface of the ellipsoid such that the vectors are nor-

mal to the hyperellipse at those points. The lengths of these axes 
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are just the inverse square roots of the corresponding eigenvalues (for 

details, see Franklin (1968)). 

Let 

~-l 
S ••• (2.97) 

E is a real symmetric matrix by definition. There is a theorem 

(Thompson (1969)) which states that for every real symmetric matrix 

T 
A there exists an orthogonal matrix B such that B AB is a diagonal 

matrix A, whose diagonal elements are eigenvalues of A. Therefore 

there exists an orthogonal matrix L such that 

. •. (2.98) 

where A is a diagonal matrix (/\ = diag [ "1"2'" "p ] ), and its com-

ponents are the eigenvalues of E. The ". may be ordered so that 
1. 

A. ~ A. for i<j. The matrix L is orthogonal by the theorem and if 
1. ] 

chosen to be orthonormal, then 

or:' 

(where L is sometimes called the 

matrix E of equation (2.98 ) can 

E = 

therefore 
EL 

and 

L 

I 

-1 
L 

(2.99 ) 

... (2.100) 

orthonormal modal matrix) . The 

be written in the form 

LALT (2.101) 

L/\ ... (2.102) 

[11 12 1
3 
... ,.,.,.1 ] - - - -p 

(2.103) 

The 1., i 
-1. 

1,2, ... ,p are the eigenvectors of matrix E. Therefore 
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from this equation and equation (2.99) 

l for i=l, 2 , ... p ... (2.104) 

Hence equations (2.102) and (2.104) imply 

i=1,2, ... p ... (2.105) 

A 

The matrix S need not be inverted in order to determine the 

eigenvectors and eigenvalues of L. From the theorem given above 

there exists an orthogonal (which may be chosen orthonormal) matrix 

B such that BTSB is a diagonal matrix A' whose diagonal elements are 

the eigenvalues of S. Hence 

TA 
B S B :: A' (2.106) 

therefore S B = BA' (2.107) 

since BBT I. (2.108) 

TA -1 A,-l (B SB) :: · .. (2.109) Consequently 

implies that -lA-l T-l 
B S (B) A 

,-1 
(2.110) 

but (BT) -l :: B · .. (2.111) 

TA-l ,-1 
B S B A · .. (2.112) therefore 

A-l A 
The eigenvectors of S are just the eigenvectors of S, however the 

A-l 
eigenvalues of S are reciprocals of the eigenvalues of the matrix 

A 

S. 

Following Beck and Arnold (1977), and Deutsch (1965) define 

a new co-ordinate vector ~, such that 

T A 

S! - L (x - x) 

thus 
T A 

g. :: 1. (x - x) 
l l -

On substituting equation (2.101) into equation (2.96) 

2 
r 

A T T A 

(x - x) LAL (x - x) 

..• (2.113) 

· .. (2.114) 
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Substituting the new co-ordinates ~ into this equation gives 

2 T 
r ~ A51 

P 2 
=',E

l 
A.g. 

1= 1 1 

... (2.115) 

The vector ~ can be thought of as the projection of the error vector 

(x - x) onto the orthonormal set of vectors 1, , i=1,2, ... ,p. This 
-1 

forms a good co-ordinate system since if all the eigenvalues of E 

are distinct then the eigenvectors I. form a complete basis set 
-1 

(Franklin (1968)). 

Finally, let 

2 
z. 

1 

2 
A.g. 

1 1 
(2.116) 

It follows from equation (2.115) and (2.116) that equation (2.96) 

may be written in the new co-ordinate system, thus : 

2 T 
r z z 

... (2.117) 

where the z, are independent since the g. are independent (owing to 
1 1 

the orthonormality of the 1.). For the given assumptions the error 
-1 

estimate can be expressed as a sum of individual components which 

are independent of each other (i.e. equation (2.117)). That is, the 

problem has been rewritten in the principal axes co-ordinate system 

of matrix E. 

The probability that the vector z (and therefore x - x) lies 

2 2 
inside the hyperellipsoid where £ ~r (£ some fixed confidence value) 

can be found using equation (2.117) and equation (2.95). The probab-

ility that the solution elements ~ X
2

, ... ,X
p 

lie simultaneously in 

.... ; i,i + di is given by the 
p p p 

expression (from equation (2.95)) 



(2.118) 

for Gaussian error statistics. The probability that ~2~r2 i.e. 

2 2 
P (r ~.~ ) If I 

PIA I -~ A TA-1 A . . (2rr S) exp [-~ (~ - ~) S (~-~) ] 

... (2.119) 

Using the transformation of equation (2.113), this equation can be 

rewritten, thus 

2 2 
p (r ~ ~ ) 

... (2.120) 
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since x is not a variable. Upon substituting equations (2.115) and 

(2.116) into (2.120) : 

(2.121) 

But ~ is a similarity transformation so the determinant of the matrix 

is not changed under the transformation, i.e. 

. .. (2.122) 

~. Equation (2.121) can be simplified on considering equation (2.122), 

2 2 
P (r ~.,Q, ) ... (2.123) 

where the z. are independent, and the integration is performed over 
1 

the interior of the hyperellipse defined by equation (2.117). The 
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T 2 
volume element dZ

l 
dz

2 
••• dz

p 
of the p dimensional ellipse r z z can 

be described by the following expression (Beck and Arnold (1977)). 

dV 
(2.124) 

where r(·) is the gamma function. Equation (2.123) maybe written 

on substituting equation (2.124) 

2 2 
P(r dJ ) 

J2. 
-2 

p2 

r (~+ 1) 

(exp [-r2
J 

o 2 

P-l 
r dr ... (2.125) 

This equation gives the probability that the error vector z lies with-

2 2 
in an error ellipsoid corresponding to r ~Q. The integral is easily 

evaluated since the general form for the chi-square distribution is 

_, -v-.,_l __ - (~[~1-1 exp (-~) du, 
2 r [I] 0 

. .. (2.126) 

2 

for V degrees of freedom. Letting 
2 

r =u, p=v and y=l in equation 

(2.125) the equation is transformed to a form which is the integral 

of the chi-square pdf, with p degrees of freed?m (p»l). Therefore 

2 2 
p (r ~t ) pF 2. (Q) 

X 
... (2.127) 

and the value of Q is chosen so that the desired level of confidence 

in the solution estimates error envelope may be achieved. If Ql-a 

is the Q value associated with the lOO(l-a)% confidence region, then 

... (2.128) 

where 

2 
X (p) is the chi square value for p degrees of 

freedom and lOO(l-a)% confidence. 



The 100(1-a)% confidence region of x is the interior of the hyper-

ellipsoid 

~ T~-l A 

(x -xl S (x - x) Q,~-a (p) ... (2.129) 

All that remains, is to find estimates of the values of the 

confidence regions at each level of discretization. The confidence 

regions, in the principal axes co-ordinate system can be determined 

without difficulty. The extreme "lengH:&" of these axes are expre-

ssed in terms of the set of co-ordinates gl,g2, ... gp of equation 

(2.113), since the g., i=1,2, ... ,p are just the projections of the 
'1 

profile vector "errors" (x - x) onto the principal axes (the 1., 
-l 

i = 1,2, ... ,p) of the hyperellipsoid of equation (2.96). From eq-

uation (2.117) 

2 T 
r z z 

2 2 2 
= zl + z2 + ... + z 

P 

2 2 
A 

2 
(2.130) AlgI + A

2
g

2 + .. . + pgp ... 

using equation (2.116). Therefore, with confidence 100(1-a)%, the 

maximum "lengths" (or co-ordinate values) for the principal axes 

~ 
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(of S) are given by the set of equations (from equations (2.129) and 

(2.130)) 

0, 

0, 

g =0 
2 

g =0 
2 ' 

0, ..........•... g 

0, •............. g 

0, ....•.......•. g 

p 

p 

p 

o 

o 

-~ 
HI (plA -a p 

'" (2.131) 

since the g. (and therefore the z.) are independent. Alternatively 
1 1 
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equation (2.131) can be understood as follows. The lengths of the 

principal axes of thehyperellipsoid (equation (2.129)) are given by 

"'-1 
the reciprocals of the square roots of the eigenvalues of S . There-

fore the projections of the estimate errors (~- ~) onto the principal 

2 2 
axes with lOO(l-a)% confidence (i.e. r =£(l-a) (p)) are just 

-~ 
g. = Hl (p) A. 

l -a l 
i = 1,2,~ .. ,p (2.132) 

"-

In order to determine the confidence regions of x as specified by S, 

all that need be determined is the relationship between the g. (i = 
l 

1,2, .. . ,p) values in the principal co-ordinate system (1.,i=1,2, ... ,p) 
, 1. . 

and the orthonormal basis vectors of the profile estimate x 

Equation (2.131) may be rewritten, thus 

•••••• A 
-~ ... (2.133) 
P 

equation (2.113) specifies: 

(2.134) 

where 

x' = [Xl' X2' .... ··X' ] -- -p 
.,. (2.135) 

and the X! are the co-ordinates of (~ 
-l 

x) for the ith axis of the 

hyperellipsoid. Therefore 

'" (2.136) 

from equations (2.133) and (2.134). Hence, 

X, (2.137) 

Therefore 



X' ±il_o.(p) 111 
-~ 

Al 

121 
-~ 

Al 
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... (2.138) 

and the columns of the right hand side of equation (2.138) (multi-

plied by ±i
l 

(p» are the co-ordinates of (x - x) for any particular 
-a. 

~-l 
axis of S 

In order to find an estimate of the confidence regions at each 

level j of discretization (j = 1,2, ... ,p) it is necessary to find 

the projections of X!. , i = l, .... ,p onto the p dimensional ortho­
]l 

normal solution profile basis vectors b. where b. = 0 when i ~ j and 
-] l 

b. = 1 when i = j. The estimate of the magnitude of the 100(1-0.)% 
l 

'd . .th 1 . . . confl ence reglon at the] leve of dlscretlzatlon will just be 

the largest projection of the X! (i = 1,2, ... ,p) onto the basis vector 
-l 

b .. This will be a "good" estimate of the magnitudes of the confid­
-J 

ence regions of the solution ~, if either 

(i) the orientation of the hyperellipsoid principal 

axes are not very dissimilar from those of the 

basis vector b, (in this case all other axes will 
-l 

have small projectors on the basis vectors b, 
-l 

(i = 1, ... ,p) 

or (ii) the hyperellipsoid is approximately spheroidal, in 

which case the orientation of the principal axes 

of the "hyperellipse" may be chosen to lie along 

the set of basis vectors b, (j = 1,2, ... ,p) 
-] 
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If the inversion problem is poorly-conditioned, the covariance 

A 

matrix Swill be nearly singular. If S is singular (or nearly so), 

then given the argument of section 2.4.2 it would be expected that 

no unique (or best) solution estimate could be defined. This indi-

cates that the confidence regions for such a "solution" are infinitely 

large. The expression in equation (2.121) demonstrates the effects 

A 

of a singularity in S. This integral can be separated into p inte-

grals multiplied together (since the z. are independent). Whence, 
1 

even if only one of the eigenvalues of § is zero, the probability 

that r2~t2 (i.e. that any vector ~ lies in the "hyperellipsoid" of 

equation (2.129)) will be one. Accordingly, it is then not possible 

to find a "best" estimate x for ~, since the confidence region for 

any ~ are infinite, as expected from the discussion of section 2.4.2. 

A situation may arise whereby, although the inversion problem 

may not be ill-conditioned (or poorly conditioned) it may also not 

be "well"-conditioned. This situation exists when the condition nu-

mber 

where 

« 1 

A-I 
A is the largest eigenvalue of Sand 

p 

Al is the smallest eigenvalue 

(2.139) 

If this is the case, then effectively the hyperellipsoid is "elon-

gated" along a number of its axes (Le. those with small eigenvalues 

relative to A ) 
p 

It would seem that for the temperature retrieval problem the 

equations will probably never be very "well-conditioned" since in the 

atmosphere there are high correlations between temperatures at diff-

erent altitudes. The elements of one row of the a priori covariance 

matrix S may be similar to a mUltiple of the corresponding elements 
x 
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~ 

of some other row or rows of S. Therefore S will not be well con­
x 

ditioned since the matrix will be "nearly" singular. 

In summary, it is evident from the foregoing discussion that 

A 

it is not sufficient to just find a "best" estimate x of the unknown 

temperature vector x. The confidence regions, and therefore the 

extremal solutions of section 2.1 (3 (iii)) should also be found so that 

effects due to the" condi tion" of the inversion problem equations can 

be-investigated. 

2.4.7 Intrinsic Resolving Power of the MAP Estimator 

In the case where there is no a priori data, and therefore no 

inversion of equation (2.40) in a MAP sense, an estimate of the ver-

tical resolution in the satellite data may still be given. Backus 

and Gilbert (1967,1968,1970) have developed a theory which will give 

some understanding of the vertical resolution under these circum-

stances. The aim of the theory is to form a set of averages from the 

data, using a linear operation of the form 

x 
-a 

x G (y - _y) 
a-

where ~ is the vector of direct satellite measurements, 

X is some mean state of the atmosphere, which would 

produce satellite observations ~ , 

G is some linear operator, and 
a 

x is the "averaged" solution 
Cl. 

(2.l40) 

since ~ contains information about the correct solution {from equation 

(2.40)L equation (2.l40) provides an "averaged" version of the 

correct unknown profile ~, thus 

x - x 
-a 

R{x - x) + e 
-a 

(2.l4l) 

where e = G e is the random "error"in the estimate x - x, and the 
a a -a 

matrix R (which depends on G and the weighting functions) provides 
a 



a "window" through which the "correct" solution is viewed, with error 

e , and is therefore an estimate of the intrinsic resolving power 
-a 

of the estimator. It is a result of the Backus and Gilbert (hence-

forth BG) theory that some balance (or tradeoff) must be sought bet-

ween the "size" of the window and the size of the random error e . 
-a 

That is, as the window size is decreased, the random error e inc­
--a 

reases (e.g. see Conrath (1972». 

The purpose of this 'section is to determine the intrinsic 

vertical resolving power of a MAP estimator by deducing for the MAP 

estimator the form of the window function R of equation (2.141) above. 

Relevant estimator diagnostic properties of the BG theory will be 

reviewed (following Conrath (1972» and applied to the MAP estimator 

of equation (2.77). 

Estimator Diagnostic Properties of the Backus and Gilbert 

Theory 

Consider equation (2.77) 

" x - x x.) (2.77) 

where 

-
Kx (2.142) 

and all other variables have the same meaning as before. The mat-

rices S ,K and S are constant for a given MAP estimator (i.e. a priori 
x e 

matrix S and satellite measurement noise matrix S ). If these quan-
x e 

tities are not altered, equation (2.77) may be written 

x - x 

where 

G 

G(x.. 

-1 
S ) 

e 

(2.143 ) 

(2.144) 

and G is a matrix linear operator (dimension pxn) used to determine 

the MAP estimate of x - x , that is ~ - x. 



Let 

I5.x 
A 

(2.145) - x - x · .. 

and tJy - Y. ~ Y. · .. (2.146) 

From equation (2.143) on substituting equations (2.145) and (2.146) 

· .. (2.147) 

Consider the linearized form of the radiative transfer equa-

tion (equation (2.35)). Neglecting the ground and noise terms in 

this equation, and writing it in terms of continuous functions for 

x and K, then : 

z=z 

y. = I X(:)K. (z) dz 
J =0 J 

.. , (2.148) 

where y. 
J 

is the radiance for the jth channel, 

X(z) is the "actual" or "true" temperature profile, 

a function of height z, 

K. (z) is the satellite weighting function for the jth 
J 

channel, and 

Zt is the effective top of the atmosphere. 

This equation may also be written in matrix component form 

y. 
J 

P 
,J:: K .. x, 
1=1 J1 1 

... (2.149) 

where the vector components have the. same meaning as in equations 

(2.40) and (2.41). On combining equations (2.149) and (2.142) 

y. - y. 
J J 

or 

P 
E K .. (x. 

i=l J 1 1 

P 
6y. E K .. 6x, 

J i=l J1 1 

x,) 
1 

'" (2.150) 
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where i 

£ix. 
l 

refers to the level of discretization 

x. - X., and 
l l 

j refers to the jth channel of the SCR 
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In terms of perturbations tiy. and tix(z) , (now considered a continuous 
l. 

function) equation (2.148) may be written 

6y, 
] 

Zt 

f tiX(Z}Kj(z)dz 

z=o 

(2.151) 

Finally, consider equation (2.147) in component form. For a parti-

cular level of discretization i, 

n 
6x. == l: G .. 6y, 

l j=l lJ ] 

On substituting equa:tion (2.151) into equation (2.152), 

or 

where 

Zt 

f ~. G. ,K. (z) l'ix (z) dz 
j=l lJ ] 

z=O 

A. (z) 
l 

f 
z 

t 

A. (z)6x(z)dz 
l 

z=O 

n 
l: G •. K. (z) 

j=l lJ ] 

'" (2.152) 

... (2.153) 

(2.154) 

'" (2.155) 

and i,j and z are the same quantities as defined above, except that 

z in equation (2.155) is discretized by the tabulation interval 

(z=ih) 

From equation (2.154) it can be seen that the estimate of the 

perturbation from the mean profile 6x at level i, calculated with 

the MAP estimator is just the weighted average of the true pertur-
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bation tlx(z). The weighting is simply determined by the "averaging 

kernel" A. (z). The vectorA. (z) provides a window through which the 
1 1 

correct solution profile (~-~) is viewed, as stated in the intro-

cuction to this section. Accordingly, the intrinsic vertical resol-

ution of an estimated profile at some height (level of discretization) 

i is determined by the behaviour of the averaging kernel A. (z) rele-
1 

vant to height z. (i.e. level i). 
1 

In the ideal case A.(z) is a Dirac Delta function, but since 
1 

equation (2.155) only has a finite number of terms there will be some 

spread in A.(z) about the level i. A measure of this spread is given 
1 

by Backus and Gilbert (1970). 

where s. 
1 

z. 
1 

is 

of 

S. 
1 

the 

the 

refers 

Zt 

2 2 
( z. - z) A. (z) dz 

1 1 

z=o' 

Backus and Gilbert measure for 

averaging kernel A. (z) and 
1 

to the height at discretization 

. •. (2.156) 

the spread 

level i 

The normalising factor 12 has been chosen such that when A. (z) is 
1 

a rectangular function of width t centred on z. and satisfying the 
1 

equation 

f 
z=o 

A. (z)dz 
1 

1 ... (2.157) 

then s, = t. For any averaging kernel A. (z) the function to be inte-
1 1 

grated in the calculation of s. is a quadratic polynomial in z with 
1 

a minimum at z=c.; 
1 

C. 
1 

.•• (2.158) 

where c. by definition is called the "centre" of the averaging kernel 
1 

A. (z). The "spread" of A. (z) about the "centre" of A. (z) may also 
111 

be specified. This value is called the "resolving length" of A. (z) , 
1 



written wi' and 

W, =: S 
1 C, 

1 

Z 
t 

l2f 
2 2 

= [c.-z] A,(z) dz ... (2.159) 
1 1 

Z=O 

The "length" of the interval around c. that contains the heavily 
.L 

weighted values of 6x is the resolving length of the estimator near 

co. It can also be shown (by substitutiont that the spread of the 
1 

averaging kernel A .. (z) may be expressed in terms of the centre and 
1 

resolving length of A. (z). 
1 

Zt 

s. :; W. + 12 [z.-c. ]2f A~(z)dz 
1 1 111 

z=O 

... (2.160) 
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The spread of A.(z) ~an be large either because the resolving len-
1 

gth of A.(z) is large or because the centre of A. (z) is not near lev-
1 1 

el i (that is, height Zh) • 
1 

The BG theory can also be used to determine the size of the 

errors in the estimated solution vector (~ - x) due to the measure-

ment errors in the satellite SCR data (i.e. the propogation errors). 

Consider equation (2.147) : 

.. , (2.147) 

If the errors in ~y are given by the measurement covariance matrix 

Se ' then the variance a~~(zi) in the MAP estimated perturbation pro-

file, due to this measurement error is just 

n 
T 

~ G. ,5 G'k 
jk==l 1J e jk 1 

... (2.161) 



If each of 

2 
0 , then 

e 

and 

the a of 
e. 

l 

°AA(Z.) 
oX l 

a 
e 

S 

54:,f, 

S , i 
e 

1,2, ... ,n is the same magnitude, say 

2 
a I (2.l62) 

e e 

[ 

n J!" 1.: G .. G7. 2 

. 1 lJ lJ 
J= 

(2.163) 

defines a noise amplification factor for the retrieval estimator. 

To summarize, if the averaging kernel A. (z) resembles a 
l 

Dirac delta function, centred near z., then the estimated temperature 
l 
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/:'X. at level i (corresponding to height z.) is an estimate of the true 
l l 

temperature /:'x
i 

with intrinsic resolving power si' The error fn the 

estimate/:'x. due to the measurement error in the satellite observations 
l 

is given by equation (2.16t). This value is not an estimate of the 

confidence region of /:,~ at level i; only the full error analysis of 

section 2.4.6 can give an estimate of the confidence regions for the 

MAP estimated retrieval profile /:'x. 

Data Information Content 

If the averaging kernel, A. (z), (equation (2.155)) has large 
l 

weight at altitudes not near level i (i.e. height z.), the MAP esti­
l 

mated solution /:'x. for that level is constructed from the temper­
l 

ature information at levels not near the height z.. The averaging 
l 

kernel "window" is shifted from the height z .. Alternatively, it 
l 

could be said that the estimator is unable to retrieve a "cor.rect" 

estimate of the temperature for level z. since it does not "contain" 
l 

the "intrinsic information" necessary for a retrieval at the height. 

This lack of intrinsic information is due to the shape of the wei-

ghting functions K, the atmospheric covariance matrix S , and the 
x 

satellite measurement noise matrix S. A qualitative measure of the 
e 

ability of the MAP estimator (of equation (2.145)) to retrieve tem-

perature profiles, given a series of satellite weighting function~, 
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their covariance matrix S , and a set of a priori data, can be deter­
e 

mined by examining 

(i) the calculated values for the centres of the ave rag-

ing kernels A. (z), for a suitably chosen set of 
1 

heights (ranging from i = 1 to i = p) and 

(ii) examining the spread and resolving length character-

istics of the averaging kernels at the same set 

of heights. 

If the centre of the averaging kernel A. (z), for some height z. is 
1 1 

not close to the height z., then the MAP estimator cannot correctly 
1 

retrieve the atmospheric temperature at this height. If the resolv-

ing lengths of a set of averaging kernels A. (z), where the z, are 
1 1 

appropriate to the heights of the peaks of the weighting functions 

are larger than the resolving lengths of the corresponding satellite 

weighting functions, and the error amplification term (of equation 

(2.162» is greater than one; the }ffiP estimator actually reduces the 

resolving power of the satellite data. Under these circumstances 

an inversion of the satellite data should not be performed since 

vertical resolution in the data is lost. 

Final Comments 

Jackson (1978) performed an interesting analysis on the res-

olving power of data using BG theory. He considers a perturbation 

on an a priori vector~. When the es.tiroated solution vector (of eq-

uation (2.141». perturbation term is small, and the elements may be 

treated as random variables which have mean zero and some covariance 

matrix C , ie a priori data, then the solution can be treated as a 
x 

vector of random variables with mean zero and covariance matrix: 

cov[ (x - x) - (x - i) J 
-a 

(R-I)C {R_I)T + G C G
T 

x a e a 

(2.164 ) 



76 

where 
cov [ (x -x). (x-x), ] is the covariance of the estimate, 

~a -

C is the 
e 

measurement covariance matrix, 

x is the true profile vector, 

x is the mean profile vector and 

x is the "averaged" solution profile 
-a 

vector. 

Equation (2.164) can be used to optimize the tradeoff between resolv-

ing errors (the first term on the right hand side of equation (2.164)) 

and data errors (the second term on the right hand side). If G is 
a 

chosen so as to minimize the variance of the total averaging errors 

(given in equation (2.164)), then the operator G is just the MAP est­
a 

imator since R = G K. The optimum "averaged" solution x -x, obtain-
a -a-

ed from BG theory on including a priori data is just the solution 

estimator that would be found if MAP theory were used. It follows 

that the solution covariance matrices will also be identical. 

Jackson (1978) has, demonstrated_that under the gi:ven . 

assumptions, (and on including a priori data), an optimum estimator 

may be found using the BG theory. This retrieval estimator minimi-

zes the total variance of the solution covariance matrix, and is 

therefore optimum in that it "finds" the optimum tradeoff between 

vertical resolution and random ~rror in the temperature profile esti-

mates. Without using a pirori data, it is not possible to define this 

optimum tradeoff (see for example Conrath (1972)). Accordingly incl-

usion of a priori data 

(i) makes the problem solvable, in the sense that 

the variance of the solution profile is not 

to large, and 

(ii) enables the BG theory to be used to 'define an 

optimum tradeoff between vertical resolution 

and error magnification. This estimator 

is the MAP estimator. 
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2.4.8 An Empirical Orthogonal.Function Representation 

of the Retrievals 

One problem remains, how the represent the estim~ted 'sol­

ution vector x in a concise and physically meaningful way? 

If the, p eigenvalues of a given a priori atmospheric tem-

perature covariance matrix, S (dimension pxp) are all distinct then 
x 

S hasp linearly independent eigenvectors. Moreover, these eigen­
x 

vectors 1, i=1,2, ... ,p belonging to eigenvalues A., i=1,2, ... ,p are 
-i 1 

unique apart from a non zero scalar multiplier (Franklin (1968)). 

This set of eigenvectors is also called a set of empirical orthogonal 

functions (henceforth EOF's). Since the series of EOF's form a com-

plete basis set they may be used as a basis set for the representa-

tion of any p dimensional vector x. The profile ~ can be represented 

by a set of projection coefficients. However, a more logical appro-

ach is to specify the mean profile ~ for the set of profiles making 

up the a priori sample used to calculate S , and to construct the 
x 

difference profile R - x In this case, the form of the profile x 

need not be constructed, only the detailed differences ~ - ~. If 

A 

the number of EOF's needed to "correctly" represent the vector x - x 

is much smaller than p then this is a concise representation of the 

A 

solution profile x 

BOF Analysis Details 

Consider the pxp dimensional a priori atmospheric temperature 

covariance matrix S 
x 

This matrix is constructed from a sample of 

atmospheric temperature profiles for a particular latitude zone and 

season. The sample's mean temperature profile ~ is constructed using 

equation (2.93), an unbiased estimator for ~ (Deutsch (1965)). If 

the set of profiles making up the sample is truely representative 

of atmospheric temperature variations (i.e. contains"all" information 

about atmospheric temperature variations) then S will describe well 
x 

the variance and covariance of the atmospheric temperatures. The 
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total atmospheric temperature variance is just the trace of S since 
x 

the diagonal components of S are the variances of the temperatures 
x 

at each level. 

Transforming S to its principal axes co-ordinate system 
x 

(2.165) 

where 

L is an orthonormal matrix, and 

II. = diag [I- 11-
2

, ••• I-pJ is a diagonal matrix of the eigen-

therefore 

and 

If the 

values of S , 
x 

LTL 

LT 

L 

1., 
-1 

i",,1,2, ... ,p 

I (2 (166) 

L 
-1 

[~ 1 1 ..... 1 J (2.167) 
-2 -3· -p 

are distinct then the eigenvectors form 

a complete basis set, as noted in the introduction to this section. 

The eigenvalues and their eigenvectors can be ordered such that 

1-, ~ 1-, if i > j. 
1 J 

since L is a similarity transformation 

tr (5 ) 
x 

tr(lI.) (2.168) 

where tr(') is the trace of ('). The total variance of the atmospher-

ic temperatures is just the sum of the eigenvalues of S. Each eigen­
x 

vector 1" i=1,2, ... ,p explains a certain amount of the temperature 
-1 

variance of the atmosphere (about the mean state i). The actual 

amount explained (by each eigenvector) is just : 

i 1,2, ... ,p (2.169) 

Owing to the nature of the matrix S discussed in Section 2.4.6 it 
x 

is to be expected that a large percentage of the total atmospheric 

temperature variance can be explained by a small number (compared 
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with p) of eigenvectors (EOF's) 1, of S , i=1,2, ... ,n. The vector 
-1 x 

A _ 

x - x can therefore be constructed, "correctly", using only a subset 

of the EOF's of matrix S . 
x 

The vector x - ~ may be written 

x x 
n 

Ec,l. + residual(n) 
i=ll~l 

(2.170) 

where the c., i=1,2, ... ,n are a set of projection coefficients and 
1 

the vector residual(n), is a function of n. If a reason for trun-

cating the set of EOF's at 1 can be established then it is possible 
--n 

to represent some estimated retrieval profile ~ by a set of n project-

ion coefficients c" plus the mean profile vector~. This new con-
1 

cise representation of R is a "good" representation if n « p and 

some criterion for using only the first n EOF's in reconstructing the 

vector x - x can be established. 

Truncation Criteria 

Rinne and Jarvenoja (1979) have examined four suggested methods 

for finding the value of n above. These may be stated as follows 

(a) Eigenvectors corresponding to eigenvalues much larger 

than othersshould be retained, (Beale et al (1967». 

(b) From a log (eigenvalue) versus eigenvalue ordinal 

number graph called a LEV diagram. For this cri-

terion the EOF series is truncated at the point 

where the LEV graph can be started by approximat-

ing it with a straight line. (Craddock and Flood 

(1969) I Craddock and Flintoff (1970), Farmer (1971». 

(c) If the measurement noise in the profiles of the 

sample set is known, say a% then only (lOO-a)% 

of the total variance represents real atmospheric 

variance that can be measured. If a can be esti-

mated, then a suitable truncation value for n can 
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be determined . 

. Cd) Rinne and Jarvenoja suggest that an optimum trun-

cation is when the expansion has "included" as 

much noise as real information still remains 

"unexplained" . 

These truncation methods have been examined by Rinne and Jarvenoja 

as they apply to the problem of specifying 500 rub height fields over 

the northern hemisphere. They have tested truncation criteria (a) 

to (d) above and find : 

(i) method(a) is unsatisfactory, and 

(ii)For large samples (for covariance matrix) criterion 

(c) requires fewer EQF's than do criteria (b) and (d) 

Their interpretation of conclusion (ii) above is that method 

(c) considers the significance of a single profile (input to the co-

variance matrix) whereas criteria (b) and (d) concentrate on the 

efficiency of the EOF expansion and on the explanation of the true 

information. The LEV diagram technique of method (b) would seem to 

have little theoretical justification, except that, quoting Craddock 

and Flood (1969.), "in meteorology, noise eigenvalues are in: geometri-

cal progression". 

The problem of the variance of 500 rub height fields is physi-

cally different to the problem of the variance of vertical atmospher-

1C temperature fields however the truncation criteria tested by Rinne 

and Jarvenoja should still be applicable. The principles involved 

are quite general (within meteorology) and no factor would seem to 

limit their applicability to only the analysis of truncated EOF ser-

ies for500 rub height field specifications. For the case of represen-

tation of atmospheric temperature profiles, truncation methods (b) 

and (c) will be used to determine suitable EOF series. Method (d) 

cannot be applied as the data set of profiles is too small to con-

struct a matrix S which may be said to contain "all real temperature 
x 



information". The values of n determined from (b) can be expected 

to be larger than or approximately to that for the optimum 

method (d) (Rinne and Jarveno (1979). No real atmospheric var-

iance should be left out of an EOF expansion whose truncation point 

is determined by method (b). 
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A retrieved temperature profile should be able to be repre­

sented bya small set of EOF's. The EOF's are physically meaningful 

since describe the variance structure of the atmosphere, and 

noise in the a priori data due to random measurement noise will be 

removed from the retrievals. 
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CHAPTER 3 

INTRINSIC VERTICAL RESOLVING POWER 

3.1 INTRODUCTION 

The purpose of this chapter is the examination of the intrin-

sic vertical resolution characteristics of MAP estimated temperature 

profiles retrieved from Nimbus 4 SCR data. 

The temperature profile estimate derived with a MAP estimator 

is from equation (2.147);-

A 

X x + G (y - y) (3.1) 

where i is the retrieved temperature profile estimate, given a set 

of satellite observations y, an a priori first guess profile x and 

the estimator matrix G. In the following analyses it is assumed 

that vertical temperature structure of interest is not present in 

the a priori profile ~. Rather, this temperature structure is det-

ermined by the second term on the right hand side of equation (3.1). 

Accordingly the intrinsic vertical resolution in the retrieved temp-

erature profile ~ is determined by the MAP estimator matrix of co-

efficients G. This matrix incorporates the height distribution and 

shape of the satellite weighting functions (or kernels). In order 

to specify the intrinsic vertical resolution in the retrieved pro-

files the Backus Gilbert resolution characteristics of MAP estima~ 

tor matrices G are determined, as are the characteristics of the sat-

ellite weighting fUnctions and Backus Gilbert defined linear combin-

ations of the weighting functions. 

From the discussion of Chapter 2 it is evident that the retri-

eval problem may not be well posed. The "conditioning" effect of 

the satellite "measurement" noise variance is therefore investigated 



by considering the sensitivity of the MAP estimator Backus Gilbert 

resolution characteristics to changing satellite measurement noise 

variances. 
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The vertical resolving powers of six sets of MAP estimators 

are investigated. These estimators would be used to retrieve temper­

ature profiles from Nimbus 4 SCR data at all latitudes between app­

roximately BODS and BOON during two seasons which approximate summer 

and winter conditions in either hemisphere. The sets of estimators 

are divided into three latitude zones in order to account for the 

differences in atmospheric temperature structure with changing lat­

itude. The zones are defined thus : equatorial (0 0 - 30 0), mid­

latitudes (30 0 - 500) and high latitudes (500 - 80 0) . 

In the following results 1 scale height (sh) is assumed to be 

7.5 km. 

Finally, from case studies of these six sets of MAP estimators, 

and the resolution of Backus Gilbert retrieval estimators, general 

criteria relating the intrinsic vertical resolution of a set of sat­

ellite weighting functions to the vertical resolution of deduced 

retrieved temperature profiles are given. 

3.2 THE A PRIORI DATA SETS 

The a priori data set for input to the MAP estimator calcul­

ation (equation (2.77)) is a suitable mean temperature profile and 

its covariance matrix, as discussed in Sections 2.4.3 and 2.4.5. 

This data set is sometimes referred to as the set of virtual obser­

vations/ or more simply, the virtual observations (Rodgers (1976b)). 

3.2.1 Virtual Observations 

The mean profiles and covariance matrices are calculated from 

sets of suitable conjunctiverocketsonde-balloonsonde temperature 

profile observations for different latitude zones and"seasons". These 
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observations, which in the main are north-western hemisphere obser-

vations, are separated into three latitudinal zones : 0 0 to 30 0N, 

30 0N to SOON and SOON to 80 0N, and two "seasons" : "summer" and 

"winter". The term seasons is used here to specify certain periods 

in the year (table 3), as opposed to a strict definition of the Sea-

sons. In the following, this meaning should be taken and the quo-

tation marks will be deleted. 

A measure of the accuracy of the mean profile estimate for 

each sample of profiles is determined by regarding the sample as an 

ensemble of non stationary "time series" of temperature as a function 

of height. A measure of the variance of the mean profile temperature 

error at some height z is just (by Bendat and Piersol (1966)) 

A 

Var [ T (z) J 
2 

(J. (z) 

M 
(3.2) 

where Var [ T (z)] is the variance of the estimate of the mean temper-

ature T at height z. The quantity (J2(z) is the associated variance 

of the temperature at height z and M is the sample size. The mag-

nitude of the quantity Var [ . ] will be used as an indication of the 

adequacy or inadequacy of a particular sample of profiles used to 

represent the nature of temperature fluctuations in the atmosphere. 

The following subsections document the specifications of the 

latitudinal and seasonal a priori data sets. 

The Equatorial "Summer" A Priori Data Set 

The term "summer" is used here· only in the sense that it refers 

to an a priori data set constructed from a sample of temperature pro-

files for months May, June and July from equatorial (0 0 - 30 0N) ob-

servation stations. The sample contains 203 profiles from years 

1969 through 1972 , weighted toward the June temperature structure. 

The estimated mean profile and the calculated covariance matrix are 

reproduced in appendix D. 

The largest mean profile variance occurs at mesospheric heights 
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where the variance is of the order of 30(r.u)2 corresponding from 

equation (3.2) to a-mean temperature profile variance of the order 

2 
of O .. 15K. Since the error is less than lK the sample size is con-

sidered adequate. 

On considering the structure of the covariance matrix (appen-

dix D) it is observed that temperatures in the middle and upper strat-

osphereand the lower mesosphere correlate negatively with temper-

atures in the region of the tropopause. Near the stratopause 

there is also a negative correlation with temperatures in the tropo-

sphere. Both these correlations are relatively weak, as are the cor-

responding positive correlations with temperatures in the troposphere. 

Temperatures in the lower stratosphere and in the tropopause region 

correlate nagatively with temperatures in the troposphere. 

The tropopause region is centred on 2.3 sh altitude ("'l7 km) 

and the stratopause lies in the region of 6.B sh al ti tude ("'51 km). 

The Equatorial "Winter" A Priori Data Set 

The term "winter" is used here-only in the sense that it 

refers to an a priori data set constructed from a sample of temper-

ature profiles for months December, January and February from equa-

torial observations stations. The sample consists of 155 profiles 

from years .1969 through 1972. The calculated mean temperature pro-

file and covariance matrix are to be found in appendix E. 

The heights for which the variance in the mean profile esti-

mate is largest occur in the mesosphere, where the atmospheric temp­

erature variance is of the order of 45(r.u)2 indicating a mean pro-

file variance of approximately O.3K
2

, and at ground level where the 

2 
mean profile variance is of the order of O.6K. The sample size is 

considered adequate. 

Examination of the covariance matrix indicates that tempera-

tures in the lower mesosphere have a weak negative correlation with 

temperatures at the stratopause and tropopause. Temperatures in 
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the stratopause region have a weak positive correlation with temper-

atures at the tropopause and a stronger negative.correlation with 

temperatures in the troposphere and lower stratosphere. At heights 

below the stratospause and above the tropopause there is a strong 

negative correlation with temperatures in the region of the tropo-

pause. This negative correlation is strongest for heights in the 

lowerstratos·phere. There is also.a weak negative correlation bet-

ween the temperatures in the middle stratosphere and those in the 

lower troposphere. However, at all other heights below the strato-

pause and above the tropopause, temperatures are strongly positively 

correlated with those in the troposphere. In the region of thetropo-

pause the temperatures have strong negative correlations with those 

in the lower troposphere. 

The stratopause is in the region of 6.7 sh altitude (~50 km) 

the tropopause occurs in the region of 2.5 sh altitude (~19km). 

The Mid Latitude Summer a priori Data Set 

A sample of 139 May, June, July and August temperature pro-

files were used to calculate the covariance matrix and mean temper-

ature profile for this zone and season. Four summer seasons obser-

vations are included in the sample. The calculated mean profile 

and corresponding covariance matrix are recorded in appendix F. 

The largest variance in the estimates of the mean temperature 

profile occurs near ground level where the atmospheric temperature 

variance 
2 

is of the order of 55 (r.u) . The corresponding error in 

the mean profile estimate is therefore approximately O.4K2. The at-

mospheric temperature variance in the lower mesosphere and stratopause 

region is of the order of 45(r.u)2 corresponding to a mean profile 

2 
estimate variance of the order of O.3K 

ered adequate. 

The sample size is consid-

_ The correlations between the temperatures at different levels 

may be indicated on considering the covariance matrix in appendix F. 
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At heights above the middle of the stratosphere, extending into the 

lower mesosphere there is a negative correlation with the tempera-

tures in the troposphere. Additionally at heights in the lower mes-

osphere, below the stratopause region and above the middle strat-

osphere there is a weak negative correlation with temperatures near 

the tropopause. In the lower stratosphere the temperatures have a 

strong positive correlation with temperatures in the troposphere and 

a weak negative correlation with temperatures in the region of the 

tropopause. Temperatures at tropopause heights correlate negatively 

with those in the troposphere. 

The stratopause lies in the region of 6.7 sh altitude (~SO km) 

and the tropopause in the region of 2.2 sh altitude (~17 km) . 

The Mid-Latitude Winter a priori Data Set 

The covariance matrix and mean temperature profile were con-

structed from a sample of 142 northern mid-latitude (30 0N - SOON) 

rocketsonde-balloonsonde temperature profiles. The sample profiles 

span four years, 1969 through 1972, for months December, January and 

February. Accordingly data from five winters are included in the 

sample. The covariance matrix and the calculated mean profile are listed 

in appendix G. 

On examination of the covariance matrix it is found that the 

2 
largest atmospheric temperature variances, 170 (r.u) , occur at hei-

ghts near the stratopause. The corresponding variance in the mean 

2 
profile estimate at these heights is of the order of 1.2K. At other 

heights below the stratopause, the variance is much smaller, being 

2 
of the order of 0.3K. Accordingly it is expected that the sample 

size is adequate, ifn~tcompletely satisfactory. 

Further examination of the covariance matrix indicates that 

there is a strong negative correlation between temperatures in the 

lower mesosphere and those in the upper stratosphere and stratopause 

region. There is also a weak negative correlation with temperatures 
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in the troposphere. Temperatures at heights near the stratopause 

correlate negatively with temperatures in the stratosphere and tropo-

sphere, but have a positive correlation with temperatures at the 

tropopause. Both these correlations are weak. Temperatures in the 

middle and upper stratosphere correlate negatively with temperatures 

in the lower stratosphere and the upper troposphere, but positively 

with temperatures in the lower troposphere. Finally at heights in 

the lower stratosphere and in the vicinity of the tropopause, the 

temperatures correlate negatively with temperatures in the tropos-

phere. 

The stratopause occurs in the region of 6.9 sh altitude (~Slkm) and 

the tropopause in the region of 2.S sh altitude (~19 km). 

The High Latitude Summer a priori Data Set 

Ninety six profiles satisfied the selection criteria of the 

covariance calculation program, for high latitude stations (SOON to 

80 0N) and months May, June, July and August in years 1969 through 

1972. The covariance matrix and sample mean profile can be found in 

appendix H. 

The largest variances in atmospheric temperatures occur near 

ground level and in the upper stratosphere. The respective values 

2 2 
are approximately 100 (r.u) and SO(r.u) . Using equation (3.2) 

these values indicate that the variances in the mean profile esti-

mate at these heights are of the order of lK
2

and 0.5K
2 

respectively. 

Consequently the sample size is considered to be adequate although 

smaller than would be desired since errors in the mean profile est-

imate are of the order of lK. 

On consideration of the calculated covariance matrix it is 

apparent that temperatures in the region of the upper stratosphere, 

the stratopause and the lower mesosphere have a positive correlation 

with temperatures in regions at and above the tropopause, but a strong 

negative correlation with temperatures in the troposphere. At hei-
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ghts in the middle stratosphere near 4 sh altitude (~30 km) the tem-

peratures correlate positively with all other levels. However, in 

the lower stratosphere and in the region of the tropopause the temp-

eratures have a strong negative correlation with temperatures 

in the troposphere. 

The stratopause is in the region of 6.9 sh altitude (~52 km) , 

the tropopause in the region of 1.7 sh altitude (~13 kID). 

The High Latitude Winter a priori Data Set 

From the TD5850 file of rocketsonde and balloonsonde temper-

ature profiles for this latitudinal zone and season (months December, 

January and February), only 102 temperature profiles satisfied the 

selection criteria of the covariance calculation program (see section 

2.4.5). The sample incorporates data from five winter seasons for 

the years 1969 through 1972. The covariance matrix and sample mean 

profile are reproduced in appendix I. 

The largest values of the temperature variance of the atmos-

phere occur at heights near 6 sh al ti tude. This variance is of the 

order of 210 (r. uf, corresponding to a variance in the mean profile 

estimate at these heights, of approximately 2K2 At other heights 

in the stratosphere and troposphere the atmospheric temperature var-

iance is much smaller resulting in a mean profile estimate error of 

2 
the order of 0.5K From this result it is apparent that the sample 

size for this zone is probably sma1ler than is desirable. 

consideration of the structure of the covariance matrix indi-

cates that for temperatures at heights above 7.5 sh altitude, in the 

region of the stratopause, there is a weak negative correlation with 

temperatures in the stratosphere and at the. tropopause .. Addi'ti'onally.there 

Is a weak positive correlation with temperatures in the troposphere. 

For heights below approximately 7.0sh altitude and above 2 sh altit-

due there is a weak negative correlation with temperatures in the 

lower stratosphere, tropopause region and troposphere. Near 2 sh 
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altitude, in the isothermal region of the stratosphere there is a weak 

positive correlation with temperatures near ground level and in the 

lower troposphere. However at lower altitudes, but above 1.3 sh 

altitude, there is again a negative correlation with temperatures in 

the troposphere. 

The "tropopause" is in the region of 1. 3 sh al ti tude, (::"10 km) 

and the lower stratosphere is approximately isothermal. The strato­

pause is not well defined, but would appear to lie in the region of 

7.5 to B.O sh altitude (~5B km). 

Comparisons between a priori Data Sets 

The main characteristics of the different a priori data sets 

are displayed in table 4 below. Several observations may be made from 

the data in the table : 

(a) For each latitudinal zone the average variance 

of the lowest four levels of the atmosphere (i.e. 0 to 

0.3 sh altitude) is smaller in summer than in winter. 

The recorded value for the high latitudes winter 

ground level variance is probably underestimated 

since a large number of the sample's profiles did 

not have ground level temperatures reported. In 

these cases the ground level temperatures were 

inferred from previous observations. 

(b) For the equatorial and mid-latitude data sets 

there is an approximate change of 20% in the 

temperature variances at tropopause heights, bet­

ween the summer and winter data. However at high 

latitudes the difference in the variances of the 

tropospheric temperatures is much larger. The 

summer variance being larger than the winter var-

iance. 



TABLE 4 CHARACTERISTICS OF THE A PRIORI DATA SETS 

Latitudi- Season Sample Near Ground Strato- Largest Mean Pro- Mean Pro- Tempera-
nal Zone (Months) Size Level Temp- use Tem- pause Variance file Tro- ture of file Str- ture at 

erature Va- Tempera- of Mean opause Tropopa- atopause Strato-
riance Variance ture Var- Tempera- Height use Height pause 

2 2 
iance ture est-

(sh) °c (sh) DC 
(r.u.) (r.u.) 2 mate 

(r .u.) 
D. K2 

Summer.. 
203 ::-12 -10 -24 -0.15 2.3 -72.4 6.8 -S.S 

(S,6,7) 
EQUATORIAL 
(OO-30°N) Winter 

155 -40 -8 -38 -0.3 2.4 -75.9 6.7 -4.1 
(12,1,2) 

Summer 
(5,6,7, 139 -53 -8 -45 -0.3 2.2 -62.5 6.8 -3.2 

MID-LATIT-
B) 

UDES 
Winter 

(300N-SOON) 
(12,1,2) 

145 -130 -10 -160 -1 2.S -64.3 6.B -7 

Summer 
(S,6,7, 96 -130 -19 -4S -1 1.7 -51 6.9 2 

HIGH-LAT-
8) 

ITUDES 
Winter 

(SOON-BOON) 102 -140* -10 -190 -2 '-1. 3 -S4 -7.5 -21 
(12,1,2) 

D. The near ground level temperature variance is the arithmetic average of the variances of the four lowest 
"levels" of the atmosphere. The abbreviation r.u. is short for radiance unit i.e. 1 mWm- 2 (cm- 1 )-lst-1 

* see text 

I.D 
l-' 



(c). The variances of temperatures at the stratopause are 

much larger in winter than summer, for each of 

the latitude zones. The variances for each season 

also increase with increasing latitude. Additionally, 

on consideration of the covariance matrices of 

appendices D to I it is evident that the region 

of the stratopause is much wider in winter than 

in summer. 

(d) The sample sizes are probably adequate for all 

but the high latitude data sets 

(e) The temperature of the winter tropopause at high 

latitudes is much warmer than the mid latitudes 

tropopause, which in turn is warmer than the equa­

torial tropopause. 

(f) At high latitudes the tropopause occurs at a lower 

altitude than either the mid-latitude or equatorial 

tropopauses. The height of the high latitudes 

winter tropopause is ill defined since the lower 

stratosphere is essentially isothermal, and is 

at a temperature close to that of .the . tropopause. 

(g) For equatorial latitudes the summer stratopause is 

slightly cooler than the winter stratopause, however, 

for mid and high latitudes the reverse situation 

occurs. The temperature difference is large for 

the high latitude results. The winter stratopause 

becomes cooler with increasing latitude, whereas 

the summer stratopause becomes warmer with increasing 

latitude. 

92 

The broad features of the structures of the covariance matrices 

for the three latitudinal zones and two seasons may also be compared. 

Firstly, consider the summer covariance matrices. The temper-
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atures at upper stratospheric and lower mesospheric heights, for the 

mid and high latitude matrices, tend to have a negative correlation 

with tropospheric temperatures the correlation being stronger for 

the high latitudes case. Whereas, for the equatorial matrix temper­

atures at all heights above the middle of the stratosphere have a 

weak positive correlation with temperatures in the troposphere and 

a negative correlation with temperatures at the tropopause. For the 

mid and high latitude matrices at mid and lower stratospheric heights, 

there is a strong positive correlation with tropospheric temperatures. 

However, in this height range the equatorial matrix has a strong neg­

ative correlation with tropospheric temperatures. At tropopause 

heights the temperatures have a negative correlation with tropospheric 

temperatures, in each latitudinal zone. 

Secondly, consider the winter covariance matrices for the three 

latitude zones. For the equatorial and mid latitudes matrices, temp­

eratures in the mesosphere have a weak negative correlation with tem­

peratures in the region of the stratopause. The equatorial matrix 

also has a negative correlation with temperatures at the tropopause 

whereas the mid-latitudesmatrix has a positive correlation with tem­

peratures in the troposphere. In each of the matrices, temperatures 

at the stratopause tend to correlate nagatively with temperatures in 

the troposphere and positively with temperatures at the tropopause. 

The mid and high latitudes matrices also have negative correlations 

between temperatures at the stratopause and those in the stratosphere. 

At mid and upper stratospheric heights the temperatures of the equa­

torial and mid-latitudes matrices correlate negatively with temper­

atures at the tropopause. At the same heights the mid latitude mat­

rix temperatures also correlate negatively with temperatures in the 

lower stratosphere and middle troposphere. Also at these heights the 

temperatures of the high latitude matrix correlate negatively with 

temperatures in the lower stratosphere, tropopause region and tropo-
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sphere. For low stratospheric heights the equatorial matrix retains 

the negative, correlation with temperatures at the tropopause, where-

as the mid and high latitudes matrices have strong negative correl-

at ions with temperatures in the troposphere. In the region of the 

tropopause the temperatures correlate negatively with temperatures 

in the troposphere in each latitude zone. 

One feature of the covariance structure is present during both 

seasons in all three latitudinal zones, this is the negative correl-

ation between tropopause and tropospheric temperatures. 

During both seasons the equatorial matrices tend to have a 

negative correlation between temperatures in the stratosphere and 

those in the region of the tropopause. Similar comparisons cannot 

be made for the mid-latitudes seasons. At high latitudes, during both 

seasons, the temperatures in the stratosphere correlate negatively 

with temperatures in the troposphere. The overall structure 

of the correlations between different levels for the summer and winter' 

matrices at high latitudes is not dissimilar, whereas they are quite 

dissimilar for the other two latitude zones considered. 

3.2.3 Additional i3. priori "Information" 

Additional a priori information may be used to modify the co-

variance matrices determined above. 

The calculated covariance matrices include a component 

for the variance of the ground level temperature as well as components 

for the covariances between ground level temperatures and the temper-

atures at all other levels. If the ground temperature is known a 

priori, from some other measurement, then the associated covariance 

matrix is modified by this knowledge. The modification is given by 

Peckham (1974), and in terms of the atmospheric covariance matrix 

S , is expressed by the relation 
x 



s' s 
x .. x., . 

lJ lJ 
s 

x . 
Ol 

s 
x 

00 

(3.3) 

where S· is an element of the modified (ground corrected) covari-
x. , 
lJ 

ance matrix, (i,j=l,2, ... ,p). The suffix 0 refers to the ground 

values. The matrix S shall be termed the "original" a priori 
x 

covarinace matrix in the following sections. The column and row of 
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the ,ground corrected covariance matrixS' referring to ground level 
x 

are transformed to zero vectors by equation (3.3). 

A further "piece" of a priori information may be used to mod-

ify the original (or ground corrected) a priori covariance matrices. 

This piece of· information puts a constraint on the allowed sizes of 

the covariances between temperatures at different levels in the atmos-

phere. 

As mentioned in the preceeding sections, it is apparent that 

in each of the a priori (original) covariance matrices, there are 

heights where strong correlations exist between levels in the atmos-

phere widely separated in altitude. These correlations may have 

an adverse effect upon the intrinsic vertical resolution and stab-

ility of the derived MAP estimators, as will be shown in the follow-

ing sections of this chapter. When this situation arises, the strong 

covariances between levels in the atmosphere widely separated in 

height may be removed by applying a gaussian "filter" to the original 

or ground corrected covariance matrices. The filter has the follow-

ing form : 

S r (3.4) 
X •• 
lJ 

where S· is an element of the modified constrained matrix, 
x .. 
lJ 

(i,j=l,2, ... ,p), w is a parameter which shall be called the filter 

width, and S is an element of the original or ground corrected co-
x .. 
lJ 

variance matrix. 
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Alternatively this filter could be interpreted as a modific-

ation of the expectation operator used in-the-calculation of the ori-

ginal a priori covariance matrices. The defining equation for the 

(i,j)th element of the original matrix is equation (2.91), reproduced 

below : 

s 
x .. 
~J 

1 M 
- .[ (b - 5,) (b - b- ) 
M m=l im i jm j 

.. , (3.5) 

where all quantities are as;defined in equation (2.9'1). Application 

of the "filter" of equation (3.4) results in the equation : 

S r 
x .. 

1 ::: M exp 
~J 

M 
[1 (b. 

m= ~m 
b. ) (b. 
~ Jm 

- b.) 
J 

••• (3.6) 

The "filter" modifies the form of the probability density ~unction 

of the assumed random variable (b
km 

- 5
k

) for which k is an integer 

and 1 <i k ~ p. In the calculation of the original a priori covariance 

matrices, the density function is just the inverse of the sample size. 

The modified, constrained matrix is calculated using a density func-

tion dependent upon the sample size M, the height separation (i-j) 

and the parameter w. When (i-j) is large the density function value 

is small, and the corresponding covariance is smaller than that of 

the original matrix. Physically, the modified density function for 

the covariance calculation reduces the effect of any large correlations 

between temperatures at levels widely separated in height, that are 

present in the original samples of temperature profiles. The degree 

to which these correlations are removed is dependent upon the choice 

of the filter width parameter w. For a filter width of the order 

of 20 (i.e. 2 sh) the size of covariances close to the principal 

diagonal are not changed significantly, but large covariances far from 

the diagonal .are reduced considerably. 
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3.2.3 Extrapolation of the virtual Observations 

The covariance matrices and sample mean temperature profiles 

calculated from the samples of rocketsonde-balloonsonde profiles ex-

tend from ground level to 8 sh altitude (approximately 60 km), in 

intervals of 0.1 sh. The satellite kernel for channel A of the Nimbus 

4 SCR has non zero weighting at heights up to approximately 10 sh 

("'75 km). The mean profiles and covariance matrices are "extrapol-

ated" from 8 sh to 10.2 sh altitude. 

The mean temperature profiles are simply extended oy assuming 

the temperature profile has a constant lapse rate in the mesosphere. 

A lapse rate of -19 K/sh (which is much less than the dry adiabatic 

lapse rate) has been chosen. This figure being calculated from "US 

Standard Atmosphere 1976", atmospheric temperature-pressure tables. 

The equation for the extrapolation is : 

where 

T(z) 

T (z) 

dT 
d ( -1 n (p/p )) 

o 

(z-8.0) + T(z =8.0) 
o 

(3.7) 

is the temperature at height z, for 8.1 sh 

~ z ~ lO.2sh, 

T(z =8.0) is the value of the mean profile temperature at 
o 

8 sh altitude, and 
dT 

d(-ln(p/p)) is the lapse rate 
o 

The covariance matrices are extrapolated by assuming that the 

covariance matrix has only non zero entries on the principal diagonal 

at heights greater than 8.0 sh. The variances at each level are cal-

culated for a given atmospheric temperature variance about the mean 

temperature profile. The value for the temperature variance is cho-

sen such that the variance above 8.0 sh altitude is not larger than 

the variance at 8 sh. The variance is further assumed to be constant 

in the extrapolation height range. In practice, the assumed values 
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for the temperature variances are rather less than the range of high­

est and lowest mean monthly temperature variances of the US Standard 

Atmosphere 1976. This is expected since these are extremes for any 

location between the equator and the pole. 

This method of extrapolating the covariance matrices does not 

introduce large errors into any MAP estimated temperature profiles 

since the channel A kernel weighting at heights above 8 sh altitude 

is not large. This point will be considered again in the final com­

ments of Section 3.5. 

3.3 BACKUS GILBERT RETRIEVAL CHARACTERISTICS FOR THE NIMBUS 

4 SCR KERNELS 

The theory of Backus and Gilbert, discussed in Section 2.4 • .7 

was originally proposed so that some useful information could be ded­

uced from non well-posed problems. Conrath (1972) applied the theory 

to the atmospheric remote sensing problem. However, as Jackson (1978) 

has pointed out, the Backus and Gilbert technique is only of value 

when determining small perturbations on an a priori model. By def­

inition, the observations do not contain enough information to form 

a complete solution, other than when the solution lies close to a 

zero vector (which of course is a priori data). In Section 2.4.7, 

only the diagnostic properties of the Backus Gilbert (henceforth,BG) 

technique, as applied to the MAP estimator, were considered. The 

theory can however be applied so that it may be used to determine the 

G matrix of equation (2.147), (see introduction of Section 2.4,7): 

G6y .•• (2.147) 

As stated above, the BG inversion technique uses only the information 

available in the satellite measurements. The satellite measurement 

kernels (weighting functions) are combined linearly, such that at 

some height the resultant "averaging kernel" is interpreted as repre-
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senting the mean temperature over a layer of the atmosphere. The 

width of the layer is defined by the width (i.e. the spread) of the 

averaging kernel. 

since the BG inversion estimator is formed from the satellite 

information alone, the corresponding averaging kernels may be used 

to define the intrinsic information content and vertical resolution 

of the satellite measurements, that is, of the satellite weighting 

functions. 

3.3.1 The Backus Gilbert Retrieval Estimator 

Outlined in the following paragraphs is the derivation of the BG inver-

sion (retrieval) estimator, the equivalent of the G matrix of equation 

(2.147) . 

Consider a row vector g. of the G matrix, referring to some 
-1 

height Z., For the choice of a particular g., there will be an ass-
1 -1 

ociated error variance cr~A(Z.) given by equations (2.161) or (2.163). 
LlX 1 

As Conrath (1972) states; "Ideally one would like to be able to 

choose the vector g. such that both the error variance, a,~(z.) and 
-1 LlX 1 

the spread s. (equation (2.156)) are minimized. This cannot be done". 
1 

Instead, a linear combination of the spread and noise variance is min-

imized. Consequently, there is a tradeoff between vertical resolution 

and noise. 

The averaging kernel formed on choosing a particular vector 

g. is given by equation (2.155), that is 
-1 

A. (z) 
1 

n 

.E
l 

g. K. (z) 
J= 1. J 

J 

... (3.7) 

The spread of the averaging kernel is found, using equation (2.156). 

Hence 

S. 
1 

Zt 

J 
2 n 

12 (z.-z) .E g. K. (z)g. K (z)dz 
1 Jl1.J 11 

J 1 o 

THE LIBRARY 
UNIVr,!{SlTY or" CANTt,ROURY 

CI·:n1~';1"CI'IUPJ.::HI N.!., 

(3.8) 



or 

where 

n 
s, 

1 
rlg. g, s. (zl.') 
J 1j 11 J 1 

S .. (z. ) 
J1 1 

a 

z 
t 

2 
(z.-z) K, (z)K (z)dz 

1 J 1 

100 

'" (3.9) 

... (3.10) 

Following Conrath (1972), the following matrix a linear combination 

of the averaging kernel spread and the satellite measurement noise 

variance S is defined 
e 

W'l(z, ,q) 
J 1 

qS'l(Z') + (l-q)rS 
J 1 e'l J . 

..• (3.11) 

where the constant r is included to make the physical dimensions of 

the two terms on the right hand side of equation (3.11) identical. 

The parameter q is varied between 0 and 1 and is used to tradeoff the 

vertical resolution against the noise. The problem of finding a suit-

able vector g, is reduced to finding the vector which has the smallest 
-1 

spread s, when the matrix W(z.,q) is substituted in place of matrix 
1 1 

s, (z,) in equation (3.9). The minimization problem requires the 
Jl 1 

spread S, of equation (3.9) to be minimized subject to the constraint 
1 

that the averaging kernel is unimodular, as required by the BG theory. 

The solution g,=O is excluded. If 
-1 

U. 
1 f 

a 

z 
t 

K,(z)dz 
1 

i 1,2, ... ,n ••. (3.12) 

then from equation (,3'.9) I the expression to be minimlzed is 

Q 

subject to the constraint 

T 
g.W(z. ,q)g. 
-1 1 -1 

(3.13) 



T 
g.u = 1 
-1-
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. .. (3 .l4) 

Hence, to find the solution vector g. the equation to be solved is: 
-1 

T 
q(g.sg.) + 

-1 -1 

T T 
(l-q) (g. S g.) +;\ g . u ] - 0 

-1 e-1 -1-

... (3.15) 

where A is an undetermined multiplier. The solution is given by 

Conrath (1972) and Rodgers (1976b) 

.sLi(q) 

-1 T 
W (z . ,q) u 

1 -

-1 T 
u W(z. ,q) u 

1 -

.. , (3.16) 

The vector g. is a function of the tradeoff parameter q. 
-=-:t. 

The BG measures of spread, centre and resolving length of a 

minimum spread linear combination of the satellite weighting functions; 

the BG averaging kernel, may be used to provide a means of establish-

ing the information content and resolution of the satellite observ-

ations. 

In the following subsections the calculated BG averaging 

kernels are used to determine the intrinsic resolution of the Nimbus 

4 SCR satellite measurements. 

3.3.2 Resolution Characteristics of Nimbus 4 SCR Data 

To specify the vertical resolution of the individual channel 

observations, the BG measures of spread, centre and resolving length 

are calculated for the Nimbus 4 SCR weighting functions (that is, 

the satellite kernels). The value of z. used in equation (2.156) is 
1 

chosen to be the height of the peak of the particular weighting fun-

ction. The results of these calculations are given in table 5 below. 

These values shall be used as bench marks in examining the vertical 

resolving power of all retrieval estimators. 
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TABLE 5 NIMBUS 4 SCR WEIGHTING FUNCTION CHARACTERISTICS 

CHANNEL z. CENTRE RESOLVING LENGTH SPREAD 
1 

( sh) (sh) (sh) 
( sh) 

(±.l sh) 

A 6.1 6.15 2.05 2.06 

B 4.2 4.38 1.88 1.97 

C 2.9 3 .. 19 1.83 2.12 

D 2.5 2.68 1.41 1. 54 

E 1.5 1. 69 1. 27 1.44 

F 0.0 0.42 1. 32 2.56 

BG averaging kernel tradeoff curves were calculated using 

the assumptions that the satellite measurement errors are uncorre-

lated and of equal magnitude for all six channels. A noise ampli-

fication factor at at some height z. is defined thus 
1 

a(z.) _ 
1 

crAA(Z.) 
uX 1 

cre 
= (3.17) 

where S 
e 

2 cr I. Equation (3.17) is equivalent to equation (2.163). 
e 

The quantity a is a dimensionless number when the input satellite 

measurement noise cr ,and the output noise crAA(Z.) are expressed in 
e uX 1 

radiance units. 

Tradeoff curves of spread against noise amplification a, for 

a set of representative heights are plotted in figure 9. The heights 

chosen are: (a) in the troposphere (1.5 shaltitude), (b) near the 

tropopause (2.5 sh altitude), (c) in the stratosphere (4.5 sh altit-

ude) , and (d) and (e), near the stratopause (5.5 sh and 6.0 sh alt-

itude). The gross features of the tradeoff curves are the same for 

all heights, with the spread increasing as the noise amplification 

factor a decreases, that is, as the value of q (equation (3.11)) is 

decreased from a value of one, to zero. For q=O the value of a is 
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independent of height, it depends instead upon the number of satell­

ite weighting functions. 

The minimum spread (q=l) maximum noise averaging kernels 

for the same heights as in figure 9, are presented in figure 10. 

For each of these curves the resultant temperature error a~x(zi) 

would not be larger than ±lCO for realistic satellite measurement 

noise levels (smoothed data series), since the value of a at heights 

below 5 sh altitude is in the range 3-4, and above 5 sh altitude is 

in the range 1-2. In figure 11 the BG averaging kernels at 3.5 sh 

altitude and for q values of a, 0.2, 0.4, 0.6, 0.8, and 1.0 are given. 

The resultant effect through changing the value of q in the BG ret­

rieval estimator calculation is clearly evident in this figure. 

The altitude - spread characteristics of the BG averaging kern­

nels at three values of q, are given in figure 12. The crosses on 

this figure are the spread characteristics of the individual satell­

ite weighting functions, from table 5. The general trend in this 

figure is towards increasing spread of the averaging kernels with 

height. For q larger than approximately 0.2 the resolution of the 

BG estimator averaging kernels is better than that of the satellite 

kernels. Also from this figure it is evident that at some heights 

the BG averaging kernels have spread characteristics up to 40% better 

than those of the corresponding satellite kernels. At high altitudes, 

near 6 sh ("'45 km), the spread of the BG averaging kernel is similar 

to the spread of the corresponding satellite kernel (channel A) . 

For all values of q the spread at 5.5 sh altitude is rather poorer 

than that at any other height below 6.5 sh altitude, similarly, at 

1 sh altitude the averaging kernel spread is as much as 50% larger 

than that at 1.5 sh or 0.5 sh altitude. The best vertical resolutions 

obtainable from a linear combination of Nimbus 4 SCR weighting fun­

ctions near 1 sh and 5.5 sh altitude is rather poorer than that ob­

tainable at levels nearby. 
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The reason the spread measure at 5.5 sh altitude is large 

and insensitive to changes in the value of the tradeoff parameter 

q may be appreciated on considering the equations for the BG form-

ulation. The BG estimator averaging kernel at 5.5 sh altitude is 

essentially determined by a linear combination of channels A and B 

weighting functions since the weighting functions of channels C, D, 

E and F do not have significant "weight" at- this height. The weight-

ing functions for channels A and B both have spreads of the order 

of 2 sh. Therefore since the BG averaging kernel must be unimodular, 

and the weighting functions are normalised, it is not unexpected that 

the BG averaging kernel at this_ height should have a spread greater 

than 2 sh. A similar situation occurs for ~he averaging kernels at 

1 sh altitude. 

The spread of averaging kernels at heights greater than 6.5 sh 

altitude becomes large. 

Resolving lengths of the BG averaging kernels for three values 

of q are plotted in figure 13. The crosses again refer to the corres-

ponding satellite weighting function parameters. As in the case of 

the spread characteristics, when q is greater than approximately 0.2 

the resolving lengths of the BG averaging kernels are better than those 

of the corresponding satellite weighting functions. At altitudes 

below 6.5 sh,comments stated with regard to the spread characteristics 

of the averaging kernels also apply to the resolving length character-

istics. However, at altitudes above 6.5 sh, while the spread charact-

eristic is poor the resolving length characteristic remains constant 

at a value of approximately 1.75 sh. The cause for this difference 

is evident on examination of figure 14, a plot of the averaging ker-

nel centre heights against their heights (z.). In this figure it is evi­
l 

dent that the limiting height of the centre of the BG averaging ker-

nels is approximately 6.5 sh. Accordingly, it may be stated that 

Nimbus 4 SCR weighting functions "contain" information on the atmos-
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pheric temperature structure for heights up to approximately 6.5 sh 

altitude. Since the spread is a measure of the width of an averaging 

kernel about the averaging kernel height, and the resolving length 

is a measure of the spread of the averaging kernel about its centre 

height, the spread characteristic must be degraded at heights above 

6.5 sh, whereas the resolving length characteristic may not be de-

graded (equation (2.160). 

The best resolution (i.e. when q=l) that may be obtained from 

a linear combination of the Nimbus 4 SCR weighting functions in the 

altitude range 0.5 sh to 3.5 sh, is approximately 1 sh, with a corr-

. esponding temperature error of the order of ±lCD when realistic 'sat-

ellite noise variances are assumed. Above 3.5 sh altitude the res-

olution is in the range 1~5 - 2 sh, except in the immediate region 

of 5.5 sh altitude where the resolution is closer to 2.5 sh. The 

resultant temperature error for this height range is also approximate-

ly ±leD., These values specify the intrinsic vertical resolving power of 

a linear combination of the set of Nimbus 4 SCR weighting functions. 

Summary 

From the foregoing discussion some observations on the intrin-

sic vertical resolution of a set of satellite weighting functions 

may be made. At heights where more than two weighting functions over-

lap (in altitude) with not insignificant "weight", the resolution 

of the corresponding BG averaging kernel will be considerably im-

proved upon that of the individual s~tellite weighting functions. 

Associated with this high resolution will be a large error magnifi-

cation factor a (therefore, higher noise a A .... (z.o)) since a number of 
oX 1 

satellite weighting functions are contributing in a significant way 

to the resulting BG averaging kernel. At heights between the peaks 

of two weighting functions and for which other weighting functions 

do not overlap in a significant way, the resolution of the BG aver-

aging kernel will be poorer than the resolution of either or both 
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these satellite weighting functions. Similarly, near the peak height 

of a satellite weighting function which is not overlapped (at that 

height) significantly by another weighting fUnction the BG averaging 

kernel resolution will be similar to that of the satellite weighting 

function. Temperature information cannot be deduced for heights 

much above the peak height of the top satellite weighting function . 

. Accordingly, if BG estimators are to be used to improve the 

vertical resolution of the measured radiances the measurement noise 

should be small and the satellite weighting functions should O:verlap 

significantly at the heights of interest. 

3.4 INTRINSIC VERTICAL RESOLVING POWER OF THE MAP ESTIMATORS 

The techniques for ·determining. the intrinsic vertical resolution 

in temperature profiles retrieved from satellite radiance data have 

been discussed in Sections 2.4.7 and 3.1. Accordingly the BG meas­

ures of spread, centre and resolving length will be used to specify 

resolution characteristics of an estimator's averaging kernels. The 

true intrinsic vertical resolution in a retrieved temperature profile 

is best expressed by the BG measure of spread of the corresponding 

estimator's averaging kernels. The spread of an averaging kernel 

specifies the resolution in the profile at the averaging kernel hei­

ght, whereas the resolving length of the averaging kernel only spec­

ifies the spread about it's centre height. If the centre height is 

not the same as the averaging kernel height then the resolving length 

of the averaging kernel will not be a good measure of the intrinsic 

resolution in the retrieved profile (i.e. the resolving power of the 

es tima tor) . 

In this section, resolution characteristics of six sets of 

MAP estimators are considered. The estimators are constructed with 

the a priori data sets calculated and discussed in Section 3.2. It 
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is to be hoped that the resolution characteristics of these estimat-

ors are representative for MAP estimators used to deduce temperature 

profiles from Nimbus 4 SCR radiance data at l~titudes between the 

equator and poles, during summer and winter seasons. 

In section 2.4.2 the ill-conditioned, or, non well-posed nat-

ure of the retrieval problem was discussed. Evidently the satellite 

measurement noise matrix S may tend to condition, or regularize the 
e 

problem. Therefore in determining the vertical resolution of the 

MAP estimators it is important to consider the sensitivity of the 

estimator resolution to differing values of the assumed measurement 

noise. This sensitivity is investigated by considering the relation-

ship between the amplification of the measurement noise through the 

MAP estimator (the noise propagation error) and the spreads of the 

corresponding estimator averaging kernels. 

The effects of applying additional a priori information to the 

retrieval problem may also be determined in. part by specifying the 

effect this additional "information" has upon the vertical resolu-

tion of the resulting MAP estimators. To this end the effect of 

prior knowledge of the ground level temperatures will be considered. 

The a priori covariance matrices (Section 3.2.1) indicate that between 

some levels, widely separated in height, the temperatures are strongly 

correlated during some seasons. The resulting effect upon the res-

olving power of the MAP estimators may be considered by applying the 

, 
filter of equation (3.4) to the original a priori matrices, and con-

sideration of the changes in the BG measures of the resulting esti-

mator averaging kernels. 

Accordingly, in considering the intrinsic vertical resolution 

of the MAP estimators it will important to consider : 

(a) the sensitivity of the estimator resolution to 

the assumed value of the satellite measurement 

noise, and 



(b) the effects of additional a priori "information" 

that may be used in a retrieval. 

ll5 

In the following subsections 3.4.1 to 3.4.4, resolution char­

acteristics are examined for a set of MAP retrieval estimators for 

summer and winter seasons in three latitudinal zones. In the analy-

sis of the resolution of the MAP estimators for each of these latit­

·ude zones and seasons, results from five· different MAP estimators 

are considered. These estimators are constructed using; the original 

a priori covariance matrix (the only estimators which give meteoro­

logically most probable retrievals), the ground corrected a priori 

matrix, the .filtered (filterwidthw==20) a priori matrix, the ground 

corrected and filtered (V1==20) matrix and finally the ground corrected 

and filtered (w==lO) matrix. In each analysis it is assumed that the 

measurement noise statistics of each satellite channel are identical. 

The channels are assumed to be independent. For Nimbus 4 SCR data 

the channel independence assumption is appropriate. The assumption 

that the noise levels are identical, is not appropriate. However, 

the assumption of identical noise variances is useful in specifying 

the noise amplification and BG averaging kernel measures of MAP est­

imators, since relative noise conditioning effects will not affect 

the specification. Further, the MAP estimator results may be compar­

ed with those of the BG retrieval estimator. 

3.4.1 Noise Amplification 

Curves relating noise amplification to averaging kernel spread 

have been calculated for all five estimators for the three latitude 

zones and two seasons. The values of the noise amplification factor 

a (equation (3.17)) were derived for estimates of the satellite r.m.s. 

measurement noise 'lying in the range 0.045 to 3.16 ru. Upon 

examination of the results of these calculations it is evident that 

essentially two types of noise amplification-spread curves occur. 



Their attributes may be stated thus 

Type 1 : on increasing the value -of the estimate of the sate­

llite measurement noise the spread of the correspond­

ing averaging kernel increases monotonically and the 

amplification factor a decreases monotonically 

Type 2 where, upon increasing the size of the satellite mea-

surementnoise estimate used in the calculation the 

spread of the corresponding averaging kernel does 

not necessarily increase. The amplification factor 

a does however decrease monotonically with increas­

ing values of the measurement noise. 
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The type 2 curves may be subdivided into two further catagor­

ies which shall be referred to as the strong and weak, type 2 noise 

amplification-spread curves. In the strong case, the value of the 

noise amplification factor a and the spread are strongly dependent 

upon the size of the measurement noise estimate. In the weak case 

the value of a is not strongly dependent upon the size of the measure­

ment noise estimate. Additionally there is a range of noise estimates 

for which the spread of the corresponding averaging kernel decreases 

slowly with increasing levels of measurement noise. 

Examples of these two types of curves are presented in figure 

15. Figure 15(a) is the 1.5 sh altitude curve of the equatorial sum­

mer estimator derived with the filtered (w=20) a priori covariance 

matrix. This curve is representative of the type 1 noise amplifi-

.cation-spread curves where the estimator averaging kernel spread is 

insensitive to the size of the measurement noise estimate over a 

certain range of noise values. In this same range the value of a 

may change significantly, As the level of measurement noise is increa­

sed beyond this range the spread of the averaging kernel increases 

rapidly as the value of a falls slowly. The overall trend of a 

strong type 2 curve is represented by figure 15(b), the 5.5 sh altit-



FIGURE 15 Noise Amplification-Spread Curves for MAP Estimators 

(a) Equatorial Summer Estimator (w=20) I l.S sh altitude 

(b) Mid-Latitudes Summer Estimator (w=20) I 5.5 sh altitude 

(c) High Latitudes Summer Estimator (w=20) I 1.5 sh alt{tude 

(d) High Latitudes Winter Estimator (w=20) I 5.5 sh altitude 

r.m.s. measurement noise values are:· 0.045 ru; + 0.1 ru; 

x 0.32 ru; lSI 0.71 rUi 0 1.0 ru; 0 2 ru. 



Z 
a 
;: 
0( 

~ 
~ 
-' 
"­
Z 
0( 

w 
:!! 
o z 

i 
0 
;: 
0( 
u 
u: .... 
"-
Z 
0( 

w 
'" (5 
Z 

z 
~ .... 
.0( 
u 
Ii: 
:; 
"-
:[ 
0( 

w 

'" <5 z 

• 
i 
0 
;: 

~ 

i 
w 

"" i 

I-

4 

• Z 

• 

• 

4 

2 

• • 

101 

b 

• 

ll7 

a 

5 

b 

I . 

~o 
• 

U U 

SPREAD (~"J 

C 

~ 
2 I 4 

SPREAD [I" 1 

d 

0-" 

4 • • " 
SPREAD 1_"1 



118 

ude averaging kernel of the mid-latitude summer estimator constructed 

with the filtered (w=20) a priori covariance matrix. An important 

feature of this type of curve is its indication of the sensitivity 

of the estimator averaging kernel spread (i.e. resolution), to the 

size of the satellite r.m.s. measurement noise estimate. In general, 

for these curves the spread of the corresponding averaging kernel 

, ,decreases significantly as the size of the satellite noise estimate 

is increased to a certain level but increases again as the noise 

estimate is increased still further. It is also found that the mini­

mum spread for these curves is rather larger than that for either 

the type 1 or weak type 2 curves. 

It is evident from the whole set of calculations that the weak 

type 2 curve is the most common form for the noise amplification­

spread curves. For most heights and for most all of the estimators 

the spread of the corresponding averaging kernels is not minimum when 

the satellite measurement noise is smallest (i.e. 0.045 r.u). An 

example of the weak form of the type 2 curve is given in figure 15(c)i 

the curve for the 1.5 sh altitude averaging kernel of the high lat­

itudessummer estimator constructed with the filtered (w=20) a priori 

covariance matrix. The shape of the strong type 2 noise amplifi­

cation-spread curves may be quite complex as is evident in figure 

15(d), the curve for the 5.5 sh averaging kernel of the high latitude 

winter estimator constructed with the filtered (w=20) covariance 

matrix. 

The results of figure 15 are, as stated, for estimators con­

structed with filtered (w=20) a priori covariance matrices. These 

curves are representative of results obtained with the other four 

estimators. Differences in petail do occur, with those of estimators 

constructed with the original and ground corrected matrices being 

more sensitive to the size of the measurement noise estimate while 

those constructed with the ground corrected and filtered, matrices, 
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are less sensitive to the size of the measurement noise estimate. 

This observation is general for -all three latitudinal zones and two 

seasons considered here. It is also apparent that filtering the a 

priori covariance matrices used in the calculations of the estimators 

reduces the range of the noise magnification values of the estimator. 

These effects are illustrated in figure l6, an example of the over­

all differences which result for-estimators constructed with differ­

ent sets of additional a priori "information". In this figure it 

is also evident that for this set of estimators, the "best"(noise 

dependent) resolution at 1.5 sh altitude is reduced by filtering or 

ground corr~cting the a priori matrix. This is not a general result 

for all hei~hts, as will be illustrated in the discussion on the 

spread (Section 3.4.4) of the estimator averaging kernels. 

The overall height sensitivity of the noise amplification fac­

tor a for estimators constructed with different values of satellite 

measurement noise is illustrated in figure 17. When the measurement 

noise estimate is small the noise amplification factor a is large 

and strongly height dependent. At larger values of the measurement 

noise the size of a is much smaller and less height dependent. In 

general terms the results of figure 17 are representative of those 

for each of the estimators, for each latitudinal zone during both 

summer and winter seasons. Further, when the estimate of the satel­

lite measurement noise is small the corresponding values of the noise 

amplification factor a increase with increasing latitude. 

In each of the latitude zones, during both summer and winter 

seasons, three height regions may be discerned in the noise amplifi­

cation-spread characteristics of the estimators. For the equatorial, 

mid-latitudes, and high latitudes summer estimators, at heights be­

low approximately 4.5 sh altitude the noise amplification-spread cur­

ves are essentially type 1 or~weak type 2 curves. In the height reg­

ion above 4.5 sh and below 6 sh altitude each of the noise amplifi-
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cation-spread curves is of the strong type 2 form. The third region 

is evident in the results for heights near 6 sh altitude where the 

noise amplification-spread curves are again of the type 1 or weak type 

2 form. For the high latitudes winter estimators the type 1 region 

extends only to approximately 3 sh altitude and the strong type 

2 region extends from 3 sh altitude to approximately 6 sh altitude. 

The return to a type 1 region only occurs for altitudes near 6.5 sh 

altitude. In general, in the second height (z.l region (4.5 sh < z.< 
l' 1 

6 sh altitude) the winter estimators are more sensitive than the SUID-

mer estimators to the size of the measurement noise estimate, both 

in terms of the lar.gest magnitude,of the amplifications factor Il, 

and the size of the spread of the averaging kernels. This effect 

is particularly noticable on considering the differences between the 

high latitudes summer and winter estimators. 

Discussion 

It is apparent from the results given above that, at some 

heights in the atmosphere the intrinsic resolving power of the ret-

rieval estimators is poor, and quite sensitive to the assumed value 

of the estimate for the satellite r.m.s measurement noise a. This 
e 

is particularly evident at heights for which the noise amplification-

spread characteristics are of the strong type 2 form. The noise sen-

sitivity of the spread characteristics of the estimators at these 

heights may be appreciated on consideration of the corresponding est-

imator averaging kernels. 

Representative of this condition are the 5.5 sh altitude 

averaging kernels of the equatorial winter estimator constructed 

with the filtered (~=20) a priori covariance matrix and four estim-

ates of the satellite measurement noise ranging from 0.1 ru to 2 ru, 

illustrated in figure 18. The noise amplification-spread curve of 

these averaging kernels is given in figure 19. The discontinuity in 

gradient, present in some of these curves near 5.4 sh altitude arises 
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owing to inaccuracies in the equations used to fit the shape of the 

channel B weighting fUnction of figure 4 (see section 4.2). This 

discontinuity will not affect, significantly, the results of this 

study. The evolution of the shape of the averaging kernel with the 

increasing size of the satellite noise cr is clearly evident in fig­
e 

ure 18. When the noise estimate is 0.1 ru the main peak of the 

averaging kernel is centred near 5 sh altitude, but a strong negative 

side lobe at approximately 3 sh altitude and a weaker positive side 

lobe near 2 sh altitude are present. On increasing the value of 

the measurement noise the peak height of the main averaging kernel 

peak moves closer to 5.5 sh altitude, the width of this peak broadens 

and the "strength" of the side lobes is reduced. When cr =2 ru the 
e 

main peak is very broad and there are ~ssentially no side lobes. 

The following simple argument is suggested as the mechan-

ism through which results like those of figure 18 (and figure 19) 

arise, whereby for some estimator at some height the spread of the 

corresponding averaging kernel is very sensitive to the size of the 

satellite measurement noise estimate. Consider the equation for the 

MAP estimator : 

A 

X - X •.. (2.77) 

First, an argument will be given which instead indicates conditions 

under which the results of figure 18 could not arise. 

If the a priori covariance matrix S were essentially diagonal 
x 

in that the off diagonal elements were small, then the (pxn) matrix 

T 
product S K for any particular row (i.e. height), assuming the 

x 

weighting functions do not overlap significantly, would only have an e1e-

ment of significant size for the weighting function corresponding 

closest to that height. If the height in question lies between the 

peaks of two such satellite weighting functions then the row of the 

matrix S KT corresponding to this height will have elements of sig­
x 
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nigicant size for contributions from both these weighting functions. 

Under these conditions the matrix (KS KT + S )-1 will be approximat-
x e 

ely diagonal since the matrix KS KT will be nearly diagonal. Accord­
x 

ingly the (pxn) matrix S KT(KS KT + S )-1, the G matrix of equation 
x x e 

(3.l), at each height will only have large elements for satellite 

weighting functions which peak near .that beight. Therefore large 

side lobes in the averaging kernels at heights not near the averaging 

kernel height, will not occur. 

Now, if at some height the a priori covariance matrix S has 
x 

strong off diagonal elements corresponding to strong correlations 

between temperatures at levels separated in height then itisposs-

ible that the averaging kernel associated with this height may have 

strong side lobes at heights not near the averaging kernel height. 

For, under these conditions the row of the (pxn) matrix S KT which 
x 

refers to this height may have large elements for satellite weight-

ing functions whose peaks do not lie close to the height in question. 

In this situation the matrix KS KT may have off diagonal elements 
x 

which are not insignificant and if the measurement noise a is small 
e 

then the resulting averaging kernel will have strong side lobes. 

However, if the value of the measurement noise cr is increased such 
e 

that the matrix (KS KT + S )-1 is more nearly diagonal then the str-
x e 

ength of the side lobes will be reduced. At the same time this may 

also result in the main peak of the averaging kernel increasing in 

width if other satellite weighting functions have peaks which lie 

close to the averaging kernel height. 

In detail, the temperature covariance matrices for the atmos-

phere are considerably more complex than allowed in the above argu-

ment, however, the suggested effects are observed in the estimator 

averaging kernels whose noise amplification-spread curves are of the 

strong type 2 form. It may be expected that for a MAP estimator 

constructed with a realistic a priori covariance matrix, which will 
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indeed contain correlations between levels well separated in height, 

that,at heights which lie between the peaks of the satellite weight-

ing functions the averaging kernel peak width may be larger than 

either of the spreads of these weighting functions. If this is not 

the case, strong side lobes will probably be present in the averaging 

. kernel. Consequently the corresponding measure of the averaging 

kernel spread will be sensitive to the size of the measurement noise 

estimate. Which ever is the case, the averaging kernel spread will 

be large. These effects are clearly demonstrated in figure 18. 

Accordingly in cases where the noise amplification-spread curves are 

of the strong type 2 form the satellite noise cr could be interpre­
e 

ted as a smoothing parameter since it may be "used" t.o "smooth',' out 

the side lobes in the averaging kernels. 

It might be expected from the discussion above that filtering 

of the covariance matrix used on the construction of the estimator 

would improve the spread characteristics of the corresponding aver-

aging kernels since the size of the temperature correlations between 

different levels in the atmosphere is reduced. This is generally 

true as illustrated in figure 20, which should be compared with fig-

ure 18. Figure 20 contains the 5.5 sh altitude averaging kernels 

of the equatorial winter estimator constructed with the original a 

priori matrix at satellite measurement noise levels of 0.32 r.u. and 

2 r.u. respectively. 

From the above discussion the presence of three, possibly four, 

different height regions in the noise amplification-spread character-

istics is not unexpected. In the height region 1.5 sh altitude to 

approximately 4.5 sh altitude the Nimbus 4 SCR weighting functions 

overlap significantly at most heights, accordingly type 1 or weak 

type 2 noise amplification-spread curves are expected. In the height 

region 4.5 sh to 5.5 sh altitude only two weighting functions over-

lap significantly, and neither of them peak in this altitude range 



FIGURE 20 5.5 sh Altitude Averaging Kernels for the Equatorial 

Winter Estimator, with Measurement Noise Values 

Ca) a 0.32ru, and 
e 

(b) a = 2.0ru 
e 
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thus resulting in noise amplification-spread curves of the strong 

type 2 form. A similar strong type 2 noise amplification-spread 

situation occurs near 1 sh altitude where, essentially, only channel 

E and F weighting functions overlap significantly. Near 6 sh altit-

ude the estimator averaging kernels will be constructed in the main, 

through contributions from the channel A weighting function. The 

spread characteristic of the averaging kernel will be less sensitive 

to the satellite noise estimate and is consequently a type 1 or weak 

type 2 region. 

At heights which lie between the peaks of the satellite weight-

ing functions the noise amplification factor a will be larger owing 

to the "difficulty" of constructing a peaked averaging kernel function 

by taking the differences between the weighting functions. This point 

is evident in figure 17. 

3.4.2 The Averaging Kernel Centre Height 

The centre height of an averaging kernel, equation (2.158), 

is essentially the "average" height of the averaging kernel "weight". 

When the centre height of a particular averaging kernel deviates 

significantly from its averaging kernel height (z.), the implied con-
1 

elusion is that the estimator's information for a retrieval at this 

height is deduced from temperatures at heights not near the averag-

ing kernel height. This is equivalent to saying that at this height 

the estimator does not have the intrinsic vertical information nec-

essary to make a "good" retrieval of the temperature. Accordingly 

examination of the centre heights of a set of averaging kernels of 

an estimator will indicate heights where the retrieval estimators 

lack intrinsic information. 

The centre heights of averaging kernels of all five estimators 

for the three latitudinal zones and two seasons have been calculated. 

The allowed range of the size of the satellite r.m.s measurement noise 
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estimates was 0.045 r.u. to 3.16 r.u. In figure 21 (a through f) 

some of the results of these calculations are- given. It is evident 

from this figure that for all three latitude zones and during both 

seasons the centres of all averaging kernels for heights near 5 sh 

altitude deviate significantly from the corresponding averaging ker­

nel heights. It is also apparent that within a latitude zone the 

deviations are largest for the winter_estimators. The maximum height 

of the centre of any estimator averaging kernel is approximately 

6.5 sh. 

For each latitude zone and during both summer and winter sea­

sons, in the height range 1. 5 sh- to 4. 5sh altitude the centre heights 

for each set of estimators for a particular measurement noise esti­

mate are in general very similar. Above 4.5 sh altitude in the 

equatorial zone during both summer and winter seasons, the centre 

heights of the different estimator averaging kernels do differ con­

siderably. Below 1.5 sh altitude the results for the mid-latitude 

winter and high latitude summer estimators show some variation in 

averaging kernel centre heights. In this region, when the centre 

heights of averaging kernels of the estimator constructed with the 

original a priori covariance matrix deviate significantly from the 

averaging kernel heights, ground correction of the a priori matrix 

used in the construction of the estimator tends to improve the corr­

espondence between centre and averaging kernel heights. For all three 

latitude zones and both seasons, excepting the high latitudes winter 

estimators, the centre heights of the estimators constructed with 

the filtered, or ground corrected and filtered, a priori matrices 

lie closest (generally) to the corresponding averaging kernel heights. 

In the summer results, three main height regions may be iden­

tified. In the height range 0.5 sh altitude to approximately 4.5 

sh altitude, the centre heights are generally close to the averaging 

kernel heights. Above 4.5 sh and below 6.0 sh altitude the centre 



FIGURE 21 : Height (z.) - Centre Height Curves for 
~ 

(a) Equatorial summer estimators, a 0.1 ru 
e 

(b) Equatorial winter estimators, a = 0.71 ru 
e 

(c) Mid-Latitudes summer estimators, a 0.71 
e 

(d) Mid-Latitudes winter estimators, a 0.71 
e 

( e) High Latitudes summer estimators, a 0.32 
e 

( f) High Latitudes winter estimators, a 0.32 
e 
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heights tend to deviate more significantly from the averaging kernel 

heights. Near 6 sh.altitudethe centre heights of the estimator 

averaging kernels are close to the averaging kernel heights. Addit­

ionally for the equatorial and high latitudes estimators the centre 

heights of averaging kernels at l sh altitude may deviate significantly 

from 1 sh, as already mentioned. 

In the winter. results similar trends may be identified, but 

they tend to be obscured by the differences between the estimators. 

The centre heights of the estimator averaging kernels are 

dependent upon the size of the satellite measurement noise estimate. 

Representative of these effects are the results of figures 22(a) and 

22(b} for an equatorial summer estimator and an high latitudes winter est­

imator respectively. In figure 22(a) it is evident that for some 

heights near 5.5 sh altitude increasing the magnitude of the measure-

ment noise estimate causes the centre heights to move closer to the 

averaging kernel heights. At other heights the reverse occurs, an 

example of which are the 1.5 sh altitude averaging kernels. In the 

case of figure 22(b), at heights above 5 sh altitude and below 6.5 

sh altitude, an increase in the size of the noise estimate improves, 

considerably, the correspondence between the centre and averaging 

kernel heights. 

From the full set of results (not given) it is apparent that 

estimators constructed with the original a priori covariance matrices 

are usually more sensitive to changes· in the size of the measurement 

noise estimate while those constructed with ground corrected and fil­

tered matrices are usually less sensitive to the same changes. 

Discussion 

From the preceding results it is evident that in each latit­

udinal zone, during summer and winter seasons, there are heights 

below 6 sh altitude for which the MAP retrieval estimators lack the 

intrinsic information necessary for a good temperature retrieval. 



FIGURE 22 : Height (z.) - Centre Height Curves for: 
1 

(a) Equatorial summer estimator (ground corrected, w=20) , 

(b) High Latitudes winter estimator (w~20). 

Measurement noise values are 

cr 0.045 ru 
e 

----- cr 0.71 ru 
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.. - .. - - - .. cr 2.0 ru 
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It is also evident that at these heights the averaging kernel centre 

heights are sensitive to the size of the satellite measurement noise 

estimate. These height regions correspond to those heights for which 

the noise amplification-spread curves of the estimators are of the 

strong type 2 form. Evidently the centre height of an estimator av­

eraging kernel is sensitive to the presence of side lobes in the aver­

aging kernel. This result is expected, given the equation of the 

centre height, equation (2.158), the shape of the averaging kernels 

at these heights (see for examples figures 18 and 20) and the discuss­

ion of Section 3.4.1. The averaging kernel side lobes arise owing 

to the nature of the correlations in the atmospheric temperatures 

at different levels and the height distribution of the satellite 

weighting function peaks. 

Inregions where the centre heights of the averaging kernels 

are insensitive to a wide range of measurement noise estimates and 

the centre and averaging kernel heights correspond well, the noise 

amplification-spread curves are of the type 1 or weak type 2 forms, 

and the satellite weighting functions overlap significantly. 

The maximum height for which temperature retrievals may be 

made with the given sets of a priori data, the Nimbus 4 SCR weight­

ing functions and the calculated MAP estimators, is 6.5 sh altitude. 

3.4.3 The Spread 

The spread of the estimator averaging kernels as a function 

of the size of the satellite r.m.s measurement noise estimate a 
e 

has already been discussed in Section 3.4.1. In this section, the 

overall estimator intrinsic resolution (i.e. resolving power) as a 

function of altitude will be considered. 

Calculations on an altitude grid of 0.5 sh intervals from 

0.5 sh to 7.0 sh altitude have been chosen to represent the height 

dependent resolution of the estimators. The ground level results 



FIGURE 23 Height (z ,J -
J. 

Curves for 

(a) surmner estimators I cr 
e 

(b) Equatorial winter estimators I cr e 
(c) Mid-Latitudes summer estimators I 

(d) Mid-Latitudes winter estimators I 

(e) High Latitudes surmner estimators I 

( f) High Latitudes winter es tima tors f 
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are not included since the spread for all estimators near ground level 

is large and. strongly dependent upon the size of the satellite noise 

estimate. Resolution of the ground level temperature is poor, even 

assuming that the radiances have been completely declouded. 

The spread characteristics of the estimator averaging kernels 

for all three latitudinal zones for summer and winter conditions were 

calculated and noise amplification-spread curves determined. In 

figure 23 (a through f) the height-spread curves of the estimators 

are plotted using satellite noise value estimates which below 5 sh 

altitude result in approximately minimum spread in the averaging ker­

nel noise amplification-spread curves. The spread characteristics 

of the channel A, B, C, D and E satellite weighting functions at their 

peak heights are also indicated in these figures. Different levels 

of the measurement noise do affect the size of the spread values of 

the estimator averaging kernels as detailed in Section 3.4.1. The 

results of figure 23 do not indicate the minimum spread values of the 

averaging kernels at all heights. This point is illustrated in fig-

24, the spread-height curves of the high latitudes estimator construct­

ed with the filtered (w=20) a priori covariance matrix and three dif­

ferent values for the measurement noise estimate. It is evident from 

this figure and the discussion of Section 3.4.1 that a large value 

for the measurement noise estimate improves the resolution of the est­

imator in height regions for which the noise amplification-spread 

curves are of the strong type 2 form. However, in regions where the 

noise amplification-spread curves are of the type 1 or weak type 2 

form the resolution is decreased by assuming a larger value for the 

measurement noise. For this reason detailed differences in the spread­

height curves for different seasons and latitude zones cannot be sim­

ply compared. 

From the results of figure 23 it is evident that at heights 

below 4.0 sh altitude and corresponding to the peak heights of chan-
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nels C D and E, the resolution of the MAP estimators is generally 

better than that of the satellite weighting functions. Above 4.0 
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sh altitude the resolution at 4.5 sh altitude is usually better than 

the resolution of the channel B weighting function. Between 4.5 sh 

and 6 sh altitude the resolution of all the estimators is very poor. 

Near 6 sh altitude, the peak height of the channel A weighting function, 

the resolution of the MAP estimators is in all cases no better than 

the resolution of the channel A weighting function. In general, the 

estimator resolution at these heights is rather poorer than that of 

channel A. Also, from figure 23 it is apparent that for the mid and 

high latitudes estimators the resolution near 1 sh altitude is rather 

poor. 

The major differences between the spreads of the estimators 

for a particular latitude zone and season (in figure 23) may be com­

pared. In the height range 1 sh to approximately 5 sh altitude the 

resolutions of the different estimators are similar. Above 5 sh al­

titude however, there is some variation between the estimator resol­

ution characteristics. Generally, estimators constructed with the 

filtered a priori covariance matrices tend to have rather better res­

olution than those constructed from unfiltered covariance matrices. 

Below 1.5 sh altitude the spreads of averaging kernels of estimators 

constructed with the ground corrected and or filtered covariance mat­

rices are generally much improved upon those for the estimators con­

structed with the original a priori matrix. The amount of this im­

provement is dependent upon the temperature correlations in the a 

priori covariance matrices. However it is apparent that 

knowledge of the ground temperature generally improves the resolution 

of the resultant estimator at heights near ground level. 

Discussion 

It is evident from the preceding results that the intrinsic 

resolving power of MAP estimators used to retrieve temperature pro-
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files from Nimbus 4 SCR radiance data is not a constant function or 

even a smooth function of height. Instead the resolution in the re­

trieved temperature profiles is strongly dependent upon height and 

there are some heights for which the MAP estimators have essentially 

no resolving power. At heights below 4.5 sh altitude and near the 

peak of a satellite weighting function, the intrinsic resolution of 

-the estimators is generally better than that of the satellite obser-

vations. 

On consideration of the results of figure 23 and the discussion 

of section 3.4.1 it is evident that the resolving power of the esti­

mators is poor at those heights for which the noise amplification­

spread curves are of the strong type 2 form. That is, those heights 

for which the resolving power of the estimators is strongly depend-

ent upon the size of the satellite measurement noise estimate. For 

small satellite noise values the spread measures at these heights 

are poor owing to the strength of the side lobes in the estimator 

averaging kernels associated with these heights (see for example fig­

ures 18 and 20). Accordingly a poor result for the measure of the 

spread of an estimator averaging kernel, when the satellite measure­

ment noise is small, indicates that a portion of the informatio~ for 

a retrieval at this height is determined by the temperature structure 

at other levels not near the averaging kernel height. This understand­

ing of the spread measure of some averaging kernels explains the mean­

ing of the condition noted in Section 3.4.2 which indicated that at 

some heights the estimators lack the intrinsic vertical information 

necessary for a good temperature retrieval. 

The poor resolution of the MAP estimators at some heights is 

simply a result of the height distribution of the set of Nimbus 4 

SCR weighting functions together with the temperature correlation 

structure of the a priori covariance matrices. 
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3.4..4 The Resolving Length 

The resolving length characteristics of the sets of retrieval 

estimators for the three latitudinal zones and two seasons were cal­

culated for the same height grid and satellite noise s,t.atistics as 

in the above section on estimator averaging kernel spread. Represen­

tative examples of these calculations are given in figures 25 (a and 

b)i some results for the equatorial sunnnerestimators and the high 

latitudes winter estimators respectively. The resolving length char­

acteristics of the satellite weighting functions are also plotted on 

these curves. The sensitivity of the estimator resolving lengths to 

the size of the satellite noise estimates is indicated in figure 26, 

the results for an high latitudes winter estimator. 

For each of the estimators, the resolving lengths of the aver­

aging kernels at heights near 5.5 sh altitude are poor and quite sen­

sitive to the size of the satellite noise as illustrated in figures 

25 and 26. The resolving length characteristics, figure 25, are plo­

tted for estimators using a satellite r.m.s noise estimate which res­

ults in near minimum spread in the corresponding averaging kernels 

at heights below approximately 4.5 she It is found that under these 

conditions for each latitude zone and season the resolving lengths 

of the estimators are similar except above 5 sh and below 1 sh altit­

ude, They are also "smoother" functions of height than the correspond­

ing spread characteristics. In general, this "smoothness" is incre­

ased by increasing the value of the measurement noise estimate. There 

are height regions where dissimilarities between the results for the 

fiVe estimators result. Below 1 sh altitude, ground correction of 

the a priori covariance matrix improves the resolving length measure 

of the estimator considerably. Above 5 sh altitude filtering of the 

a priori matrix improves the estimator resolution. 



FIGURE 25 Height (z.) - Resolving Length Curves for 
J.. 

(a) Equatorial surruner estimators, a = 0.045 ru 
e 

(b) High Latitudes winter estimators, a = O.~ ru 
e 

Symbols as for Figure 23. 
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Discussion 

The resolving lengths of the estimator averaging kernels are 

a "measure" of the size of detail that will be "seen" by the MAP esti­

mator combination of satellite and a priori data sets and are measures 

of the spread of the averaging kernels about their centres. As such 

it is not a good measure of the resolution, or resolving power of the 

estimator owing to the sometimes large deviations of the centre heights 

from the averaging kernel heights. For example, see figure 21. The 

above interpretation of the estimator resolving length is not appro­

priate if the corresponding averaging kernel has more than one "major" 

peak, as for example in figure 18. By definition the measure of the 

resolving length is large, but this in itself does not define a limit 

to the size of the structure the estimator will "see". Instead, the 

result indicates a lack of intrinsic information in the measurements 

at this height. Therefore, in interpreting the resolving length (as 

well as the spread) results the noise amplification-spread curves, 

the centre heights and the averaging kernels should be examined. 

These results indicate that at heights below 4.5 sh altitude and cor­

responding to the peak heights of the satellite weighting function, 

the estimator resolving lengths are of the order of or better than 

those of the satellite measurements. At channel A heights, near 6 

sh altitude, the satellite measurement has a better resolving length value 

than any of the corresponding estimator averaging kernels. 

The resolving lengths at all heights are functions of the size 

of the satellite measurement noise estimates, an the additional in­

formation (if any) applied to the a priori covariance matrices. 

3.5 FINAL COMMENTS 

Since the problem· of retrieving temperature profiles from sat­

ellite radiance data is ill-posed, it cannot be solved without the 
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use of some form of additional, a priori, information. The a priori 

information (data) says something about the height structure of atmos­

perhic temperatures. 

The results for two fundamentally different retrieval methods 

have been considered in the preceding sections of this chapter. The 

first, the BG retrieval method, utilizes both the information ,in the 

satellite measurements and some a priori first guess temperature pro­

file. The BG method does require a priori data if a complete solution 

is to be found. ~'1i thout the a priori data the BG method can in prin­

cipal say nothing about the atmospheric temperature structure (see 

Saction 3.3). However, if temperature perturbations; on some mean or 

first guess profile are required, the BG estimator determines these 

estimates by forming a linear combination of the satellite measure­

ments. The resulting estimates are average values of the temperature 

perturbations over well defined layers in height. 

In the second method, MAP estimation, the satellite data and 

error statistics are combined with a set of a priori data and the 

most likely temperature profile (given the two sets of data) is cal­

culated. In this case, the a priori data 'are a first guess profile, 

(which is in this work, a mean profile for some latitude zone and 

season) and a temperature covariance matrix which says something a~ 

bout the expected temperature structure of the atmosphere. The est­

imated retrieval profile is the meteorologically most probable temper­

ature profile which could give rise to the given satellite observa­

tions. 

The task of the preceding sections has been to specify the in­

trinsic vertical resolving power of these two fundamentally differ­

ent retrieval methods. To this end the BG parameters of the averag­

ing kernels of both estimation procedures have been examined, the 

latter under widely differing a priori conditions. Equation (2.154) 

defines the relationship between the intrinsic resolving power of 
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an estimator at some height and the shape of the averaging kernel for 

that height. If the retrieved perturbation of the temperature at some 

height z. is (x - x). then this perturbation is just the weighted 
1 - - 1 

average of the true temperature perturbation (~- x) where the weight-

ing function is the estimator averaging kernel for that height. The 

averaging kernel is therefore a "window" through which the true tem-

perature profile is viewed. If the spread of the averaging kernel 

is small, the retrieved temperature at height z. is determined by 
1 

the true temperatures at heights near z. and the resolving power of 
1 

the estimator at that height is high. However, if the averaging ker-

nel is broad or has more than one peak it is evident that the temper-

ature retrieved for height z., will depend upon the structure of the 
1 

true temperature profile and first guess profile (x - x) at heights 

not near z .. 
1 

It is in the shape of the averaging kernels of the BG and MAP 

retrieval estimators that the importance of their fundamental differ-

ences is most apparent, and accordingly their fundamentally different 

resolving powers. 

For the BG retrieval estimator, the averaging kernels are con-

structed by forming a linear combination of the set of satellite 

weighting functions by trading off the spread of the averaging ker-

nel against the noise in the associated retrieved temperature. There-

fore, for a high resolution estimate the noise, aAA(z.), in the retri­
oX 1 

eved estimate at height z. is large while for low resolution the tem-
1 

perature error is small. The key feature of the BG averaging kernels 

is that they are essentially single peaked functions for which the 

centre heights lie close to the averaging kernel heights if the noise 

trade-off parameter q is not equal to zero. 

For the MAP estimators it is apparent that there are two funda-

mentally different types of averaging kernels. Those which are essen-

tially single peaked functions, as with the BG estimator averaging 
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kernels, and those which have mUltiple peaks, unlike the BG estimator 

averaging kernels. In terms of resolving power characteristics, as 

discussed here (see section 3.1) this result indicates there are fUn­

damental and significant differences between the two estimator types. 

Over the height range of the set of satellite weighting fun­

ctions there are height regions in which the information content of 

.the satellite measurements is poor, relative to adjacent nearby hei-

ghts. For the BG estimator the spread of the averaging kernels at 

these heights is somewhat larger than at the nearby heights and the 

centre may deviate a little from the averaging kernel height. The 

information poor regions correspond to those heights for which there 

are no nearby satellite weighting function peaks, and the overlap of 

the satellite weighting functions is less than at adjacent information 

richer heights. However, for the MAP estimator averaging kernels 

at these same measurement information poor heights the kernels are 

in general mUlti-peaked functions of height. The MAP estimator det­

ermines the meteorologically most probable temperature for the height, 

given the satellite observations and the prior information on the 

nature of the temperature structure of the atmosphere, that is, the 

covariance matrix. It happens therefore, that at heights where sat­

ellite information is lacking, the retrieved temperature's estimate 

is essentially determined by the a priori data. At any latitude and 

during any season (see Section 3.2) there are correlations between 

the temperatures at different levels in the atmosphere. Consequently 

the shape of the estimator averaging kernel for these heights is 

strongly determined by these temperature correlations. That is, the 

MAP estimator makes use of these correlations to estimate the temper­

atures in the satellite information poor regions thus resulting in multi­

ple peaked averaging kernels. The intrinsic resolving power of the 

MAP estimator at these heights is accordingly poor, and a retrieval 

is strongly influenced by the covariance matrix. The intrinsic ver-
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tical resolution of MAP estimated temperature profile retrievals at 

heights where the satellite weighting functions lack intrinsic infor­

mation will also be strongly dependent upon the shape of the true 

temperature profile difference vector (x - ~) at other, sometimes dist­

ant heights. In these height regions the MAP estimator makes a tem­

perature retrieval based on the assumption that the correlations bet­

ween the temperatures at different levels, as defined by the a priori 

covariance matrix, are real causal connections. The resolution is 

therefore poor owing to the bias introduced by the a priori data. 

At these same heights the resolution is also strongly affected by 

small changes in the satellite measurement noise statistics, in~ 

dicating that effects due to near ill-conditioning of the MAP esti­

mator equations are present and important. The BG retrieval method, 

while not retrieving the . meteorologically most probable temperature 

profile, does not suffer from similar problems. In general the BG 

retrieval method's resolving power, in the sense understood here 

(i.e. Section 3.11, is better than that of the MAP estimators. 

The conclusions of the analyses in Section 3.3 on the retrie~ 

val of temperature profiles from Nimbus 4 SCR data using BG esti­

mators may be summarized as follows : 

(al Temperature retrievals may be made for heights 

from ground level to 6.5 sh altitude. 

(b) At heights near the peaks of channels B, C, D, 

and E,when the tradeoff parameter q is greater 

than 0.2, the resolution of the estimator is 

better (by up to 40%) than that of the satell~ 

ite measurements. At heights near the peak of 

channel A the resolving power of the estimators 

is similar to that of the satellite measurement. 

(c) When the tradeoff parameter q = 1, the estimator 

intrinsic resolving power is of the order of 1 sh 



in the troposphere, tropopause and lower strato­

shpere. At greater heights it is of the order of 

1.5 to 2 sh, except near 5.5 sh altitude where 

the resolution is only 2.5 sh. The correspond­

ing temperature errors in the retrieved profiles 

due to satellite measurement noise values in 

the range 0.2 r.u to 1.7 r.u are of the order 

of ±l - 2C O. 
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The conclusions for the analyses of section 3.4 on the 

intrinsic resolving power of temperature profiles retrieved from 

Nimbus 4 SCR data in three latitude zones during the summer and win­

ter seasons using MAP estimators, are summarized below. 

(a) The maximum height for which retrievals may 

be made is 6.5 sh altitude. 

(b) At heights near 1 sh and 5.5 sh altitude the 

resolution of the estimators is poor. The 

retrieved temperatures at these heights are 

determined by the temperature correlation stru­

cture of the a priori covarianc~ matrices and 

the resolution is sensitive to the size of 

the satellite measurement noise estimate. 

(c) At heights below 4.5 sh altitude, corresponding 

to the peak heights of channels B, C, D and E, 

the maximum estimator resolution is if not 

better than that of the satellite observa-

tions, comparable to them. The maximum res­

olution is similar for both summer and winter 

seasons, for each latitudinal zone. At heights 

near the peak of channel A the estimator resol­

ution is generally poorer than that of the 

satellite measurements. 



(d) When the spread of the estimator averaging 

kernels is minimum, corresponding to maximum 

estimator resolving power, the noise amplifi­

cation factor a is greater than one at all 

heights apart from those near 5.5 sh and 1 sh 

altitude. The contribution to the profile 

estimate's confidence regions due to the sat­

ellite measurement noise, when the estimator 

has maximum resolution, is ~t m0st ±2CO. 

(e) Knowledge of the ground level temperature may 

"improve" the resolution of the estimator at 

heights below 1.5 sh altitude but may also result 

in a degradation of the estimator resolution 

at greater altitudes. 

(f) Filtering of the a priori covariance matrices 

improves the "reso'lving power" of the estimator 

at those heights for which the satellite data 

lacks intrinsic information (i.e. near 1 sh 

and 5.5 sh altitude) by reducing the strength 

of averaging kernel side lobes. 

(g) Ground correction and filtering of the a priori 

covariance matrices generally results in an 

overall improvement in estimator resolving power 

at heights below 1.5 sh altitude and above 4.5 

sh altitude. 

(h) Simple extrapolations of the a priori covariance 

matrices for heights above 8.0 sh altitude will 

not seriously affect the resolution of the MAP 

estimators since the maximum height for which 

realistic retrievals can be made is 6.5 sh 

altitude. 
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CHAPTER 4 

SIMULATION RESULTS 

INTRODUCTION 

The intrinsic vertical resolving power of MAP estimators for 

use in retrieving temperature profiles from Nimbus 4 SCR data has been 

discussed in Chapter 3. In the present chapter, section 4.1, these 

deductions are tested through consideration of a series of simulated 

retrievals. Section 4.2 gives results of calculations for an empir-

ical orthogonal function representation of the retrieved profiles. 

In section 4.3 th~ 95% confidence regions of the a priori mean pro-

files and MAP estimat,ors,are calculated together with an estimate of 

the overall information content in the satellite measurements. 

4.1 SOME TE~1PERATURE RETRIEVALS 

In Chapter 3 the intrinsic vertical resolving powers of six 

sets of MAP retrieval estimators were considered. A prediction of 

these analyses was that the vertical resolution in a retrieved pro-

file at heights greater than approximately 4 - 4.5 sh (~30 km) is 

in general poorer than that of the satellite measurements. In this 

section this deduction is tested through consideration of results 

for simulated retrievals. 

4.1.1 Simulation of Satellite Radiances 

When the atmosphere is assumed to have some temperature 

structure T (y) , (y = -In(p!p )) in the field of view of the satellite 
o 

the measured radiances for a cloudless atmosphere may be simulated 

using equation (2.23) 
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-lnp/p 

I(V.,O) 
1 

B [V. ,T(p )] '((V.,p ,0) - f B [Vl.~T(Y)J 
1 0 1 0 

dT -
v.,y,O)dy 

dy 1 

+ e. 
1 

i 

00 

1,2, ... ,6 ... (2.23) 

In this simulation study the values of e. (i ~ 1,2, ... ,6) are calcul-
1 

ated by a random noise generator, the V, are those of table 1 and 
1 

the integration is performed for 103 quadrature points between heights 

° sh and 10.2 sh (-76 km) altitude using Weddles Rule. 

The r.m.s. values for the measurement noise e, are chosen 
1 

according to the averaging processes that would be applied to the 

raw satellite data. Barnett et al (1972) suggest that for a single 

observation "frame" the possible random errors in the radiances (due 

to measurement) from all known sources are those given in table 6 

below ! 

TABLE 6 Possible Errors in Radiances (r.m.s.) 

Channel A B c D E F 

Noise (r. u.) 2.5 1.3 0.6 0.3 0.5 0.2 

The errors include contributions arising from problems with the elect-

ronics, calibrations and noise. Systematic error components may acc-

ount for perhaps another 3 r.u., but are neglected in the present study. 

It will be assumed that the random noise in the data can be 

reduced sufficiently through somoothing and averaging for features 

of interest to be seen. The rms noise values used in this simulation 

study could be obtained from the original data by averaging samples 

of N observation frames for channels A, B, C, D and E, and N/2 obser-

vations for channel F. 

Values of the transmission term T(V"p ,0), i ~ 1,2, ... ,6 were 
1 0 

not available to the author. It was found that the values for the 
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integrals of the published weighting functions A, B, C and 0 (figure 

4) were equal within numerical error, whereas the integrals for chan-

nels E and F were smaller. It was assumed that the differences bet-

ween the integrals arose from a non zero constant of integration 

T(V ,p ,0) for these channels. Accordingly values of T(V.,p ,a) for 
i 0 1 0 

channels E and F were derived, being 0.05 and 0.14 respectively. 

The values of ,(v.,p ,a) for channels A, B, C and 0 are assumed zero. 
1 0 

Kornfield and Susskind (1977) suggest ~(725,p ,a) has a value 
. q 

of 0.141 (for the Vertical Temperature P~ofile Radiometer instrument) 

for an "average" April 40 0N atmosphere. This value corresponds well 

with that derived above for the Nimbus 4 SCR 728 cm- 1 channel. 

The satellite weighting functions of figure 4 are normalised 

to unit area. 

4.1.2 Linearization Aspects 

In Section 2.4.1 it was indicated that the radiative transfer 

equation (equation (2.23» must be linearized when deriving the in-

version equations. It is found that the radiance "correction term" 

of equation (2.32) is important and must be incorporated if non lin-

ear effects owing to the choice of V, the mean (or reference) wave-

number, are not to be important. If this term is not incorporated" 

calculations of radiance using the non linearized and linearized forms 

of equation (2.23) may result in differences as large as ±3-4 r.u. 

When the correction term is included the error is not larger than 

±0.02 r.u. 

4.1.3 Resolution Characteristics 

Theoretical aspects of the intrinsic resolution of MAP estimated 

retrievals have been considered in Chapter 3. The discussion of 

the results given there indicated that the actual resolution in the 

retrieved profiles should be strongly dependent upon the shape of the 

difference profile vector x - x (x is the profile to be retrieved 
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and x is the first guess profile}. A further important result of 

Chapter 3 was the finding that the values used for the measurement 

noise statistics are important in determining the intrinsic r.esolving power 

of the MAP estimators at some heights. The intrinsic resolving power 

of an estimator is not necessarily greatest when the measurement noise 

is least. This point is important when calculating estimators to be 

used to determine vertical structure in retrieved profiles. 

If the structure to be investigated in a retrieval causes changes 

in the observed radiances which are much less than the random noise 

in the observations then the raw data must be suitably smoothed. How-

ever the resulting (decreased) noise statistics may, on insertion 

in the MAP estimator equations produce an estimator Wlich has effectively 

poorer intrinsic vertical resolution than an estimator constructed 

with larger noise variance estimates. Generally, increases in the 

spread of estimator averaging kernels as the noise is decreased are 

due to increases in the strength of averaging kernel sidelobes, (Sec-

tions 3.4.3 and 3.4.4) even though the width of the main peak of 

the averaging kernel may decrease. Hence as the noise in the radi-

ances is decreased through data smoothing the resulting vertical res-

olution in a retrieved profile becomes more dependent upon the first 

guess profile. It may also become more difficult to find a "solution" 

which satisfies equation (4.1), the residual criterion: 

IYx. i 1,2, ... ,6 (4.1) 
1 

where T -x. 
1 

is the ith component of the radiance observations and y~ 
=-x , 

1 

is the equivalent component for the retrieved profile. That the ret-

rieval should satisfy the residual criterion is a necessary require-

ment for a "correct" retrieval estimate of the unknown profile ~. 

If after performing a MAP retrieval the residual criterion is not 

satisfied, then the retrieval procedure is iterated until convergence 

occurs. Unfortunately if this is the case, the retrieved estimate 
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of the unknown profile will be biased since after the first iteration 

the first guess profile is not the mean profile for which the a pri-

ori covariance matrix is calculated. (see section 2.4.3) 

In order to examine the importance of these aspects of the 

estimator averaging kernels, resolution characteristics of estimators 

used to retrieve temperature profiles from equatolJial "sununer" and 

high latitudes winter observations will be considered here in detail. 

These cases correspond to situations in which the atmospheric temper-

ature structure has respectively the least and greatest variance at 

any particular height. Results for averaged data using five different 

sized data samples are considered. The measurement noise variances 

for each channel in these averaged data are given in table 7. 

TABLE 7 Observational Noise Variance Statistics 

DATA CHANNEL NOISE VARIANCES (r.u.)2 
SERIES A B C D E F 

1 3.0 0.85 0.18 0.05 0.12 0.02 

2 1.5 0.43 0.09 0.02 0.06 0.02 

3 0.60 0.16 0.04 0.008 0.024 0.008 

4 0.15 0.04 0.009 0.002 0.006 0.002 

5 0.07 0.02 0.004 0.001 0.003 0.001 

In the following work the noise statistics assumed in any par-

ticular MAP estimator will be referenced by the data series number 

used in table 7. 

The BG height-spread curves for MAP estimators constructed with 

these noise statistics in both latitude zones and seasons are given 

in figures 27(a) and 27(b). These results are for estimators constru-

cted with the original a priori covariance matrices and are therefore 

the optimum MAP estimators. Results for estimators constructed with 

filtered (w,=20) a priori matrices are also given for data series 2 

noise statistics in order to indicate the response of the MAP estim-



FIGURE 27 Height (z.) - Spread Curves for 
1 

(a) Equatorial summer estimators 

(b) High Latitudes winter estimators 

and r.m.s. measurement noise values 

data series l 

data series 2 

o 0 data series 3 

------- data series 4 

data series 5 

o 0 filtered estimator (w=20) and data series 2 noise 

va11:les 

+ refers to weighting function characteristics 
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ators to filtering of the a priori covariance matrices. These are 

not optimum estimators. 

It would seem that the noise differential between channels has 

had a conditioning effect upon the equations so that at most heights, 

decreasing the noise in the measurements improves the resolution of 

the estimators. However, there are exceptions as expected from 

the results of Chapter 3. For the case of the Equatorial summer est-

imators the intrinsic resolution at 5.5 sh altitude is better for data 

series 2 noise statistics than for data series 5 values, whereas at 

6.5 sh altitude the resolution when using data series 3 values is 

better than that for data series 5 values. In the high latitudes 

winter case similar results arise, see for example, the spread char-

acteristics at 0.5 sh and 6.5 sh altitude. In each case these curves 

indricate that the intrinsic resolving power of the MAP estimators 

at heights greater than approximately 4 sh (~30 km) is poorer than 

that of the satellite weighting functions. 

The averaging kernels for those estimators which use noise 

statistics corresponding to the values given for data series 2 and 

5 can be found in appendix J. 

On comparing the averaging kernels of estimators using differ-

ent noise statistics (appendix J) i within either latitude zone and 

season, it is evident that in general for heights where the satellite 

weighting functions do not overlap significantly, decreasing the noise 

variances decreases the widths of the main peaks in the averaging 

kernels. Accompanying this decrease is an increase in the strength 

(magnitude) of the side lobes in the averaging kernels and perhaps an 

increase in the spread characteristic for the curves, 

The centre-height, and measurement noise propagation error 

(crA~ (z.)) curves are given in figures 28(a) and 28(b). The noise 
LlX 1 

values are given in radiance units at the reference wavenumber V 

-1 .. 
(690 ern I. For temperatures involved here (approximately 200 K to 



FIGURE 28 Height (z.) - Centre Height Curves and Height 
1 

(z.) - r.m.s. propagation noise values for 
1 

estimators of 27. Symbols as for 

Figure 27. 
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280 K), 1 r.u. corresponds to approximately lC O. 

The centre-height curves and the relationships between the 

curves for different measurement noise values are similar to those 

found in Chapter 3. However, the noise differential between channels 

has improved results at high' altitudes. A decrease in the measurement 

noise is at most heights associated with a decrease in the size of 

the error in the retrieved profile due to noise propagation, but not 

by the same factor since the error magnification increases as the 

noise is reduced. 

Figures 27(a) and 27(b) indicate that the "best" intrinsic res-

olving power for the MAP estimators occurs at heights near the peaks 

of the satellite weighting functions, as also noted in Chapter 3. 

4.1.4 Retrieval Results 

The actual resolving power of an estimator can, to some degree, 

be determined through numerical experimentation. Essentially the 

resolving power is determined by the estimator's ability to retrieve 

a perturbation of some vertical dimension in the atmospheric temper-

ature structure being sounded by the satellite. When the vertical 

dimension is such that the perturbation cannot be resolved, a measure 

of the resolving power of the estimator is obtained. 

A series of experiments have been carried out in order to det-

ermine the importance for a retrieval of the MAP estimator averaging 

kernel side lobes (artefacts) discussed in Chapter 3 and Section 

4.1.3 above. These experiments will assess the significance of the 

averaging kernel centre and spread measures in specifying the resolv-

ing power of an estimator. 

Corrected, concaternated, smoothed rocketsonde-balloonsonde 

temperature profiles T(z) (where z=y= -In(p/p » for each latitude 
o 

zone and season were chosen at random from an independent sample of 

profiles not used in the determination of the a priori covariance 
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matrices. Assuming the atmosphere has the temperature structure de-

fined by these profiles clear column radiances were calculated using 

equation (2.23). In order to specify the retrieval of a determinable 

structure of known vertical dimension in the true profiles, the pro-

files were perturbed by a wave of the form : 

T' (z) A exp (az)sinl~: z+¢) ... (4.2) 

where A is the "wavelength" of the vertical structure, z is the hei­
z 

ght (sh) , ¢ the initial phase, A some initial amplitude and CI. is a 

factor which determines the wave's growth or decay with height. Sat-

ellite radiances for the new profiles T(Z) + T' (z) are calculated. 

Simulation experiments were conducted in order to determine 

whether a structure of wavelength A(sh) and amplitude A exp (az) 

could or could not be resolved in the retrieved profiles. 

Equation (2.154) states that the retrieved temperature at 

some height z. is 
~ 

therefore 

(x - x) . 
-1 

~ 
(x + x' - x) . 
- - - ~ 

A.(z)(x 
1 

x) (z) dz . .• (4.3) 

f A. (z) «x + x') - x) (z)dz 
1 

z=O 

f 
z=o 

A. (z) (x - x) (z)dz 
~ 

A.(z)x'(z)dz 
~ 

z=o 

(4.4) 

... (4.5) 
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where x' (z) is the applied perturbation T' (z) (equation (4.2)). 

substituting equation (4.3) into equation (4.5) and rearranging 

z 

f tAi (z)x ' (z)dz 

z=o 

.•• (4.6) 

The MAP estimator is a linear estimator, hence 

/'... x + x' x + xr (4.7) 

Substitution of equation (4.7) into equation (4.6) gives 

and 

X' . 
- 1 f 

z=o 

A.(z)x'(z)dz 
1 

......-....... 
(~ + ~' - x) - (x - x) 

(4.8) 

'" (4.9) 

Accordingly, examination of the perturbation estimate X' (equations 

(4.9) and (4.8)) is useful in determining the significance, in terms 

of vertical resolution, of the side lobes in the estimator averaging 

kernels, when retrieving a wave-like pertubation on some temperature 

profile. 

In reality the equals sign of equation (4.8) should be repla-

ced by an approximately equals sign since the retrieval residuals will 

not in general be identical for the perturbed and unperturbed profile 

retrievals. This is so since perturbing the profile to be retrieved 

could equally well be considered as a change in the first guess pro-

file. 

In the following work both the effects due to the averaging 

kernels and the residual convergence criterion will be examined. 

The profiles used for these experiments are given in table 8 

below: 
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TABLE 8 Profiles Used in simulation Study 

Latitudinal Launch Site Latitude Season Date Time 
Zone (GMT) 

Equatorial Antigua l7 0 09'N Summer l4/7/7l 1350 
C. Kennedy 28° 27'N Summer 7/6/72 1354 
Ft. Sherman gO 20'N winter 16/1/70 l725 
Barking Sands 22° 02'N Winter 28/l2/7l 2242 

Mid-Latitudes Pt. Mugu 34° 08'N Summer 2/6/7l 1859 
Wallops Is. 37° 50'N Summer 24/7/72 1914 
Pt. Mugu 34° 08'N winter 4/12/70 1715 
Wallops Is. 37° 50'N winter 21/1/70 2058 

High-Latitudes Ft. Churchill 58° 44'N SUmmer 9/6/7l 1514 
Ft. Greely 6-4° OO'N Summer 8/6/70 1900 
Ft. Churchill 580 44'N Winter 4/1/70 1803 
Primrose Lk. 54° 45'N winter 10/1/72 1655 

Detailed results for only two of these experiments are given here 

since they indicate the important consequences of estimator averaging 

kernel side lobe structure and incorporate effects which arise from 

differences between the true and first guess profiles. 

The equatorial summer atmospheric temperature structure does 

not change significantly in time (see table 4 and appendix D), there-

fore temperature profiles for this latitudinal zone and season can 

be expected to lie close to the sample mean profile (the first guess 

profile). The difference vector (~-~) will have small elements for 

most heights. In terms of the difference vector structure, the opp-

osite extreme is represented by the high latitudes winter atmosphere 

which experiences large temperature fluctuations about the mean pro-

file (see table 4 and appendix I). For a high latitudes retrieval 

it may be expected that the profile x may not lie close to the sam-

ple mean profile. The vector (~-~) may have large elements at some 

heights. Results for the summer Antigua (14/7/71, 1350 GMT) and win-

ter Ft Churchill (4/1/70, 1803 GMT) simulated retrievals will be con-

sidered here in detail. 

The sequential MAP estimator of section 2.4.4 is used to per-
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form all retrievals. After the satellite measurements have been added 

the residuals iy - y~ [ are calculated. If they are not less than 
x. x. 
-1 -1 

or equal to the assumed r.m.s. measurement noise values, the retrievaL 

procedure is iterated. The solution of the preceding iteration be-

comes the first guess profile for the next iteration. This will res-

ult in a biased estimate (see Section 2.4.3), however if the resid-

uals are not less than the r.m.s. noise values ,then~ a solution has not been 

found (see Section 2.1). All that can be done in the absence of more 

precise a priori statistics is to iterate the procedure until the 

residual criterion (equation (4.1)) is satisfied. In most of the 

examples tested it was found that the channel F residual was difficult 

to reduce below its r.m.s. noise value owing to this channel's sensi-

tivity to temperature changes at and near ground level. In practice 

the iteration is stopped and a solution is assumed found when the res-

idual criterion is satisfied for channels A, B, C, D and E, or after 

five iterations. 

To dectect a perturbation in a temperature profile retrieval 

the r.m.s. values of the mea~urement noise must be less than the mag-

nitude of the perturbation in the measured satellite radiances. The 

following estimators will in general use noise values which corres-

pond to those for data series 5 unless otherwise stated. So that 

an estimate of the best possible resolving power of the estimators 

can be deduced, the radiances used in the simulated ~etrievals will 

be noise free. Later this assumption will be shown to be justifiable 

on the grounds that the noise statistics used in determini~g th~ MAP 

estimators are rather smaller than the perturbations in the radiance 

measurements due to the perturbation on the simulation profile. 

It is predicted a priori from the BG spread-height curves fig-

ures 27 and 23(a) and (f) that the resolution in the retrievals is 

best at altitudes corresponding to heights near the peaks of the 

satellite weighting functions. (The side lobe structure is least 
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and the averaging kernels are narrowest.) The resolution of the sat-

ellite observations is best if the "height" of the observation is re-

garded as the centre height rather than the peak height. The resolv-

ing length of the weighting function is then equal to the spread of 

the observation. To compare the resolution in the retrieved profiles 

with that in the radiance observations and hence compare the resolv-

ing power of the measurements with that of the MAP estimators the 

retrieved perturbation temperatures at heights corresponding to the 

weighting function centre heights will be compared with those deduced 

from the brightness temperatures (the black body equivalent temper-

atures for the radiances). 

Four different perturbations (equation (4.2» have been app-

lied to the rocketsonde-balloonsonde temperature profiles. The essen-

tial vertical features of these perturbations are specified as 

(a) a perturbation which is essentially an evanescent 

wave over the height range of interest, with an 

exponentially growing amplitude. 

(b) a perturbation with vertical wavelength A equal 
z 

to 6 sh (~4S km) . 

(c) a perturbation with vertical wavelength A equal z 

to 4 sh (~30 km) and 

(d) a perturbation with vertical wavelength A equal z 

to 3 sh (~23 km) . 

The vertical dimension of these perturbations to be res-

olved by the estimator is half the wavelength A ,for cases (b) 
z 

through (d). A perturbation of the first kin~ type (a), indicates 

the type of biases introduced into the retrieved temperature struct-

ure by the retrieval procedure. 

4.1.4.1 An Equatorial Summer Retrieval 

The profile to be retrieved ~, and the first guess x , are 

illustrated in figure 29(a), while the difference profile x - x is 



FIGURE 29 Equatorial summer simulation profiles. 

(a) to be retrieved, x 

-------- first guess , x 

(b) difference vector (x -
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figure 29(b). At no height does the difference profile have an ele-

ment larger than ±7CO. 

The Evanescent Wave 

A perturbation having the form of equation (4.2) with 

A = 0.5CO, Ct == 0.29, A = 100 sh ("'700 km) and ~ == 1T/2 was applied to 
z 

the simulation profile (figure 29(a». This perturbation would 

approximate (to 10 sh altitude) the vertical structure of a Lamb 

wave, where the value of Ct is (y - l)/y. (Madden (1979»). 

The clear column (noise free) radiances for the perturbed and 

unperturbed profiles are given in table 9. 

TABLE 9 Clear Column Radiances for Perturbed Profile 

where A = 0.5C O, Ct = 0.29, A == 100 sh, ~ = 1T/2 
z 

Channel ABC D E F 

unperturbed profile (r.u.) 81.64 62.11 47.06 41,61 51.47 99.98 

Perturbed profile (r.u.) 85.38 64.24 48.39 42.68 52.25 100.40 

Difference (r.u.) 3.74 2.13 1.33 1.07 0.78 0.42 

The r.m.s noise values used in the MAP retrieval estimator are those 

for data series 5 data, that is 0.26, 0.14, 0.06, 0.03,0.06 and 0.03 

r.u. for channels A through F respectively. These values are much 

less than the perturbation differences. Theffitimator is appropriate 

to perform the retrieval and random noise in the simulated radiances 

(with variances 1,2, ..• ,6) would not significantly alter the 

results. 

The residuals for the unperturbed and perturbed retrievals 

are given in figure 30. The retrieval for the perturbed profile is 

essentially convergent in three iterations. The unperturbed profile 

is not convergent after five iterations. The retrieval for the un-

perturbed profile (3 iterations) is given in figure 31{a) while the 

error vector (~ x) is figure 31{b). Below 4.0 sh altitude the 

retrieval error is not more than ±2CO,above this height the maximum 



FIGURE 30 Residuals for unperutrbed retrieval ------

and for perturbed (J... = 100 sh) retrieval -------.. 
z 

The size of the r.m.s. measurement error for 

each channel is indicated on the right hand 

side of the diagrams. 
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FIGURE 31 Retrieval of unperturbed profile at 3 iterations. 

(a) the retrieved profile 

and the true profile 

(b) the error vector x - x 

A 

------- X, 
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error is approximately ±4eO. The error vector (x - x ) for the 
~p -P 

perturbed (p) retrieval is figure 32. The form of the applied pertur-

bation and its retrieved estimate are given in figure 33. 

The magnitude of the retrieved perturbation at heights corres-

ponding to the centre heights of the weighting functions (table 5) 

and the implied perturbation deduced from the brightness temperatures 

T*, are given in table 10. 

TABLE lQ Resolution Results for Perturbation Wave with 

A =: 0.5eO, a =: 0.29,,,z =: 100 sh, ~ = rr/2 

Height Perturbation T' estimate T' estimate 
Temperature T' from T* values from retrieval 

( sh) (eO) (eO) (eO) 

6.2 2.79 3.0:t0~2 3.5±0.4 

4.4 1.72 1. 94±0.13 1.8 ± 0.3 

3.2 1. 24 1.42±0.06 0.5 ± 0.3 

2.7 1. 08 1. 22±0. 03 0.7±0.2 

1.7 0.81 0.78±0.06 0.3 ± 0.2 

0.4 0.56 0.39±0.03 0.49±0.05 

The noise values for the inversion estimates are those 

in figure 28, the propa(}ated measurement noise. From the. table it 

is evident that the brightness temperatures (satellite observations) 

are better able to detect the perturbation in terms of absolute mag-

nitude and relative magnitude between heights, when compared with. 

results from the retrieval estimator. Additionally the noise is smal-

ler by as much as an order of magnitude. 

Equation (4.8) indicates that deviations between the pertur-

bation x~ at height z. , and the estimate of the perturbation x~ are 
111 

due to artefacts introduced by the retrieval estimator'and the inabil-

ity of the estimator to "find" completely convergent solutions 

(i. e. "correct" retrievals). The results of figure 33 and table 10 



FIGURE 32 

FIGURE 33 

Error Vector for Perturbed Retrieval, x - x 
-P -P 

Results for "Evanescent" Perturbation (A = 100 sh) z 
I 

X --p retrieved perturbation ~'------
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imply that the averaging kernel side lobes make an important contri~ 

bution to the retrieved temperatures and that non convergence in the 

residuals at the first iteration introduces a bias into the retrieved 

profile. This point can be seen by superimposing the perturbation 

onto the relevant averaging kernels of appendix J, as suggested by 

equation (4.8). While the observation "averaging" kernels, that is, 

the satellite weighting functions, have wider main peaks than the 

estimator averaging kernels, they do not have side lobes. The 

"retrieved" temperature perturbations (from brightness temperatures) 

are not biased by including strong contributions from temperatures 

at other levels not near the centre heights of the averaging kernels. 

The 6 sh Wavelength Perturbation 

Results for estimates of two different A = 6 sh perturbations z 

are given in figures 34(a) and 34(b). The parameters used in the per-

turbation equation (4.2) were A = 2C O a = 0.1, A 
z 

6 sh, ~ = 0 and 

~ = 'Tf/2. In both cases the differences between the perturbed and 

unperturbed radiances are rather larger than the r.m.s. measurement 

noise values so that an estimator using data' s'eries 5 noise values 

should be adequate. 

When ~ = 0 the retrieval residuals converge(essentially) in 

three iterations, while for the ¢ = 'Tf/2 case the retrieval residuals 

converge to values outside the r.m.s. measurement noise values for 

both channels C, D and E (figure (35). 

The curves in figures 34(a) and 34(b) clearly indicate that 

the ability of the retrieval estimator to retrieve a perturbation 

is very dependent upon the phase-height relationship of the perturb-

ation. This result would be expected if a retrieval estimate at some 

height were dependent upon the temperature structure at other non 

nearby levels. This result is anticipated through equation (4.8) given 

the shape of the MAP estimator averaging kernels (appendix J). The 

averaging kernel side lobes interfere with the perturbation causing 



FIGURE 34 Retrievals of f. 
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FIGURE 35 Residuals for perturbed retrievals with A = 6 sh 
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amplification or attenuation of the true perturbation in the retrie-

ved profile. 

The 4 sh Wavelength Perturbation 

Two differing perturbations were applied to the simulation 

temperature profile. The corresponding parameters for equation (4.2) 

were A = 2CO, a = 0.1, A 4 sh, ~ = 0 and ~ = n/2. The resulting 
z 

perturbation retrievals are given in figures 36 (a) and 36 (b)'; 

the residuals a're figure 37. 

The retrieved solution residuals are approximately convergent 

when ~ = n/2 but do not converge to values within the r.m.s. measure-

ment noise regions for channels C and D when ~ = o. 

Comparing the results in figures 36(a) and 36(b) , it is. evident 

that the perturbation is not well retrieved, the faithfulness of the 

retrieved perturbation being sensitive to the phase height relation-

ship of the true perturbation. Careful comparison of the results 

in figures 36(a) and 36(b) shows that at heights greater than approx-

imately 3.5 sh, the phase height relationships of both retrieved per--

turbations are nearly identical, even though the true perturbations 

are shifted relative to each other by 1 sh ( 7.5 km). The estimator 

averaging kernel side lobes are important in determining the phase 

height relationship and magnitUde of the retrieved perturbation. 

Estimates of the perturbation magnitude may be obtained from 

the brightness temperatures. Tables 11 and 12 below, list the res-

ults. 

The magnitudes of the temperature perturbations at the weight-

ing function centre heights are rather less than the true values, 

however these estimates are better able to consistently detect the 

relative magnitudes of the perturbations between different heights. 

This is particularly evident in the results of table 12. The bright-

ness temperature results are not particularly dependent upon the 

phase of the perturbation for a perturbation with A 
z 4 sh. The 



FIGURE 36 Retrievals of A 
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iterations, 
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(b) ¢ = 1T/2 
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FIGURE 37 Residuals for perturbed retrievals with A = 4 sh 
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( sh) 

6.2 

4.4 
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0.4 

Height 

(sh) 

6.2 

4.4 

3.2 

2.7 

1.7 

0.4 

TABLE 11 Resolution Results for Perturbation Wave with 

A = 2CO, a = 0.1, A 
z 

4 sh, ¢ == 0 

Perturbation T' estimate T' estimate 
Tempera ture T' from T* values from retrieval 

(CO) (CO) (CO) 

-1.15 -0.3 ±0.2 -0.6 ± 0.3 

1.83 0.52±0.14 1.2 ± 0.3 

-2.62 -0.53±0.06 -0.2 ± 0.3 

-2.33 -0.85±0.03 -1.1 ± 0.3 

1. 08 0.58±0.06 0.9 ± 0.2 

1. 22 0.84±0.03 1.60 ± 0.05 

TABLE 12 Resolution Results for Perturbation Wave with 

A == 2C , a == 0.1, A == 4 sh, ¢ = n/2 z 

Perturbation T' estimate T' estimate 
Temperature T' from T* values from retrieval 

(CO) (CO) (CO) 

-3.54 -0.6 ±0.2 -1.4 ± 0.3 

2.51 0.4l±0.14 1.3 ± 0.3 

0.85 0.26±0.06 -0.4 ± 0.3 

-1.19 -0.36±0.03 -1.2 ± 0.2 

-2.11 -0.67±0.06 -0.7 ± 0.2 

1.54 1. 25±0. 03 0.61± 0.05 

degree of att.enuation in the brightness temperature results is of 

l79 

coUrse different for each channel since the spread characteristics 

for each channel are different, ranging from 1.27 sh for channel E 

to 2.05 sh for channel A (see table 6). The random noise in the per-

turbation estimates are smaller for the brightness temperature deri-

ved results at channel C, D, E and F heights. This may not be so 

at channel A and B heights. Further smoothing of the data would dir-

ectly decrease the noise in the brightness temperature derived pertur-

bation estimates. The noise in the retrieval estimates would not be. 
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reduced by the same factor owing to the increasing propagation noise 

magnifications with decreasing measurement noise. 

From tables 11 and 12, and figure 36 it is evident that the 

resolving power of the MAP estimator is rather dependent upon the side 

lobe structure of the averaging kernels since, for a wave like per-

turbation there is a correlation between perturbation temperatures 

at different levels. 

In the sense that the relative magnitude of the perturbation 

at different heights should be retrievable it is evident from the 

above results that the resolution of the satellite observations is 

better than that of the retrieval estimator, since 

(a) the random noise in the T* estinr,ate is generally 

smaller, and 

(b) the T* estimates of the magnitude of the perturbations 

are essentially independent of the phase-height 

relationship of the perturbation since the satellite 

kernels do not have side lobes. 

Similar calculations were performed for perturbation waves of 

the form of equation (4.2) having parameters A = O.SCD, a = 0.29, 

A = 4 sh, ¢ = a and ¢ = n/2. Again it was found that the brightness z 

temperatures were better able .to detect the presence of the pertur-

bation and specify its relative. magnitude with height. The MAP est-

imates of the perturbation were unable to detect the change of phase 

between the two perturbations at heights above 3 sh altitude (chan-

nel C). 

The 3 sh Wavelength Perturbation 

Finally calculations were performed for a perturbation (equ-

ation 4.2» with parameters A = 2CD, a = 0.1, A = 3 sh, ¢ = a and 
z 

¢ = n/2. It was found that neither the brightness temperatures nor 

the retrieval estimate of the perturbation could detect adequately, 

independent of the initial phase, the presence of this wave above 



FIGURE 38 Retrievals of A. 
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i tera tions , 

(a) ~ a 

(b) ~ n/2 

3 sh perturbations after 3 
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3 sh altitude. The MAP estimator retrievals are given in figures 38(a) 

and 38 (b) . 

4.1.4.2 An High-Latitudes Retrieval 

Similar calculations to those above are presented here for the 

Ft. Churchill (4/1/70, 1803 GMT) simulated temperature profile retri-

eval. 

The first guess profile x and the unperturbed profile to be 

retrieved x are illustrated in figure 39(a). The difference vector 

(~ -~) is figure 39 (b). The extrapolation at heights' above 8.0 sh is 

probably not appropriate, however this is not important in the ret-

rieval problem (Nimbus 4 SCR datal since the maximum height for which 

a realistic retrieval can be made is approximately 6.5 sh altitude 

(~SO km). The first guess profile and the unknown profile to be 

retrieved need only be similar at altitudes above 8 sh since the wei-

ghting for channel A at these heights is small. 

In any retrieval the maximum number of iterations allowed is 

five,since in practice it is found that if the retrieval resi-

duals do not converge in five iterations they have in general con-

verged to values which lie outside the residual criteriq . of equation 

(4.1). Unless stated otherwise estimator measurement noise levels 

as for data series ? will be assumed .. 

The residual characteristics for the retrieval of the unper-

turbed profile are given in figure 40. Channel D does not converge, 

the channel B residual woul~ converge in six iterations. The retri-

eved profile (after 5 iterations) is given in figure 41(a). The 

error vector (x - R) is figure 41(b) . 

The Evanescent Wave Retrieval 

As with the equatorial summer case a wave perturbation (equ-

ation (4.2)) with A = o.SCO, a = 0.29, A 100 sh and ~ = n/2 was 
z 

applied to the given profile x and a retrieval performed. 

The residual characteristics for this retrieval are given in 



FIGURE 39 High Latitudes winter simulation profiles 

(a) profile to be retrieved, x 

------ first guess profile, x 

(b) difference vector (x - x) 
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FIGURE 40 Residuals for unperturbed retrieval 

The size of assumed measurement error in each 

channel is given on the right hand side of the 

diagrams. 
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FIGURE 41 : Retrieval of unperturbed profile at 5 iterations 

(a) the retrieved profile x ---- --- and 

the true profile x 

(b) 
A 

the error vector x - x 
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figure 42. The retreived profile residuals on iterating 

do not converge to give a "correct" retrieval. Only radiances for 

channel A are convergent, while radiances for channels B, C, D 

and E converge to values outside those regions defined by equation 

(4.1) . 

The perturbation retrieval is given in figure 43. It is evi-

, 
dent that the strong side lobe structure in the estimator averaging 

kernels and the non convergence of the retrieval~resid~als are 

responsible for generating artefacts in the retrieved perturbation. 

A comparison of the values for the perturbation at the satellite cen-

tre heights, deduced from both the brightness temperatures and the 

MAP retrieval, are given in table 13. 

TABLE 13 Resolution Results for Perturbation Wave with 

A = 0.5C , a = 0.29, A = 100 sh, ~ /2 
z 

Height Perturbation T' estimate T' estimate 
Temperature T' from T* values from retrieval 

(sh) (CO) (CO) (CO) 

6.2 2.79 3.0 ± 0.2 2.8±0.5 

4.4 1. 72 1.92±0.14 2.5±0.4 

3.2 1. 24 1.40 ± 0.06 -0.2±0.3 

2.7 1.08 1.21tO.03 0.6±0.3 

1.7 0.81 0.85 ± 0.06 1. 7±0.3 

0.4 0.56 0.64 ± 0.03 0.2tO.4 

At heights for which the MAP estimator has best intrinsic res-

olution the retrieval does not well represent the true perturbation, 

while the brightness temperatures as would be expected in this sit-

uation "retrieve" the form of the perturbation well. 

The 4 sh Wavelength Perturbation 

Perturbations (equation (4.2» with parameters A 2CO, 

a = 0.1, A =4 sh, ~ z o and ~ = 1f/2 were added to the Ft. Churchill 

profile and retrievals performed. The residual characteristics are 



FIGURE 42 Residuals for (~ ~ 100 sh) retrieval 
z 

The size of the assumed measure-

ment error in each channel is given on the right 

hand side of the diagrams. 
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given in figure 44~ In neither case does complete convergence occur. In 

particular, when ¢ = 0 the retrieval residuals converge to values 

which lie outside the residual criterion (equation (4.1» for channels 

A, B, C, D and E. In a practical sense it can be said that conver-

gence occurs for the ¢ = n/2 perturbation retrieval. 

The perturbation retrievals are given in figures 45(a) and 

45 (b). When ¢ = 0 the perturbation retrieval is particularly bad, 

whilst when ¢ n/2 the wave is well retrieved to heights near 3.5 

she In the latter case (¢ = n/2 ) i~ would seem that at heights above 

5.5 sh altitude the estimator describes the temperature at lower lev-

els, as expected from the centre height curves of figure 28. 

Using measurement noise values as for data series 2, results 

in convergence in three iterations for the ¢ = 0 perturbation. The 

resulting perturbation retrieval is given in figure 46. comparison of 

figure 46 with figure 45(a) indicates the perturbation is retrieved 

marginally better by the high noise estimator, as anticipated frOID fig-

ure 27. Tables 14 and 15 give the magnitudes of the perturbations 

at the weighting function centre heights as deduced from the bright-

ness temperatures and the retrievals. Results for retrievals with 

estimators using data series 2 and data series 5 noise values are 

given. 

TABLE 14 Resolution Results for Perturbation Wave with 

A = 2CO, a = 0.1, A 4 sh, ¢ = 0 
z 

Height Perturbation T' estimate T' estimate 
Temperature T' From T* values from retrieval 

(sh) (CO) (CO) (CO) 

Data Series 2 Data Series 5 

6.2 -1.15 -0.3 ± 0.2 2.0±1.4 3.7±0.5 

4.4 1.83 0.44 ± 0.14 -0. 8±0. 9 -2. 2±0. 4 

3.2 -2.62 -0.64 ± 0.06 O. 4±0. 4 2.1±0.3 

2.7 -2.33 -0.93 ± 0.03 <-1. 5±0.4 -0. 3±0. 3 

1.7 1.08 0.40 ± 0.06 -0 .4±0. 5 -1.2±0.3 

0.4 1. 22 0.85± 0.03 3.4±0.3 3.0±0.3 



FIGURE 44 Residuals for perturbed (A 
z 

4 sh) retrieval : 

----- - q, = 'IT/2 
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TABLE 15 Resolution Results for Perturbation Wave with 

A == 2CO, a == 0.1, A 
z 

Height Perturbation T'estimate 
Temperature T' from T* values 

(sh) (CO) (CO) 

4 sh, rp == TI/2 

T' estimate 
from Re tr ieval 
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Data Series 2 Data Series 5 

6.2 -3.54 -0.7 ±0.2 0.2±1.4 0.6±0.S 

4.4 2.51 0.39±0.14 1.3±0.9 0.S±0.3 

3.2 0.85 0.13±0.06 0.6±0.4 1. O±O. 3 

2.7 -1.19 -0.SO±0.03 -1.0±0.4 -0.S±0.3 

1.7 -2.11 -0.92±0.06 -2.0±0.S -2.2±0.2 

0.4 1. 54 1.l8±0.03 0.9±0.3 0.9±0.4 

It is evident that the brightness temperatures are able to 

consistently detect the sign and relative magnitude of the perturba-

tion best. This is particularly evident for the rp = 0 case, but also 

for the rp = 1T/2 case. The MAP estimators are unable to retrieve the 

form of the perturbation (independent of phase) even at heights where 

the intrinsic resolution is best. 

Comparison of the results for the retrievals from the two MAP 

estimators, (tables 14 and 15) implies that when rp = 1T/2 and for noise 

free radiances, at heights above channel C the high noise estimator 

is better able to detect the perturbation than the low noise estim-

ator. For the rp == 0 perturbation similar small improvements occur, 

although the estimator is still unable to retrieve the perturbation. 

Unfortunately the noise in the retrieval estimate due to propogation 

of the measurement noise is rather larger for the data series 2 esti-

mator than for the data series 5 estimator. But more importantly, 

when random noise with variances as for data series 2, is added to 

the radiance data, changes in the radiances due to the perturbation 

are submerged inside the noise. 

The 3 sh Wavelength Perturbation 

Calculations have been performed for perturbations of the form 
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of equation (4.2) and with parameters A = 2CO, a = O.l, A = 3.0 sh, 
z 

~ = 0 and ~ = ~/2. The resulting retrievals for these calculations 

are given in figures 47(a) and 47(b). When ~ = 0 the retrieval is 

approximately convergent in three iterations (only the channel C 

residual does not satisfy equation (4.1)) whereas for the ~ = ~/2 

case only the channel E residual satisfies equation (4.1). This res-

ul t would be expected, 'given ;figure 47 (bL 

Comparison of figures 47(a) and 47(b) indicates the estimator's 

sensitivity to the phase-height relationship of the perturbation. 

A strong spurious perturbation is excited in the retrieval by alter-

ing the initial phase by ~/2. (When ~ = ~/2 the brightness temper-

atures are able to correctly detect the sign of the perturbation.) 

On comparing the results of figure 47(b) with those of figure 45(a) 

it is apparent that the retrieved perturbation of figure 45(a) is 

almost a mirror image ?f the retrieved perturbation of figure 47(b). 

Assuming equation (4.8) is valid the source of this result is evident. 

The estimator averaging kernels (appendix J) have strong side lobes 

near 3 sh altitude. The true perturbation T' of figure 45CS;) has 

a negative "peak" at 3 sh altitude whereas in figure 47(b) the true 

perturbation T' has a positive "peak" at this height. The estimator 

averaging kernel side lobes, in this case, control the shape of the 

retrieved perturbation since they are narrow and interfere construct-

ively with the perturbation. Consideration of the 7.5 sh averaging 

kernel indicates the source of the strong perturbation amplification 

(of temperatures at lower levels) near 7.5 sh altitude in figures 

45(~) and 47(b). An estimator constructed with higher noise values, 

for example, data series 1, does not excite such large spurious per-

turbations on the retrieved profile, neither can it "see" the pertur-

bation, see figure 48. 

These results indicate that estimators which have averaging 

kernels with stcong side lobe structure may be sensitive to some per-



FIGURE 47 : Retrievals of A 
ations z 3 sh perturbations after 3 iter-

(a) !jl 0 

(b) !jl = 'Tf/2 

Original perturbation --------
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turbations in the observed radiances, and so produce spurious results. 

In turn this indicates that the averaging kernels of the estimators 

do say something about the vertical resolving power of the estimators. 

4.1.5 Sununary 

From the preceding results a number of conclusions may be 

drawn. 

When using smoothed data series with small random noise values 

the residuals of the resultant (iterated) MAP estimated retrievals 

do not in general satisfy the requirement for a "correct" solution, 

that is 

i 1,2, ... ,0 

If larger noise values are assumed then convergence generally occurs 

within a few iterations, typically less than three. Unfortunately 

if these measurement noise values are used, wave-like features of 

interest at heights above 4 sh (~30 km) are submerged within the 

noise and will probably not be detected. 

All MAP estimators introduce biases or artefacts into the 

retrieved temperatures. The source of these artefacts is the pres-

ence of side lobes in the estimator averaging kernels. The side lobes 

arise due to the apparent statistical correlations between different 

levels in the atmosphere, sometimes widely spaced in height, present 

in the a priori covariance matrices. The strength of these side 

lobes and the "widths" of the main peaks of the averaging kernels 

are sensitive to the assumed random measurement noise values, as 

described in Chapter 3. 

The estimator averaging kernels and their measures of spread 

and centre height are meaningful descriptors of the vertical resolv-

ing power of an estimator. However, the spread of a multipeaked aver-

aging kernel cannot be regarded as the smallest structure the estim-
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ator can resolve. The averaging kernels describe the regions within 

the atmosphere that are used to determine the retrieved temperature 

at some specified height . 

From a study on the retrieval of various simulated pertur­

bations it is found that the "shape" of the initial perturbation x, 

or (T') as a function of height is important in determining the 

"shape" of the perturbation that the MAP estimators will retrieve. 

A consequence of this result is the indication that any temperature 

retrieval (x - x) will be sensitive to the shape of the difference 

vector (x - x) that is, the choice of first guess profile. 

In all cases studied it was found that the satellite bright­

ness temperatures were better able to consistently detect wave-like 

perturbations on simulated profiles than could the MAP estimated tem­

perature retrievals. These results would substantiate the conclusions 

of Chapter 3. 

Finally, a comment on the use of the a priori information of 

Section 3.2.2. An aim of this simulation study has been to demonstr­

ate the usefulness of the BG diagnostics (Section 2.4.6) in determin­

ing the vertical resolving power of a MAP estimator. This point has 

been shown, as noted above. The estimators used in this study were 

constructed from the original a priori matrices since' these retrievals 

are optimum as demonstrated in £ection 2.4.3. Using additional in­

formation such as ground correction or filtering would improve the 

results at some levels since side lobe structure in the estimator 

averaging kernels is decreased. However, the retrieval is no longer 

optimum or meteorologically most probable. Even so, the satellite 

observations are still better able to consistently detect perturba­

tions in the temperature profiles. The MAP estimators show instabil­

ity when retrieving wave-like perturbations on temperature profiles. 

This instability is a apparently a fundamental property of the MAP estimator, 

and is probably not greatly altered by the addition of further a priori 
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II information". 

4.2 EMPIRICAL ORTHOGONAL FUNCTION REPRESENTATIONS 

The empirical orthogonal functions (eigenvectors) and eigen-

values of each of the six a priori covariance matrices have been cal-

culated. In this section these results are presented and discussed, 

with special emphasis on the equatorial summer and high latitudes 

winter EOF (empirical orthogonal function) series. 

4.2.1 EOF's of the a priori Covariance Matrices 

The a priori covariance matrices are extrapolated from 8.1 sh 

to 10.2. sh altitude by providing variance values for these levels, 

as d"iscussed in Section 3.2.3. All covariances are zero. The EOF's 

which contain information about these heights are therefore identical 

h ' 1 b ' h' b . h . th b . to t e prof1 e aS1S vectors, were 1f ,lS tel aS1s vector, 
-1 

then an element b, of b, equals one iff j:=i, otherwise it equals zero. 
J -1. 

The eignevalues are just the corresponding variances. In the follow-

ing results these EOF's shall be excluded from the discussion since 

they are only of value in constructing the profiles at levels above 

8.0 sh altitude. 

The five EOF's having the largest eigenvalues for each latitud-

inal zone and for both summer and winter seasons, are reproduced in 

figures 49 through 54. The associated eigenvalues of these EOF's 

are given on table 16. 

The curves in figures 49 to 54 for the first EOF of the mid-

latitudes and high latitudes winter matrices are similar peaked func-

tions, indicating that for these seasons the largest contributions 

to the temperature variance occur near the stratopaus~. The first 

EOF of the high latitudes and mid-latitudes summer matrices are simi-

lar in shape as are the first EOF's of the equatorial summer and win-

ter matrices. None of the other EOF's of figures 49 to 54 show such 
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FIGURE 50 

EOF'S (eigenvectors) of the Egllatorial"summer" 

covariance matrix 

(a) 1st EOF 

(b) 2nd EOF 

----- ..... 3rd EOF 

(c) 4th EOF 

----- .. _- 5th EOF 

EOF's (eigenvectors) of .the Eguatoria1"winter" 

covariance matrix. Function numbering as for 

Figure 49. 



10.0 

'1.0 

8.0 

7.0 

6.0 

5.0 

~ 4.0 

3 3.0 

~ 2.0 

'i 1.0 

a 

0.0 ~~ __ J-__ ~~~~ __ ~~~~ __ ~~ 

-o.S 0.0 

10.0 

B.O 

8.0 

7.0 

6.0 

5.0 

~ 4.0 

~ 

3 3.0 

"lR'R..ISOJ ElGUM:cTCF 

b 

;------r."-

O.S 

': 

0.0 ~-L __ ~~~~ __ ~-L __ ~~~-L~ 

-0.5 0.0 O.S 
"lR'R..1 SOl E 100000CF 

11,0 ,---.,---,---T""--,---,---...--.--....... --,---. 

10.0 

9.0 

8.0 

7.0 

11.0 

5.0 

~ 4.0 

3 3.0 

!. 

~ l.O 

Q 1.0 

c 

..... . ,' 

.... 
. ~: 
" 

...... , 
~.~ .. " 

O.O~-L __ L--L~~~ __ ~~ __ ~~~~ 

-0.5 0.0 0.5 
r<R"A..ISlD (I~ 

FIGURE 49 

200 

10.0 a 

!'l.0 

8.0 

7.0 

0.0 

5.0 

0.0 ~~--~---=~ __ L-~ __ J-__ L--L __ J 

-o.S 0.0 

10.0 

9.0 

B.O 

7.0 

6.0 

S.O 

~ 4.0 

3 3.0 

.!.. 

~ 2.0 

Q 1.0 

~ran ElOOM:CJtR 

b 

r··-~ .~ 

\'" --. 

O.S 

0.0 ~-L--~-e~~ __ L--L __ ~ __ ~-L __ j 

-0.5 0.0 O.S 
~lsnJ EIGDMJ::;T(R 

II .0 ,-;_,-.....,_,-.....,_,---,_-,---,,.-.., 

10.0 

B.O 

B,O 

7.0 

6.0 

S.O 

~ 4.0 

3 l.O 

~ l.O 

Q 1.0 

c 

0.0 ~-L __ J-__ ~~ __ ~~ __ ~~~-L~ 

-0.5 0.0 0.15 
~ISDJ(I~ 

FIGURE 50 



FIGURE 51 

FIGURE 52 

EOF's (eigenvectors) of the Mid-Latitudes summer 

covariance matrix. Function numbering as for 

Figure 49. 

EOF's (eigenvectors) of the Mid-Latitudes winter 

covariance matrix. Function numbering as for 

Figure 49. 
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FIGURE 53 

FIGURE 54 

EOF's (eigenvectors) of the High Latitudes summer 

covariance matrix. Function numbering as for 

Figure 49. 

EOF's (eigenvectors) of the High Latitudes winter 

covariance matrix. Function numbering as for 

Figure 49. 



10.0 a 

9.0 

B.O 

7.0 

6.0 

S.o 

O.OL-~ __ ~ __ L--L __ ~~ __ ~ __ ~~ __ ~ 

-0.5 0.0 

10.0 

9.0 

B.O 

7.0 

B.O 

5.0 

::: 
~ 4.0 

~ 3.0 
.!.. 

& Z.O 

Ii 1.0 

r<RR..1!;£]) [I GEl'Ml:TCR 

b 

-0.5 0.0 
r<RR..ISID [I G£'/'M'.CTCR 

0.5 

0.5 

\1.0 r----,,---,-""T-..,.--,.--....--,---, 

10.0 c 

9.0 

9.0 

7.0 

9.0 

5.0 ::: 
~ 4.0 

~ 3.0 

O.OL-~ __ ~~~~~~~ __ L-~_~ 

-1.0 -0.5 0.0 0.5 1.0 
~15ID[I~ 

FIGURE 53 

10.0 a 

9.0 

B.O 

/.0 

6.0 

S.o 

O.O~~~-L __ ~-L~~~L--L __ ~~~~ 

-0.5 0.0 

10.0 

9.0 

B.O 

7.0 

B.O 

5.0 

~ 4.0 

!!. 
~ 3.0 

1.0 

~ I!;£]) EIGUMLTCR 

b 

0.5 

0.0 L-~~~ __ ~ __ ~~~l~ __ 4-~ __ ~~ 

-0.5 0.0 

10.0 

9.0 

B.O 

7.0 

B.O 

5.0 

i 4.0 

~ 3.0 

~ "l.0 

Ii 1.0 

~ Istu El"G£I'Ml:'T(R 

c 

0.5 

0.0 ~~---L--L-~~~~~-L __ L--L __ J 

-0.5 0.0 0.5 
~I<;£D[I~ 

FIGURE 54 



203 

TABLE 16 Eigenvalues of the Five Most Significant EOF's 

in Each Latitude Zone and Season 

2 
EOF EIGENVALUES (r. u. ) 
Ordinal Equatorial Equatorial Mid-Lats Mid-Lats High-Lats High-Lats 
Number Summer Winter Summer Winter Summer Winter 

1 382.5 530.5 877.9 1841. 4 1398.8 4089.2 

2 128.1 391.7 364.8 838.6 703.8 1708.0 

3 124.9 224.0 145.9 627.1 179.8 558.4 

4 96.2 173.5 80.8 282.1 116.0 273.3 

5 67.2 108.5 72.1 156.9 61. 7 201.1 

similarities between latitudinal zones and seasonS. The amounts of tem-

perature variance explained by these EOF's, (equation 2.169) are given 

in table 17. 

TABLE 17 : Temperature Variance Explained by the First Five EOF's 

EOF 
Ordinal Equatorial Equatorial Mid-Lats Mid-Lats High Lats High Lats 
Number Summer Winter Summer Winter Summer Winter 

1 35.79 29.47 48.16 42.55 50.70 55.16 

2 11.98 21. 76 20.01 19.38 25.50 23.04 

3 11.69 12.44 8.00 14.49 6.52 7.53 

4 9.00 9.64 4.43 6.52 .4.20 3.69 

5 6.29 6.03 3.96 3.63 2.24 2.71 

Cumulative 
Total (%) 74.75 79.34 84.56 86.57 89.16 92.13 

In all six cases a small number of EOF's explain a large percentage 

of the temperature variance in the a priori covariance matrices. 

The condition number (equation 2.139) for each of these matrices is 

-10 
of the order of 10 . 

Details of the equatorial summer and high· latitudes winter 

EOF series are presented in the following paragraphs. These series 

are given in detail in ord~r to be consistent with the results pre-

sented in Section 4,1. They also represent extremes in terms of the 

cumulative variance explained with respect to the number of EOF's 
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included (table 17) . Table 18 lists the variances and cumulative 

totals for the first 15 EOP's. 

TABLE 18 Temperature Variances Explained by the Pirst 15 

EOP's of the Equatorial Summer and High Latitudes 

Winter covariance Matrices. 

EOP Equatorial Summer High Latitudes Winter 
Ordinal Variance Cumulative Variance Cumulative 
Number Explained Explained 

(%) (%) (%) (%) 

1 35.79 35.79 55.16 55.16 
2 11.98 47.77 23.04 78.20 
3 11. 69 59.46 7.53 85.73 
4 9.00 68.46 3.69 89.42 
5 6.29 74.75 2.71 92.13 
6 4.02 78.77 2.23 94.36 
7 3.28 82.05 1. 61 95.97 
8 2.89 84.94 0.87 96.84· 
9 2.48 87.42 0.70 97.54 

10 1.85 89.27 0.54 98.08 
11 1. 69 90.96 0..45 98.53 
12 1.22 92.18 0.31 98.84 
13 1. 02 93.20 0.22 99.06 
14 0.94 94.14 0.18 99.24 
15 0.84 94.98 0.15 99.39 

When compared with the high latitudes EOP series results, rather more 

equatorial summer EOP's are needed to explain the same amount of 

variance. 

A LEV diagram for the first 60 equatorial summer EOP's is 

given in figure 55. A similar diagram for the first 40 high latitudes 

winter EOP's is figure 56. In the case of figure 56 it is evident 

that the Craddock and Plood criterion (see Section 2.4.8) for trunca-

tion of the EOP series gives a truncation point at 12 -14 EOP's. This 

implies that the other 67 or so EOP's explain random noise in the 

a priori matrix, not true temperature variance. These 12 - 14 EOP' s 

explain 98.84% - 99.24% of the original variance. In the case of fig-

ure 55, the equatorial summer results, there is no point which satis-

fies the above criterion, since at no point can the curve of ln (eig-

envalue) against ordinal number be approximated by a straight line. 
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A point of inflexion is evident in figure 55. If this point is taken 

as defining the truncation point then approximately 21 - 25 EOP's 

are required to explain the real temperature variance described by 

the covariance matrix. These EOP's cumulatively explain 98.16% -

99.16% of the variance of the a priori covariance matrix. 

An alternative truncation criterion, labelled (c) in section 

2.4.8, may be applied. Ezemenari (1972) suggests that the random 

noise in the rocket measurements (used to construct the a priori co­

variance matrices), from all known sources, is of the order of ±1.3% 

since the standard known resistors used for inflight calibration 

of the thermistor resistance have tolerances of the order of ±l% 

(Ballard (1967(b)). If it is assumed that 1.3% of the variance in the 

covariance matrices arises from this source, then this implies a trun­

cation point for the equatorial summer series, of 22 - 23 EOP's, and 

for the high latitudes winter series of 11 - 12 EOP's. These numbers 

are similar, but smaller in both cases, to those indicated by the 

LEV diagram technique. 

Whatever the precise truncation point, these results indicate 

that a large number of the covariance matrix EOP's explain random 

noise, not true temperature variance information. The noise EOP's 

are all characterised by having a similar shape; highly oscillatory 

with small vertical dimension. 

4.2.2 Examples of EOP Representations 

To evaluate the "accuracy" of the truncation points determined 

above, the retrievals of Section 4.1 were represented using truncated 

sets of EOP' s and equation (2.170). 

The Equatorial Summer Case 

Three different basis sets were used to reconstruct the ret-

rieved equatorial summer profiles of Section 4.1.4. The basis sets 

contained 22, 23 and 28 EOP's of the equatorial summer covariance 
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matrix (i.e. n = 22,23 and 28 in equation (2.170)), explaining 98.47%, 

98.78% and 99.53% respectively of the total variance. 

If~ in equation (2.170) a vector ~ is defined such that 

n 
A r C,l, 
~ - x 

i=l 
1-1 

... (4.10) 

then 

x A 

residual(n) -~ ••. (4.11) 

For the three basis sets above, and for a particular retrieval, 

the vectors residual(n), are plotted in figures 57(a), (b) and (c). 

These curves are representative of the results obtained for the three 

basis sets. Using 22 EOF's the residual error is of the order of 

±0.5CO:; with 28 EOF's the error is not larger than ±0.3CO• The 

structure in the residual curves is much smaller than can be physi-

cally present in the, retrieved profiles since the resolution in the 

retrieval is at best only 1 sh. The magnitude of the truncation errors 

is smaller than or approximately equal to the magnitude of the errors 

.in the retrieval due to measurement noise propogation. Accordingly 

a representation using 22 - 28 EOF's should be able to represent the 

known information in some retrieved profile in this latitudinal zone 

and season. 

An additional experiment was performed in which the basis set 

of EOF' s used to represent the profile were those of the high latitudes 

winter matrix. It was found that this basis set which included 

99.7% of the total variance was unable to reconstruct the tropopause 

accurately. 

The High Latitudes Winter Case 

The LEV diagram and rocket measurement noise exclusion tech-

niques suggest that 11-13 EOF's are required to reconstruct a temper-

ature profile for this latitudinal zone and season. Truncation resi-, 

dual vectors for a representative retrieval and for basis sets con-
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sisting of 13, 18, 23 and 28 EOF's are presented in figure 58{a), 

(b), (c) and (d). These basis sets incorporate 99.07%, 99.70%, 99.90% 

and 99.97% of the temperature variance in the a priori covariance matrix. 

In figure 58{a), the largest truncation error occurs near 5 sh altit-

ude and has a magnitude of approximately ±2CO and is caused through 

the vector (x - x) having large elements at these heights. This error 

is of the order of the noise in the retrieval due to noise in the 

radiance measurements (at this height). The vertical structure in 

the residual is however smaller than the resolution in the retrieval. 

When the number of EOF's used in the reconstruction is increased to 

23 the residual elements are smaller than ±lCO and the vertical struct­

ure has dimension less than approximately 0.5 sh. With the use of 

28 EOF' s the average value of the residual elements is approximately ±O. 25°C. 

A basis set of 28 EOF's of the equatorial summer covariance 

matrix (representing 99.53% or the total variance) was also used to 

represent the same profile as above. The average size of the resi-

dual above 0.5 sh altitude was ±0.5CD• Below this height the error 

was as large as ±3CO. This set of EOF's was unable to reconstruct the 

temperature inversion structure in the retrieval at heights near ground 

level. 

4.3.3 Discussion and Summary 

It is apparent from the foregoing results that a large number 

of the a priori covariance matrix EOF's (eigenvectors) explain only 

random no ise, not true tempera ture var iance. The number of EOF' s required 

to explain some amount of temperature variance would seem to be a fun­

ction of both latitude zone and season. The lower latitudes requir­

ing more EOF's to explain the atmospheric temperature variance. Tak­

ing into account the "shape" of the EOF's for the latitude zones and 

seasons it would seem that the overall temperature variance in the atmos-

phere at lower latitudes is not so "confined" in height as it is in 

high latitudes, hence more EOF's are required. 

Both the LEV diagram and measurement noise exlcusion methods 
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deduce similar truncation points for the EOF series, although in all 

cases studied (six) the measurement noise method tended to reduce the 

number of EOF's required for an adequate basis set by one or two, over 

that derived with the LEV diagram method. This result is similar to 

that found by Rinne and Jarvenoja (1979). The resultant residual vec­

tors may have elements as large as ±l or 2C D, but at most heights the 

error is much smaller. The vertical structure in the residual is 

smaller than the resolution in the retrievals, therefore minor smooth­

ing of the retrieved profiles would most probably remove these errors. 

The LEV diagram technique is able to specify a realistic 

truncation point for the EOF series. 

The truncated EOF series basis sets should probably only be 

used t'or;t'epresenting retrievals in the latitude zones and seaSons for 

which they were calculated since the variance structure between lat­

itude zones is quite different. 

Using an EOF series basis set, a retrieved profile (with dim­

ension 81) may be specified with between approximately 11 and 28 pro­

jection coefficients depending upon the latitude zone and season in 

which the retrieval is performed. 

4.3 THE COVARIANCE ANALYSIS 

The theoretical background for determining approximate con­

fidence regions of a retrieved profile given the estimator covari­

ance matrix, has been presented in Section 2.4.6. 

In this section confidence regions of the equatorial "summer" 

and high latitudes winter estimators are presented. The results are 

representative of two atmospheric temperature variance extremes, as 

discussed in Section 4.1.4. The 95% confidence regions have been cal­

culated assuming a retrieval at 103 discretization points, from ground 

level to 10.2 shOal titude (approkimately 75 km). The value, 11. 32, 
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of ~l (p), p=103 in equation (2.129) is from the chi-squared tables 
-a 

of the CRC Handbook of Tables for Probability and Statistics. 

4.3.1 The Equatorial Summer Estimators 

Confidence regions for estimators using measurement noise val-

ues appropriate to data series 2, 4 and 5 data have been calculated 

in addition to the confidence regions of the a priori first guess 

profile. Plots of these confidence regions together with curves for 

the square root of the variance at each level, are given in figures 

59 and 60. It is evident in each of these figures that the curves for 

the square roots of the diagonal components of the covariance matrices 

do not well represent the magnitude of the confidence regions of the 

a priori and solution profiles. In general they do however follow 

the trends in the confidence regions. As suggested in section 2.4.6 

the correct confidence regions have magnitudes of the order of 

+ ~ h l' _p 0, were 
1 

l,2,···,P1 and 0i is the standard deviation at level i~ 

The a priori profile confidence regions, figure 59, indicate 

the effects of large covariances and variances in the a priori co-

variance matrix near the tropopause and in the region of the strato-

pause. The confidonce. regions above 8 sh altitude (~60 km) are det-

ermined by the extrapolation of the a priori matrix since as the 

covariance matrix is diagonal at these altitudes the corresponding 

eigenvectors have the form of the profile basis vectors. 

Figures 60(a), (b) and (c) are graphs of the confidence regions 

of MAP retrieval estimators for differing r.m.s. measurement noise lev-

els in the satellite observations. At all heights above approximately 

2 sh the confidence regions of the estimator using data series 4 noise 

values are significantly smaller than those for the estimator using 

data series 2 noise values. However a similar reduction in the size 

of the confidence regions does not occur for estimators using noise 

levels as for data series 4 and 5 data. Instead, the confidence reg-
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ions of the data series 5 estimator are marginally larger at some 

heights than those for the data series 4 estimator. This suggests 

that the size of the confidence regions is not a simple function of 

the noise in the measurements. 

For each of the figures 60(a), (b) and (c), addition of the 

satellite information does not effectively reduce the size of the 

confidence regions at heights above 8 sh (when compared with the a 

priori regions). This is not unexpected since the satellite measure-

ments do not contain significant information about the temperatures 

at these heights. The size of the confidence regions when compared 

with those of the a priori profile at heights below approximately 

7 sh,areimproved by the measurements as expected. Below 7 sh altit-

ude the magnitudes of the estimator confidence regions is of the or-

der of ±lOCO. 

An overall measure of the change in the size of the confidence 

regions owing to the addition of the satellite measurements can be 

given by considering the sizes of the confidence region hyper-rect-

angle volumes of the a priori and retrievalestimatorco~ariance mat-

rices. These values are given in table 19 below 

TABLE 19 Confidence Region Volumes for the Equatorial 

Summer Estimators 

Noise Values as Confidence Region 
for Data Series Volume (r.u.) 103 

a priori 2.928 x 10134 

2 2.525 x 10 125 

4 5.253 x 10 121 

5 8.587 x 10 121 

If the information content of the satellite me~surements is 

regarded as the amount by which the confidence regions of the first 

guess a priori profile are reduced by the impact of the measurem~nts 

then it is apparent from the results of figures 59 and 60, and table 
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19, that an estimator using the smallest measurement noise values may 

not have the smallest confidence regions. This implies that reduc­

ing the noise in the radiance data series, beyond a certain point, 

may result in a degraded retrieval owing to the fact that less infor-

mation is apparently "contained lt in these measurements when used in 

a MAP retrieval estimator. This suggests that the noise statistics 

may be important in determining the results of a MAP estimator ret­

rieval, independent of how small the noise in the data may actually 

be. 

4.3.2 The High Latitudes Winter Estimators 

The approximate confidence regions for the winter high latit­

udes a priori first guess profile and for various retriev.al estimators 

are given in figures 61 and 62. 

From figure 61, the a priori results, the temperatures at 

heights near 6 sh altitude (~45 km) show large variations over this 

season, as do the temperatures near ground level. Although the square 

roots of the variances of the temperatures do in general indicate 

the correct shapes of the confidence regions, the magnitudes are 

underestimated by a factor of approximately p~. Consideration of fig­

ures 62(a), (b) and (c), the results for estimators using data mea-

surement noise values as for data series 2, 4 and 5, clearly shows 

the height regions for which the satellite measurements contain little 

information. Above 8 sh altitude there is little information in the 

satellite measurements as expected. Additionally from these figures 

it is apparent that the confidence regions for the retrievals at al­

titudes near 5 sh (~38 km) are little different in magnitUde to those 

for the a priori profile. There is little information in the satellite 

measurements at these heights, a fact also deduced from consideration 

of the BG centre heights of the estimator averaging kernels. 

Comparison of the results for the retrieval estimators using 
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data series 2 and 4 noise statistics indicates that the confidence 

regions for the data series 4 estimator are smaller above 6 sh altit-

ude than those for the data series 2 estimator. The reverse occurs 

for altitudes below 2 sh. Similar results are apparent on comparing 

the curves for the data series 5 estimator with those for the data 

series 2 estimator. The confidence regions for the data series 4 

and 5 estimators are almost identical except above 8 sh altitude where 

the data series 4 estimator has smaller confidence regions. 

The volumes of the confidence region hyper-rectangles are given 

in table 20. 

TABLE 20 Confidence Region Volumes for the High Latitudes 

Winter Estimators 

Noise Values as Confidence Region 
for Data Series Volumes (r.u.)103 

a priori 2.942 x 10184 

2 1. 966 x 10158 

4 6.647 x 10 156 

5 1.081 x 10157 

The decrease in the confidence region volumes is not a simple function 

of the noise in the satellite da~a. As noted from the results in 

~ection 4.2.1 it would appear that it is not necessarily true that 

decreasing the noise beyond a certain point improves the apparent 

information "content" in the MAP estimated retrieved temperature pro-

files. These results suggest that the assumed values for the measure-

ment noise statistics are important parameters in determining the 

"quality" of an estimated retrieved profile. 

The 95% confidence regions for these estimators are of the 

order of ±20CO from 1 sh to approximately 7 sh altitude, excluding 

the regions close to 5 sh altitude. The sizes of the confidence reg-
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ions near ground level and 5 sh altitude are somewhat larger. 

4.3.3 Discussion and Summary 

The confidence regions of the retrievals are indicative of the 

overall performance of the estimators. Two factors contribute in 

determining the confidence regions of the solution profiles. There 

is a noise contribution from measurement noise propagation through 

the estimator and also from the a priori data. The contribution aris­

ing from the measurement noise propagation is not larger than approx­

imately ±2CO and has been discussed in Chapter 3 and in Section 4.1. 

This contribution will not be considered further here. The "noise' 

which produces the large confidence regions shown in figures 60(a), 

(b) and (c) and figures 62(a), (b) and (c) arises mainly from the 

second source, "noise" in the a priori data. It is this noise which 

will be discussed here. 

In the absence of the satellite measurements of the temperature 

structure, the best estimate of the temperature profile of the atmos­

phere at some time, for a given set of a priori data, is given by the 

mean profile for the data. The confidence regions for that estimate 

are determined by the mean profile's covariance matrix. On taking 

measurements of the atmospheric temperature structure the estimate 

for the unknown temperature profile is improved and the size of the 

confidence regions is reduced. If the information content of the 

measurements and retrieval process is to be specified, then the amount 

by which the confidence regions of the a priori profile are reduced 

by making the measurements might be considered as an indication of 

the information content of the observation. Peckham (1974) suggests 

that the volume of the a priori and esti~ator error hyper-ellipsoids 

can be used to specify the information content of the satellite 

observations. Using information theory (see Beck and Arnold (1977) 

page 476), the information I in a set of measurements is defined as 
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I ... (4.12) 

where p(~) is the probability density function of the random variable 

x. Here the function is assumed to be Gaussian, therefore p(~) and 

p(R) are determined by the covariance matrices of the a priori and 

estimator distributions. under these assumptions equation(4.12) may 

be written (by Beck and Arnold (l977) and Peckham (1974» 

I ~{lnls I - Inl§ I} x x 
... (4.13) 

where Is I is the determinant of the a priori covariance matrix and 
x 

Is I is the determinant of the solution covariance matrix. These 
x 

values are related to the respective hyperellipsoid volumes by multi-

plicative constants. Equation (4.13) gives a precise information 

theory meaning to the information content of the satellite measure-

ments. This expression is used by Peckham (1974). 

The condition number (equation (2.l39» for each of the a 

priori matrices is of the order of 10-
10

. Accordingly the estimator 

equations are not well conditioned, although they are not 1,>;i:p,?ular-

h 

The matrices Sand S are not well conditioned. A large number of x x 

the eigenvalues of these matrices are small in magnitude when compared 

to the largest eigenvalues. As noted in Sections 2.4.8 and 4.2, these 

small eigenvalues are associated with noise eigenvectors and corres-

pond to noise in the measurements used to construct the a priori stat-

istics. since 

I S I x 

P 
II A. 

i=l 1. 

... (4.14) 

where the A. are the eigenvalues of S , it is apparent that the value 
• 1. X 

" 

of Is I is essentially determined by the random noise in the a priori 
x 

measurements. Therefore equation (4.13) which takes the difference 
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of the natural logarithm (or perhaps log2 if the answer is required 

in bits) of the error ellipsoid volumes will probably not be a good 

measure of the information content of the observations since it is 

sensitive to random noise in the covariance matrices. 

A physically meaningful parameter which will be used here to 

define the information content of the satellite measurement, incor-

porating any effects introduced by the retrieval estimator, is the 

difference between the confidence region volumes of the a priori and 

estimator covariance matrices. This result should be physically mean-

ingful since the confidence regions are determined by the eigenvectors 

which explain most of the real temperature variance in the covariance 

matrices. In order to specify the information "content" of the mea-

surements in different estimators, information content I' will be 

defined as 

I' In [Volume of a priori confidence regions 

-In [Volume of estimator confidence regions 
(4.15) 

Table 21 lists the results for the estimators discussed in Sections 

4.3.1 and 4.3.2 

TABLE 21 

Noise Values as 
for Data Series 

2 

4 

5 

Information Content I' for Retrieval Estimators 

Equatorial 
Summer 

20.87 

29.35 

28.86 

High Latitudes 
Winter 

60.27 

63.65 

63.17 

The differences between equatorial summer and high latitudes winter 

values of I' relate to the fact that the a priori confidence regions 

are different and have different relative magnitudes at heights corr-

esponding to the peaks of the satellite weighting functions. 
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In table 21, within a particular season the "apparent" infor­

mation content of the observations is dependent upon the size of the 

measurement noise statistics. The information content increases as 

the measurement noise levels are decreased from those of data series 

2 to those of data series 4, but decreases (marginally) as the noise lev­

els are reduced still further to those of data series 5. Similar 

results are found to occur if the confidence region volumes are cal­

culated for a retrieval to only 8 sh altitude (i.e. does not include 

the extrpolated region). The differences in table 21 are not a res-

ult of effects, from altitudes above 8 sh. These results suggest that 

the values assumed for the measurement noise statistics are important 

in determining the "quality" of the profile retrieved with the MAP 

estimator, and in maximising the "information content" of the satell-

ite observations. This type of sensitivity of the MAP estimator to 

the measurement noise statistics is also apparent in the results from 

the BG analysis of the estimator averaging kernels given in Chapter 3. 

The square roots of the variances of the covariance matrices 

of the estimators are not good measures of the confidence regions, 

since they underestimate the sizes of the confidence regions. This 

is not unexpected since not all available information is used in these 

calCUlations. Further, it is evident from a careful comparison of 

the confidence regions and the values for the square roots of vari­

ances in figures 60(a), (b) and (c) and figures 62 (a), (b) and (c) 

that in some cases, at some heights (e.g. figure 62(c», the square 

root of variance curves do not follow the shape of the confidence reg­

ion curves. The square root of the estimator variances may not be 

a good indicator to specify the effect of the measurement noise on 

the estimator (this method is used by Rodgers (1970». 

Finally, it is evident from the magnitudes of the confidence 

regions of the estimators that the quality of the first guess profile 

is the most important factor in determining the actual error in the 
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retrieved profile. The retrieved profile should lie close to the first 

guess profile, otherwise the errors in the retrieval may be large. 
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CHAPTER 5 

CONCLUSIONS 

Linear retrieval estimators form linear combinations of the 

satellite observations in some way. The form of the linear combin­

ation determines the intrinsic resolving power of the estimator. 

In the present work two fundamentally different types of estimator 

have been considered in connection with retrieval of vertical wave-

like perturbations in temperature structure sounded by the Nimbus 4 

SCR instrument. The first type of estimator uses essentially rto a 

priori data in making a retrieval and accordingly defines the resolv­

ing power of the satellite observations. This is the Backus Gilbert 

estimator. The second type is an optimum estimator which uses a pri­

ori statistical data. The MAP estimator is a minimum variance esti­

mator which retrieves the meteorologically most probable temperature 

profile. Backus Gilbert theory also indicates that the MAP estimator 

has the best vertical resolution versus noise of linear estimators 

using a priori data (with certain assumptions) . 

It is found that the intrinsic resolving power of the Backus 

Gilbert estimator is a function of the overlap of the satellite weight­

ing functions. In regions where the weighting functions overlap sign­

ificantly the intrinsic vertical resolution of the estimator is much 

better than that of the single channel observations. At heights where 

the weighting functions do not overlap significantly the intrins~c 

resolution is similar to that of the single channel observations. 

For Nimbus 4 SCR data the best resolution obtainable at channel A 

heights (~45 km) is essentially the same as the radiance observations. 

The Backus Gilbert resolving power diagnostics of averaging 

kernel spread and centre height have been applied to the MAP estimator 

averaging kernels. These diagnostics do not take account of all 
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available information since the observations are not used (as noted 

also by Newman (1979)) therefore only the intrinsic resolving power 

of the estimator can be specified with the. diagnostics. A simul-

at ion s~udy has shown that the diagnostics are useful descriptors of 

the actual resolving power of the MAP estimators when wave-like per­

turbations are to be retrieved. However, when the averaging kernels 

are multipeaked functions the spread cannot be interpreted as the 

smallest structure the estimator can "see". Instead, a correct inter­

pretation is that the original satellite observations lack the intrin­

sic information necessary to make a good retrieval at these heights. 

The retrieval is determined from the temperature correlation structure 

of the a priori covariance matrix, and the shape of the first guess 

profile. At heights where the MAP estimator averaging kernels are 

multipeaked functions the temperature retrievals are unstable to ver­

tical wave-like perturbations on the temperature profiles sounded by 

the satellite. This instability also results in a poor retrieval for 

the unknown profile since the radiance residuals do not converge 

to values less than or equal to the satellite r.m.s. measurement noise 

estimates. 

The Backus Gilbert MAP estimator diagnostics also indicate that 

the resolution of the estimators is quite sensitive to values assumed 

for the measurement noise statistics. As the noise in the measure­

ments is decreased the side lobe structure in the estimator averaging 

kernels increases, increasing the instability of the estimator to 

vertical temperature perturbations. This noise sensitivity of the 

estimator is probably a result of the non well-conditioned nature of 

the estimator equations. The noise statistics help to regUlarize the 

estimator equations. 

The Backus Gilbert diagnostics for the optimum (MAP) retrieval 

estimator indicate that the estimator's resolving power is poorer than 

that of the satellite single channel observations at stratospheric 
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heights. The simulation study proved this prediction since the sat­

ellite brightness temperatures were better able to consistently detect 

wave-like perturbations in the atmospheric temperature profiles than 

the MAP estimators. This result occurs owing to the instability in­

troduced into the MAP estimator by the a priori information at heights 

where the satellite observations lack information. The MAP estimator's 

retrieval of temperatures at some heights is strongly affected by 

the temperatures at other non nearby heights. 

A confidence region analysis substantiates the Backus Gilbert 

diagnostic results for the MAP estimators. It is evident from these 

results that there are heights for which the satellite measurements 

cannot reduce the size of the confidence regions of the a priori pro­

file. These heights correspond with those indicated by the centre 

height curves of the MAP estimators. The confidence region volumes 

suggest a new a priori noise independent method for determining the 

information content of the satellite observations. Information con­

tent results using this method indicate that the apparent "information 

content" of the satellite observations is measurement noise dependent. 

The minimum measurement noise values (used here) do. not seem to result in maxi-

mum in{ormation in the MAP estimator .. This result indicates 

that the measurement noise does not behave simply as a noise parameter 

but is important in determining the performance of the MAP retrieval 

estimator. The result is in agreement with that suggested by the 

Backus Gilbert diagnostics, and also by the simulation study. 

Retrieved profiles may be represented by a small set of empir­

ical orthogonal functions of the a priori covariance matrices with­

out loss of physical information. 

It is an overall conclusion of this work that for Nimbus 4 

SCR data, at heights above approximately 25 km, the resolving power 

of the MAP estimators is poorer than that of the original radiance 

observations, and would be poorer than that of the Backus Gilbert 



estimator. This result is contrary to that predicted by Conrath 

(1972) and reported by Rodgers (1976(a). 
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It is suggested that if vertical wave-like perturbations are 

to be retrieved from radiance data then a method which uses a priori 

statistics should probably not be used, since the theoretically opt­

imum estimator of this type produces poor a priori statistics depen­

dent results. The Backus Gilbert diagnostics for the Backus Gilbert 

retrieval estimator suggest that this would be a "good" estimator for 

use in retrieving vertical wave structure from the satellite radiance 

data, since the estimator averaging kernels are essentially single 

peaked functions. Additionally, the intrinsic resolving power of 

this estimator is better than that of the satellite observations., 
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APPENDIX A 

NIMBUS 4 SCR WEIGHTING FUNCTIONS 

The satellite SCR weighting functions are represented by the 

equations given below. 

The height variable, z, is expressed as 

z = In(p/p ) 
. 0 

where p and Po are as already defined. 

Channel A 

y(z) 

Channel B 

Two separate functions are required for a suitably accurate 

fit to the discretized data points : 

(i) for z ~ 5.4 

(ii) For z ~ 5.4 

Channel C 

y (z) 
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Channel D 

y(z) 

Channel E 

Channel F 

Two separate functions are required for a suitably accurate 

fit to the discretized data points : 

(i) For z ~ 0.17 

2 3 
y (z) == exp- [a

l 
+ a

2 
(z-a

6
) + a

3 
(z-a

6
) + a

4 
(z-a

6
) 

4 2 
+ a s (z-a

6
) ] + a

7
exp- [as (z-a

9
) ] 

(ii) For Z ~ 0.17 

y(z) = - 0.6429 z + 0.2363. 

The coefficients ai' i == 1,2, .•. ,6 are given in table A.l below 



Channel 

A 

a
1 

2.977567 

a
2 

0.030070 

a
3 

0.612385 

a
4 

-0.203292 

a
5 

0.027237 

a
6 

6.396557 

a
7 

0.029149 

a
8 

0.427481 

a
9 

5.133507 

TABLE A.l Weighting Function Equation Coefficients 

Channel Channel Channel Channel 

B C D E 

4.130931 1.825558 3.014476 2.540197 

0.081956 0.135437 -0.253694 0.504519 

0.425562 0.665981 l.066743 1.340218 

1. 193764 -0.215337 -0.266736 -0.755421 

-0.023867 0.028406 0.022430 0 .. 159017 

4.159521 2.569883 2.055876 1.376097 

48.052378 -0.588145 -1.165643 -0.335004 

0.035406 0.316914 1.429447 l.342166 

-8.592527 -0.502054 -0.026566 -0:02l751 

Channel 

F 

l.919749 

0.139179 

l.551304 

-0.590243 

0.061235 

0.200756 

0.003193 

4.l00470 

3.350990 

w 
w 
o 
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MATIRX INVERSION LEMMA 

Let A be p x m and B be m x p matrices. I is the m x m identity 
m 

mat~ix, and I the p x p identity matrix 
p 

Then 

- A(I + BA) = - (I + AB)A 
m p 

• •• (B.1) 

-1 
- A(I + BA) (I + BA) 

-1 
- (I + AB) A ( I + BA) 

P m m m 
(B.2) 

-AB = - (I + AB)A(I + BA) 

and 

= 

=I +AB-AB 
p 

+ AB) - (I 
P 

P m 

-1 
+ AB) A (I + BA) B 

m 

-1 
Premultip1ying equation (B.5) by (I + AB) gives 

p 

(I + AB)-l = I - A(I + BA)-l B 
ppm 

If S is defined to be 

(B.3) 

(B.4) 

· .. (B. 5) 

... (B.6) 

• •• (B. 7) 

and if S -1 
is chosen to be (I + AB) S then from equations (B.6) 

p x 

and (B.7) 

A (B.8) 

and B = K 

the following equation arises 

A 

S = 
••. ~.lO) 



therefore 

~ 

s s 
x 

This equation is the matrix inversion lemma 
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... (B.Il) 

By a suitable matrix mUltiplication equation (B.l) may be 

rewritten thus : 

(I 
P 

-1 -1 
+ AB) A = A(1 + BA) 

m 

If the substitutions of equations (B. 7), (B. B), and (B.9) are applied, 

the following result occurs : 

s . " (B. 12 ) 
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APPENDIX C 

HIGH ALTITUDE METEOROLOGICAL DATA 

The raw data used in the calculation of the estimator a priori 

observations is contained in the US Department of Commercei Environ­

mental Data Service magnetic tape file "Tape Deck 5850 : Rocketsonde 

Observations". The data included observations for years 1969 through 

1972. Figure C.l is a map of the possible locations of reporting 

points (as of 1970) for data in the file. However, only observations 

for those stations listed in table C.l are present in the file. 
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TABLE C.l : Rocketsonde-Balloonsonde Profile 

Station Station Name Latitude Longitude 
Code 

78861 Antigua, AAFB l7009 1 N 61 047'W 
08384 Arenosill0, Spain 37 006'N 6 044'W 
61902 Ascension Is 7 059'S 14025'W 
91162 Barking Sands 22 002'N 159 047'W 
74794 Kennedy 28 027 1 N 80 032'W 
72913 Ft. Churchill 58 044'N 93 049'W 
70266 Ft. 64 000'N 145044'W 
78783} 
78801 

Ft. Sherman 9 020 ' N 79°59 'w 
72477 Green River 38 056'N 110004'W 
78016 Kindley APB 32 021 1 N 64°39 'w 
91366 Kwajalein t MI B044'N 167 044'E 
87689 Mar Chiquita 37 045'S 57 025'W 
82599 Natal 5 05S'N 3S010'W 
70192 Poker Flats 65 006'N 147 030'W 
74124 Primrose Lake 54 045'N 1l0003 1 W 
72391 Pt MUgu 34 007'N 119007'W 
72291 San Nicolas Is. 33 014'N 110025'W 
04202 Thule 76 033'N 68 049'W 
72402 Wallops Is. 37 050'N 75 029'W 
72269 White Sands Missile 32 023'N 106029'W 

Range 

Data For 

Number 
1969 1970 

78 96 
13 30 

140 150 
179 182 
210 100 
130 116 

87 158 

84 104 

3 1 
1 

55 130 
13 4 

3 16 

86 70 
222 204 

1 1 
81 29 

190 191 
341 236 

Deck 5850 

of Profiles 
1971 1972 

59 56 
23 23 

154 126 
227 114 
163 173 

56 147 
42 52 

88 123 

19 9 

168 81 
10 13 

5 12 
38 

86 62 
221 150 

57 37 
154 141 
231 262 

Total 

289 
89 

570 
702 
646 
449 
339 

399 

32 
1 

434 
40 
36 
38 

304 
797 

2 
204 
706 

1070 

N 
W 
U1 
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APPENDIX D 

EQUATORIAL "SUMMER" A PRIORI DATA 

The statistics were consturcted from 203 May, June and July 

profiles, for years 1969 through 1972. The mean profile is given below 

TABLE D.1 The Mean Profi1e* ( DC) 

-16.46 -15.63 -14.28 -12.77 -11.30 - 9.98 - 8.84 - 7.87 

- 7.08 - 6.44 - 5.94 - 5.62 - 5.54 - 5.67 - 6.02 - 6.60 

- 7.49 - 8.74 -10.32 -12.12 -13.97 -15.76 -17.53 -19.35 

-21. 25 -23.21 -25.20 -27.18 -29.07 -30.79 -32.34 -33.79 

-35.20 -36.57 -37.93 -39.32 -40.69 -42.00 -43.29 -44.63 

-46.01 -47.50 -48.79 -50.20 -51. 66 -53.12 -54.57 -56.04 

-57.57 -59.13 -60.76 -62.55 -64.51 -66.61 -68.69 -70.50 

-71. 76 -72.38 -71. 22 -69.78 -68.34 -66.62 -62.53 -58.43 

-54.07 -48.80 -43'; 52 -38.21 -32.88 -27.44 -22.01 -16.70 

-11.78 - 6.87 - 2.26 2.35 6.97 10.93 14.59 19.74 

25.73 

*Listed from 8 sh altitude to ground level in steps of 0.1 sh. 

The original a priori covarinace matrix is given in Table D.2. 

The indices indicate the height in sh (i. e. -In (pip )). 
o 



TABLE D.2 The Equatorial "summer" a priori covariance matrix 



8 7.9 7.8 
8 31.10 

7.7 7.6 7.5 7.4 7.3 7.2 7.1 7 6.9 6.8 6.7 6.6 6.5 6.4 6.3 6.2 6.1 

~.9 29.17 28.61 
.8 25.58 26.70 27 .20 

7.7 21.43 23.64 26.07 26.99 
7.6 17.76 20.27 23.49 25.78 26.28 
~.5 14.56 16.78 19.78 22.54 24.53 24.95 

.4 1l.45 13.03 15.24 17.78 20.66 23.09 23.82 
7.3 8.513 9.377 10.68 12.69 15.75 19.31 22.21 23.27 
7.2 6.162 6.484 7.052 8.437 11.12 14.83 18.79 21. 96 2~.20 
7.1 4.464 4.527 4.638 5.437 7.521 10.80 14.82 18.92 2 .09 23.33 

7 3.212 3.253 3.188 3.596 5.198 7.989 E6~~ 15.54 19.41 22.3~ 2~.60 
6.9 2.525 2.690 2.681 2.962 4.310 6.723 12.91 16.29 19.7 2 .66 24.06 
6.8 2.655 2.972 3.121 3.406 4.561 6.577 8.841 10.98 13.22 16.10 19.68 22.97 24.29 
6.7 3.418 3.823 4.099 4.378 5.254 6.739 8.220 9.291 10.35 12.29 15.61 19.67 22.86 23.78 
6.6 4.313 4.734 5.084 5.342 5.893 6.776 7.510 7. 75S 7.95~ 9.103 11. 75 15.58 19.44 22.15 22.83 
6.5 L89Q 5.311 5.729 5.999 6.283 6.627 6.760 6.46 6.18 6.804 8.728 11.7 15.18 18.58 21. 08 21.71 
6.4 5.146 5.546 6.003 6.309 6.447 6.442 6.178 5.544 4.965 5.192 6.436 8.417 11. 01 14 .18 17.52 20.11 20.98 
6.~ 5.525 5.862 6.271 6.566 6.653 6.508 6.049 5.190 4.352 4.216 4.876 6.034 7.756 10.28 13.52 16.97 19.72 20.72 
6. 6.297 6.559 6.825 6.972 6.946 6.713 6.169 5.215 4.225 3.802 4.011 4.584 5.603 7.363 9.960 13.23 16.67 19.39 20.33 
6.1 7.267 7.455 7.487 7.313 7.038 6.684 6.129 5.268 4.356 3.797 3.650 3.750 4.163 5.156 6.939 9.545 12.79 16.25 19.07 20.27 

6 8.059 8.148 7.916 7.424 6.975 6.628 6.218 5.623 4.943 4.343 3.871 3.535 3.448 3.824 4.910 6.830 9.520 12.86 16.48 11·6~ 5.9 8.250 8.232 7.863 7.340 7.042 6.981 6.897 6.585 6.053 5.389 4.663 4.028 3.653 3.697 4.392 5.840 7.928 10.65 14.06 1 .9 
5.8 7.677 7.596 7.292 7.032 7.117 7.495 7.816 7.707 7.164 6.424 5.628 4.945 4.524 4.485 5.074 6.311 7.923 9.935 12.61 16.14 
5.7 6.652 6.588 6.479 6.543 6.947 7.678 8.360 8.429 7.900 7.230 6.592 6.055 5.704 5.656 6.215 7.332 8.591 9.998 11.87 14.50 
5.6 5.783 5.765 5.838 6.117 6.666 7.578 8.497 8.742 8.360 7.928 7.553 7.184 6.879 6.782 7.233 8.176 9.145 10.09 11. 25 12.95 
5.5 5.354 5.325 5.451 5.802 6.404 7.401 8.450 8.849 8.666 8.464.8.264 7.958 7.627 7.436 7.720 8.462 9.233 9.895 10.56 11. 54 
5.4 5.189 5.075 5.119 5.425 6.027 7.080 8.229 8.777 8.757 8.658 8.479 8.144 7.780 7.550 7.729 8.309 8.936 9.449 9.858 10.44 
5.3 5.031 4.830 4.727 4.898 5.463 6.580 7.853 8.547 8.612 8.490 8.272 7.958 7.674 7.530 7.680 8.071 8.465 8.827 9.17~ 9.657 
5.2 4.736 4.491 4.224 4.230 4.801 6.063 7.521 8.370 8.454 8.216 7.955 7.757 7.625 7.541 7.572 7.684 7.795 8.030 8.446 9.0n 
5.1 4.294 4.026 3.606 3.500 4.185 5.679 7.349 8.363 8.469 8.104 7.796 7.716 7.678 7.517 7.316 7.156 7.084 7.270 7.711 .8.5 

5 3.9C3 3.632 3.121 2.951 3.716 5.326 7.070 8.164 8.328 7.955 7.675 7.700 7.722 7.494 7.143 6.839 6.682 6.833 7.331 8.166 
4.9 3.789 3.537 3.007 2.761 3.410 4.864 6.446 7.481 7.729 7.506 7.369 7.497 7.595 7.435 7.12 I 6.800 6.578 6.644 7.078 7.8S1 
408 3.889 3.698 3.232 2.929 3.362 4.522 5.829 6.718 7.032 7.017 7.030 7.179 7.308 7.289 7.140 6.889 6.602 6.524 6.843 7.587 
4.7 j.936 3.878 3.579 3.314 3.609 4.541 5.603 6.306 6.598 6.697 6.765 6.847 6.958 7.086 7.159 7.046 6.715 6.433 6.529 7.135 
4.6 .934 3.986 3.843 3.652 3.877 4.638 5.486 5.989 6.177 6.264 6.301 6.307 6.395 6.633 6.912 6.969 6.6~0 6.185 6.0H 6.~90 
~.5 4.165 4.209 4.095 3.910 4.030 4.579 5.176 5.465 5.515 5.517 5.489 5.443 5.513 5.817 6.250 6.450 6.165 5.664 5.442 5.816 
4.4 4.620 4.576 4.384 4.130 4.109 4.423 4.747 4.811 4.709 4.590 4.473 4.382 4.441 4.802 5.359 5.673 5.468 5.060 4.928 5.311 
4.3 4.882 4.747 4.446 4. 097 3.964 4.118 4.261 4.178 3.961 3.727 3.525 3.398 3.443 3.822 4.447 4.856 4.779 4.547 4.576 4.987 
4.2 4.690 4.498 4.105 3.674 3.488 3.605 3.731 3.648 3.415 3.142 2.912 2.774· 2.765 3.031 3.568 4.001 4.058 4.013 4.203 4.651 
4.1 4.136 3.952 3.544 3.090 2.910 3.080 3.301 3.308 3.129 2.900 2.723 2.607 2.505 2.529 2.810 3.142 3.268 3.346 3.633 4.122 

4 3.436 3.333 3.013 2.611 2.461 2.676 2.975 3.057 2.928 2.772 2.705 2.665 2.508 2.298 2.281 2.432 2.522 2.614 2.9H 5 ~.4Q~ 
3.9 2.738 2.736 2.539 2.207 2. 058 2.240 2.529 2.634 2.545 2.472 2.545 2.641 2.514 2.181 1.941 1.886 1.845 1. 854 2.0 3 .50 
3.8 1.972 2.030 1. 921 1. 648 1. 502 1. 643 1.894 2.005 1. 970 1. 994 2.204 2.439 2.394 2.032 1. 645 1. 388 1.167 1.044 1.178 1. 576 
3.7 1. 070 1.148 1.112 .9450 .8720 1. 020 1.241 1.338 1. 340 1.446 1. 754 2.080 2.115 1. 787 1.339 .9488 .5905 .3494 .3606 .6075 
3.6 .1257 .2142 .2'831 .2830 .3090 .4409 .6017 .6711 .7045 .8691 1. 204 1. 530 1.597 1.343 .9507 .5718 .2105 -.075 -.164 -.1~9 
3.5 -.883 -.765 -.572 -.407 -.313 -.226 -.112 -.014 .1127 .3529 .6650 .8924 .9049 .7126 .4396 .1777 -.073 -.311 -.5 5 -.6 9 
3.~ -1. 84 -1. 70 -1.44 -1.20 -1. 0 8 -.996 -.854 -.652 -.371 -.007 .3176 .4541 .3752 .1815 -.028 -.223 -.405 -.581 -.763 -.921 
3.3 -2.29 -2.18 -1. 98 -1. 79 -1. 68 -1. 57 -1.36 -1. 03 -.605 -.133 .2216 .3197 .1748 -.066 -.316 -.589 -.864 -l. 08 -1. 23 -1.33 
3.2 -2.21 -2.18 -2.10 -2.01 -1. 92 -1. 78 -1.50 -1. 07 -.557 -.077 .2132 .2362 .0396 -.236 -.541 -.929 -1. 37 -1.72 -1.91 -1. 95 
3.1 -2.04 -2.10 -2.12 -2.10 -2.04 -1. 91 -1. 62 -1.15 -.612 -.193 -.041 -.165 -.450 -.746 -1. 04 -1. 40 -1. 86 -2.30 -2.56 -2.61 

3 -2.11 -2.22 -2.33 -2.36 -2.35 -2.28 -2.05 -1. 59 -1. 05 -.655 -.590 -.843 -1. 25 -1. 60 -1. 86 -2.12 -2.44 -2.81 -3.09 -3.19 
2.9 -2.51 -2.68 -2.95 -2.93 -2.96 -2.92 -2.69 -2.23 -1. 65 -1. 23 -1.15 -1. 42 -1. 88 -2.29 -2.59 -2.83 -3.06 -3.36 -3.61 -3.71 
2.8 -3.14 -3.37 -3.61 -3.74 -3.75 -3.66 -3.40 -2.92 -2.34 -1. 89 -1. 71 -1. 85 -2.20 -2.60 -2.96 -3.29 -3.60 -3.92 -4.13 -4.15 
2.7 -3.61 -3.89 -4.20 -4.37 -4.38 -4.27 -4.02 -3.63 -3.17 -2.77 -2.48 -2.40 -2.55 -2.83 -3.17 -3.57 -3.97 -4.31 -4.42 -4.32 
2.6 -3.76 -4.06 -4.39 -4.59 -4.62 -4.51 -4.30 -4.05 -3.83 -3.59 -3.32 -3.11 -3.06 -3.16 -3.41 -3.80 -4.21 -4.51 -40 53 -4.37 
2.5 -3.88 -4.17 -4.48 -4.66 -4.68 -4.53 -4.26 -4.08 -4.04 -4.02 -3.89 -3.66 -3.50 -3.45 -3.62 -4.00 -4.41 -4.69 -4.70 -4.60 
2.4 -4.11 -4.39 -4.68 -4.84 -4.85 -4.63 -4.26 -3.99 -3.99 -4.08 -4.03 -3.85 -3.64 -3.54 -3.69 -4.07 -4.48 -4.76 -4. 80 -4.76 
2.3 -4.14 -4.47 -4.81 -5.01 -5.03 -4.80 -4.36 -4.00 -3.92 -3.99 -3.97 -3.82 -3.62 -3.49 -3.58 -3.89 -4.26 -4.52 -4.59 -4. 58 
2.2 -3.57 -3.79 -4.02 -4.15 -4.13 -3.86 -3.39 -2.98 -2.80 -2.75 -2.65 -2.47 -2.32 -2.28 -2.43 -2.73 -3.08 -3.36 -3.51 -3.58 
2.1 -2.71 -2.84 -2.97 -3.04 -2.99 -2.73 -2.33 -1. 99 -1. 81 -1. 72 -1.57 -1. 41 -1. 31 -1.33 -1.48 -1.75 -2.06 -2.33 -2.50 -2.62 

2 -1. 81 -l. 83 -l. 87 -1. 88 -1. 78 -1. 54 -1.21 -.946 -.784 -.644 -.465 -.314 -.275 -.350 -.513 -.745 -1. 01 -1.27 -1. 47 -1. 64 
1.9 -.992 -.921 -.861 -.820 -.722 -.539 -.335 -.171 -.021 .1861 .4187 .5654 .5638 .4503 .2862 .0850 -.160 -.420 -.656 -.861 
l.8 -.506 -.428 -.296 -.155 -.038 .0373 .0434 -.002 .0056 .1365 .3349 .5060 .5866 .5654 .4716 .3261 .1577 .0011 -.156 -.304 
1.7 .0674 .1637 .3803 .6258 .7504 .6916 .4626 .1721 .0085 .0454 .1969 .3843 .5454 .6192 .6004 .5174 .4412 .4138 .3652 .2956 
1.<; .5465 .6";28 .9367 1. 269 1. 395 1.213 .7773 .2776 -.030 -.074 .0327 .2276 .4484 .5985 .65J5 .~413 .6651 .7646 .8194 1~i~~ 1.5 • 8 5~ 3 .9344 1.168 1. 446 1. 520 1.283 .7923 .2557 -.050 -.075 .0316 .2119' .4234 .5789 .67 2 . 424 .8495 1. 015 1.120 
1.4 1. 209 1. 248 1. 422 1.634 1. 642 1. 339 .7881 .2205 -.072 -.069 .0390 .1987 .3940 .5515 .6904 .8462 1. 042 1.276 1. 437 1.531 
1.) 1. 74 3 1. 744 1.844 1. 961 1. 870 l.473 • 8 51~ .2621 -.008 .0188 .1221 .2554 .4206 .5641 .7417 .9903 1.287 1. 609 1. 858 2.042 
1.2 2.271 2.248 2.279 2.295 2.100 1. 612 .927 .3146 .0572 .1054 .2098 .3242 .4611 .5817 .7790 1. 096 1.471 1.871 2.210 2.488 
1.1 1. 982 1. 996 2.055 2.095 1. 967 1.592 1. 033 .5297 .3474 .4499 .6116 .7674 .8899 .9373 1. 038 1. 262 l. 546 1.867 2.177 2.481 

1 1. 627 1. 674 1.761 1. 836 1. 796 1. 560 1.158 .7959 .7084 .8728 1. 098 1. 303 1.411 1. 376 1.371 1. 493 1. 674 1. 900 2.166 2.495 
0.9 1. 280 1. 392 1. 522 1. 640 1. 663 1.514 1.197 .8979 .8665 1.100 1. 390 1. 622 1.709 1.612 1. 523 1.578 1. 714 1. 901 2.139 2.447 
0.8 .6472 .8054 1. 0 68 1. 331 1. 467 1. 377 1. 080 .7818 .7409 .9743 1.280 1. 520 1.597 1. 481 1. 373 1.455 1. 690 1. 969 2.181 2. y4 2 
8. 7 .0598 .2539 .6169 1. 020 1. 266 1.237 .9604 .6555 .5976 .8390 1.182 1. 459 1.567 1. 473 1. 368 l. 452 l. 724 2.024 2.158 2. 48 

.6 .1931 .3186 .6003 .9361 1.129 1. 047 .7361 .4317 .3835 .6227 .9739 1.272 1.401 1. 347 1. 305 1. 442 1.731 2.019 2.125 2.082 
0.5 .3556 .4056 .5959 .8605 .9957 .8615 .5133 .1987 .1474 .3774 .7364 l. 062 1. 224 1.220 1. 251 1.448 1. 754 2.026 2.100 2.015 N 
0.4 .5478 .5053 .5870 .7684 .8342 .6359 .2446 -.078 -.119 .1222 .5042 .8646 1. 070 1.135 1. 253 1.506 1.808 2.036 2.051 1.913 W 
0.3 1. 420 1.192 1. 035 "1.032 .96.37 .6500 .1486 -.309 -.528 -.519 -.409 -.226 .0084 .2320 .5175 .9410 1. 418 1. 764 1. 833 1. 767 .-..l 
0.2 2.894 2.454 1. 992 1. 734 1. 476 .9904 .2894 -.458 -1. 06 -1. 51 -1. 88 -2.00 -1. 74 -1.28 -.750 -.120 .5568 1. 052 1.224 1. 297 
0.1 2.706 2.30g 1. 902 1. 715 1.526 1. 047 .3172 -.332 -.673 -.864 -1.12 -1. 26 -1. 08 -.712 -.230 .3797 1.021 1. 448 1. 530 1.550 

0 2.604 2.25 1.877 1.690 1.522 1.112 .6547 .6807 1.319 2.046 2.319 2.107 1.656 1.269 1. 299 1.843 2.614 3.197 3.320 3.140 



6 
S 

5.9 5.B 5.7 5.6 5.5 5.4 5.3 5.2 5.1 5 4.9 4.6 4.7 4.6 4.5 4.4 4.3 4.2 4.1 

~.9 .8 
7.7 
7.6 
7.5 
7.4 
7.3 
7.2 
7.1 

7 
6.9 
6.8 
6.7 
6.6 
6.5 
6.4 
6.3 
6.1 
G·t 21.56 
5.9 21.71 24.10 
5.S 20.36 24.26 2~.39 
5.7 18.14 22.37 2 .93 27.38 
5.6 15.66 19.40 23.33 26.11 26.65 
5.5 13.45 16.41 19.81 22.6 24.58 24.40 
5.4 11. 77 13.96 16.53 18.92 20.93 22.29 22.39 
5.3 10.68 12.29 14 .08 15.68 17.28 19.15 20.87 21. 31 
5.2 10.05 11.32 12.54 13.50 14 .47 16.00 18.07 19.78 19.99 
5.1 9.632 10.75 11.60 12.06 12.51 13.40 14.96 16.90 18.42 18.66 

5 9.269 10.29 10.91 11.11 11.20 lL5E 12.39 13.86 15.77 17.28 17.43 
4.9 8.932 9.627 10.30 10.39 10.30 10.27 10.52 11.41 13.02 14.B4 16.00 15.86 
4. e 8.576 9.3B4 9.766 9.838 9.638 9.350 9.276 9.796 10.97 12.42 li· 72 14 .42 JA .10 
4.7 8.094 8.952 9.417 9.490 9.239 8.837 8.633 8.963 9.751 10.63 1 .45 12.20 2.68 12.50 
4.6 7.444 8.432 9.036 9.183 8.957 8.535 6.254 8.408 8.865 9.242 9.471 9.628 10.55 11.35 11.46 
4.5 6.755 7.805 8 .487 8.669 8.503 6.071 7.703 7.689 7.910 7.990 7.844 7.839 B.445 9.585 lC.52 10.59 
4.4 6.175 7.132 7.743 7.918 7.745 7.307 6.890 6.796 6.938 6.945 6.695 6.531 6.913 7.860 8.954 9.741 9.8;6 
4.~ 5.710 6.457 6.916 7.041 6.860 6.445 6.004 5.898 6.073 6.158 5.9B8 5.821 5.996 6.543 7.351 8.313 9.0 4 9.154 
4. 5.257 5.834 6.201 6.333 6.196 5.738 5.237 5.084 5.269 5.434 5.383 5.272 5.304 5.512 5.960 6.749 7.699 B.362 8.369 
4.1 4.716 5.277 5.660 5.818 5.686 5.205 4.638 4.381 4.466 4.607 4.625 4.578 4.553 4.588 4.822 5.384 6.192 7.019 7.507 7.291 

1\ 4.060 4.700 5.121 5.2~9 5.114 4.677 4 .1~6 3.802 3.748 3.797 5. 833 3.846 3.827 j .816 3.955 4.357 4.919 5.559 6.138 6.393 
3.9 3.234 3.907 4.308 4.3 9 4.248 3.928 3.5 0 3.213 3.079 3.045 .070 3.135 3.171 .175 3.279 3.544 3.893 4.285 4.729 5.154 
3.8 2.174 2.771 3.095 3.113 2.983 2.790 2.563 2.375 2.262 2.193 2.201 2.308 2.419 2.459 2.516 2.667 2.865 3.093 3.396 3.S02 
3.7 l.0gl 1.477 1.708 1. 681 1.551 1.436 1.369 1. 349 1.340 1. 307 1.313 1.427 1.564 1.605 1.599 1.648 1. 755 1. 917 2.161 2.511 
3.6 .03 7 .3ge4 .5946 .583B .4681 .3899 .4119 .5020 .5798 .58S0 .5855 .6606 .7539 .7473 .6831 .6707 .7397 .8960 1.134 1 .. 445 
3.5 -.532 -.281 -.038 .0378 -.016 -.062 -.033 .0457 .1097 .1021 .0640 .0717 .1056 .0564 -.030 -.059 .006 .1316 ' .3353 .5914 
3.4 -.927 -.723 -.467 -.346 -.343 -.337 -.284 -.203 .134 .143 -.209 -.247 -.263 -.324 -.409 .457 -.446 -.370 -.243 -.065 
3.~ -1. 33 -1.17 -.989 -.941 -.957 -.S88 -.713 -.491 -.293 -.219 -.278 -.358 -.393 -.421 -.490 -.562 -.626 -.626 -.564 -.439 
3. -1.88 -1. 70 -1.58 -1.63 -1. 72 -1. 61 -1.29 -.8S0 -.508 -.2~8 -.309 -.423 -.479 -.456 -.447 -.512 -.614 -.669 -.626 -. 52 i 
3.1 -2.51 -2.31 -2.19 -2.30 -2.46 -2.35 -1.95 -1.44 -.953 -.6 2 -.537 -.650 -.745 -.717 -.622 -.569 -.566 -.6 2 -.575 -.49 

3 -3.12 -2.96 -2.88 -3.05 -3.25 -3.15 -2.73 -2.20 -1.66 -1. 24 -1.08 -1.15 -1.26 -1. 26 -1.10 -.871 -.713 -.637 -.585 -.494 
2.9 -3.67 -3.57 -3.56 -3.79 -4.02 -3.93 -3.52 -2.96 -2.42 -1.98 -1. 78 -1. 78 -1.B6 -1.85 -1. 63 -1. 26 -.936 .753 -.632 -.470 
2.8 -4.08 -4.00 -4.04 -4.30 -4.57 -4.54 -4.19 -3.66 -3.08 -2.64 -2.41 -2.35 -2.35 -2.31 -2.03 -1. 57 -1.14 -.852 -.630 -·r5 
2.7 -4.22 -4.20 -4.28 -4.58 -4.94 -5.02 -4.75 -4.23 -3.64 -3.19 -2.96 -2.84 -2.77 -2.64 -2.33 -1. 84 -1.35 -.970 -.634 • 96 
2.6 -4.31 -4.38 -4.53 -4.90 -5.36 -5.54 -5.27 -4.68 -4.04 -3.64 -3.44 -3.30 -3.13 -2.93 -2.58 -2.08 -1.60 -1.16 -.734 -.308 
2.5 -4.62 -4.72 -4.86 -5.25 -5.BO -6.03 -5.67 -4.90 -4.18 -3.81 -3.71 -3.61 -3.42 -3.16 -2.78 -2.30 -1.85 -1.42 -.935 -.416 
2.4 -4.Bl -4.87 -4.94 -5.31 -5.92 -6.17 -5.71 -4.79 -3.97 -3.60 -3.57 -3.57 -3.44 -3.21 -2.85 -2.41 -2.01 -1.61 -1.09 -.513 
2.3 -4.67 -4.72 -4.73 -5.09 -5.72 -5.96 -5.40 -4.32 -3.35 -2.92 -2.98 -3.14 -3.15 -3.02 -2.73 -2.35 -1.98 -1.59 -1.08 -.515 
2.2 -3.67 -3.69 -3.66 -3.90 -4.35 -4.47 -3.96 -3.07 -2.30 -1.95 -2.:30 -2.17 -2.26 -2.23 -2.06 -1. 82 -1.60 -1.34 -.944 -.461 
2.1 -2.75 -2.79 -2.17 -2.94 -3.22 -3.22 -2.76 -2.07 -L50 -1.26 -1.30 -1. 43 -1.53 -1. 54 -1. 44 -1.29 -1.16 -1.00 -.730 -.357 

2 -1. 79 -1.~4 -1. 84 -LP -2.04 -1 92 -1.53 -1. 04 -.679 -.542 -.568 -.657 -.761 -.825 -.799 .744 .719 -.650 -.507 -.266 
1.9 -1.02 -1. 8 -1.09 -1. 1 -1.05 -.834 -.522 -.266 .144 -.121 -.117 -.125 -.197 -.280 -.312 -.351 -.420 -.450 -.392 -.235 
1.8 -.360 -.2aB .153 -.049 .0754 .1901 .2329 .2128 .lB46 .1774 .2084 .2364 .1893 .1098 .0532 -.027 -.135 -.204 -.201 -.127 
1.7 .';421 5357 i 7B55 1.048 1. 25~ 1.254 .9863 .6533 .4635 .4376 .5110 .5868 .5707 .4972 .4162 .2951 .1537 .O~9~ .006 -.028 
1.6 .9513 1.249 .615 2.015 2.29 2.170 1.611 .9936 .6609 .6195 .7304 .8521. .8756 .8232 .7325 .5829 .4190 .294 .1966 .0900 
1.~ 1.334 l.r71 2.081 2.542 l.86~ 2.691 1. 995 1.209 .744i .65C7 .7824 .9 SOil 1. 019 .9960 .9011 .7233 .~432 .4~6f .3426 .2::80 
l. 1. 751 2. 27 2.579 3.095 3.45 3.233 2.390 1.422 .B13 .6607 .8154 1.039 1.163 1.176 1. 077 .8683 . 701 .562 .4947 .37~a 
1.~ 2.346 2-:~p 3.312 3.890 4.251 3.923 2.897 1. 736 .9694 .7260 .8531 1.118 1.299 1.372 1.301 1.085 .8726 .76~5 .7091 .58 -t 
1. 2.870 3. D 3.935 4.563 iJB 4.508 3.314 1. 974 1. 061 .7397 .8718 1.161 1. 397 i· S27 1.486 1.263 1. 031 .9172 .8724 .14.30 
1.1 2.898 3.401 3.940 4.543 4.551 3.432 2.138 1.237 .9311 1. 087 1. 387 1. 610 .708 1. 624 1.341 1.022 .8200 .7275 .5947 . 

1 2.956 3.475 3.992 4.559 4.925 4.615 3.591 2.367 1.494 1. 205 1.379 1.682 1.886 1.945 1.912 1.462 1. 045 .7430 .5939 .4563 
0.9 2.876 3.353 3.850 4.425 4.830 4.594 3.~45 2.450 1.564 1.268 1.459 1. 775 1. 963 1.984 1.B06 1.402 .9225 .5672 .3963 .2680 
0.8 2.578 2.929 3.429 4.DS4 4.43 0 4.214 3. 94 2.142 1.283 1.001 :B~3~ 1.534 1. 730 1.739 1.543 1.155 .732Q .4416 .2975 .Hi1§ 
0.7 2.207 2.471 3.001 3.581 4.1 8 3.994 3.035 1.913 1. 021 .6787 1.199 1.413 1.423 1.223 .8471 .4641 .2278 .1211 .017 
0.6 2.125 2.381 2.887 3.562 4.028 3.842 2.990 1.925 1.164 .9380 1.127 1.404 1. 521 1. 448 1.210 .8380 .4704 .2465 .1503 .0562 N 8. 5 2.035 2.286 2.777 3.456 3.965 3.812 2.970 1. 967 1. 341 1. 231 1. 426 1. 622 1.632 1. 470 1.196 .8333 .4832 .2730 .1896 .1072 

.4 !.921 2.191 2.681'3.362 j.917 3.811 2.992 2.048 1.537 1.512 1. 599 l:Jag 1.716 1.472 :8~~~ .8085 .4668 .2645 .2006 • 1533 :.v 
0.3 .918 2.375 2.975 3.566 .875 3.569 2.688 1. 724 1.158 1. 040 1.122 1.186 1. 046 .7527 .6348 .5660 .5752 .566 0;, 

0.2 1. 649 2.328 3.046 3.480 3.424 2.861 1.932 .9071 .1318 -.259 -.367 -.260 -.063 .0725 .2287 .5016 .7820 .9511 1.102 l.153 
0.1 1. 909 2.587 3.285 3.776 3.872 3.409 2.420 1.247 .3521 -.OBI -.130 .0994 .3956 .5430 .5837 .6556 .7649 .8455 .9063 .8794 

0 3.065 3.273 3.772 4.476 4.975 4.706 3.555 2.099 1.045 .6022 .7007 1.135 1. 4B8 1.451 l.070 .6442 .4082 .3466 .2937 .0970 



4' 
8 

3.9 3.8 3.7 3.6 3.5 3.4 3.3 3.2 3.1 3 2.9 2.8 2.7 2.6 2.5 2.4 2.3 2.2 2.1 

7.9 
7.B 
7.7 
7.6 
7.5 
7.4 
7.3 
7.2 
7.1 

7 
6.9 
6.8 
6.7 
6.6 
6.5 
6.~ 
6.3 
6.2 
6.1 

6 
5.9 
5.8 
5.7 
5.6 
5.5 
5.4 
5.3 
S.2 
5.1 

S 
4,.9 
4.8 
4..7 
4.6 
4.5 
4.4 
4.3 
4.2 
4.1 

4 6.H9 
3.9 5.402 5.229 
3.B 4. 241 4.~66 4.199 
3.7 2.94'5 3.319 3.454 3.271 
3.6 L810 2.169 2.493 2.791 2.953 
3.5 .8845 1.1B9 1. 5'57 2.102 2.776 3.216 
3.4 .1689 .4523 .836 ] 1.442 2.306 3.142 J.525 
3.3 -.236 .0525 .~595 1.053 1. 861 2. 736 3.351 3.483 
3.2 - .344 -.065 .3411 .9030 1. 606 2.318 2.868 3.166 3.162 
3.1 -.338 -.094 .2729 .7930 1.414 1. 966 2.341 2.625 2.873 2.993 

3 -.329 -.096 .2258 .6874 1.250 1.720 1. 980 2.1B2 2. 512 2.958 3.364 
2.9 -.237 .0298 .3272 .7292 1.244 1. 682 1.995 2.028 2.321 2.866 3.579 4.207 
2.6 -.067 .H71 .55C6 .9201 1. 39 5 1.798 1. 972 2.056 2.285 2.776 3.557 4.476 5.154 
2.7 .0605 .4139 .7518 1.128 1.568 1. 908 2.022 2.072 2.266 2.690 3.411 4.392 5.350 5.952 
2.6 .1079 .5137 .9068 1.316 1. 733 2.008 2.073 2.113 2.306 2.710 3.372 4.262 5.290 6.190 6.881 
~.5 .092g .5791 1. 042 1.50] 1. 936 2.207 2.277 2.330 2.534 2.938 3.571 4.4JO 5.326 6.303 7.345 8.312 

.4 .059 .6056 1.122 1. 630 2.107 2.431 2.554 2.627 2. 825 3.217 3.827 4.604 5.444 6.360 7.515 8.857 9.791 
2·i .0539 .6112 1.147 1. 663 2.210 2.598 2.762 2.821 2.961 3.345 3.933 4. 696 5.517 6.380 7.465 B.8 8 9.94J 10.51 
2. .0499 .5419 .9949 1.428 1.837 2.129 2.248 2.287 2.4lC 2.694 3.140 3.713 4.339 4.995 5.623 6.908 7.900 8.433 7.0C3 
2.1 .0391 .4384 .8032 1.135 1. 423 1. 607 1. 6 59 1.667 1. 758 1. 973 2.299 2.710 3.166 3.653 4.257 5.047 5.776 tB§ 5.305 4.226 

2 .0313 .3336 .6055 .8320 .9974 1.~69 1. 052 1. 027 1.083 1.228 1. 428 1.671 1.953 2.266 2.646 3.132 3.583 3.541 3.099 
1.9 -.007 .2277 .4251 .5632 .6285 .6 08 .5352 .4773 .4964 .5723 .6605 .7588 .8922 1.052 1.219 1. 419 1.603 1. 7G6 1. 901 2.017 
1.6 -.012 .0921 .1743 .2363 .2723 .2631 .2105 .1642 .1542 .1507 .1274 .0938 .0867 .1231 .1723 .2155 .2496 .2610 .5956 .66H 
1.7 -.052 -.100 -.144 -.156 -.139 -.129 -.153 - .184 -.225 -.315 -.462 -.644 -.809 -.914 -l.00 -1.15 -1. 29 ~l. 39 -.923 -.455 
1.6 -~r::r)5 -.2')8 -. 41 6 -.496 -.497 - .474 -.472 -.489 :J~~ - 715 -.9~3 -1.27,-1.57 -1.79 -1. 99 -2.29 :~:~~ -2.79 -2.22 :~:~~ 1.5 .0224 -.232 -.46 -.602 -.672 -.708 -.732 -.753 -1. 01 -1. 9 -1.64 -1.99 -2.24 -2;47 -2.83 -3.49 -2.84 
1.4 .1297 ::igg -.501 -.715 -.666 -.970 -1. 02 -1.05 -1.13 -1.34 -1.65 -2.05 -2.46 -2. 74 -2.99 -3.41 -3.91 -4.25 -3.51 -2.68 
1.1 .2879 -.513 -.812 -1. 05 -1.21 -1. 30 -1. 34 -1. 44 -1. 66 -2.04 -2.51 -2.98 -3.29 -3'16 -4.04 -4.63 -5.05 -4.22 -3.16 
1. .4043 -.~85 -.549 -.919 -1.22 -1.45 -1.57 -1. 63 -1.74 -2.0 -2.41 -2.94 -3.47 -3.83 -4. 3 -4.67 -5.34 -5.84 -4.92 -3.88 
1.1 .2733 -. ,6 -.647 -1.02 -1. 33 -1.56 -1.69 -1. 76 -1. 88 -2.14 -2.55 -3.08 -3.61 -4.01 -4.38 -4.99 -5.70 -6.20 -5.18 -4.0 

1 .1567 -.287 -.725 -1.10 -1.43 -1.68 -1. 82 -1. 89 -2.02 -2.29 -2.69 -3.20 -3.74 -4.18 -4.62 -5.31 -6.D4 -6.54 -5.41 -4.14 
0.9 -.006 -.427 -.853 -1. 22 -1.54 -1. 78 -1. 91 -1. 99 -2.12 -2.39 -2.78 -3.23 -3.80 -4.26 -4.77 -5.53 -6.29 -6.79 -5.5~ -4.26 
0.8 -.112 -.522 -.943' -1.29 -1. 55 -1.70 -1.77 -1. 84 -1. 98 -2.24 -2.58 -3.0 -3.44 -3.86 -4.37 -5.13 -5.87 -6.33 -5.2 :jJ~ 0.7 -.2Cl -.S6D -.964 -1.31 -1.53 -1.62 -1. 64 -1. 72 -1. 89 -2.14 -2.44 -2.78 -3.14 -3.49 -3.98 -4.71 -5.41 -5.84 -4.79 
C.S -.147 -.484 -.869 -1.19 -1.38 -1. 45 -1. 49 -1. 60 -1. 79 -2.04 -2.33 -2.67 -3.04 -3.38 -3.85 -4.55 -5.25 -5.63 -4.64 -3.56 

N 0.5 -.078 -.393 -.759 -1.05 -1.20 -1. 25 -1. 32 -1. 46 -1. 67 -1.92 -2.20 -2.55 -2.92 -3.25 -3.68 -4.35 -5.04 -5.37 -4.45 -3.44 
D.4 .Cl80 -.253 -.595 -.868 -.997 -1. 05 -1.15 -1.34 -1. 57 -1. 81 -2.09 -2.43 -2.80 -3.12 -3.49 -4.11 -4.77 -5.06 -4.20 :1:'~ 

;.,.J 

8:1 .4015 .0775 -.265 -.495 -.5sa -.639 -.765 -.969 -1.18 -1.39 -1. 63 -1.92 -2.22 -2.45 -2.69 -3.16 -3.73 -4.06 -3.43 \,D 

.9327 .5l63 .1672 -.003 -.C~2 -.078 -.234 -.46~ -.658 -.8ll -.961 -1.13 -1.3C -1. 37 -1.41 -1. 68 -2.14 -2.60 -2.32 -1.91 
0.1 .6183 .2026 -.163 -.426 -.590 -.661 -.732 -.857 -1.03 -1.24 -1.47 -1.69 -1.91 -2.02 -2.12 -2.51 -3.07 -3.50 -3.02 -2.42 

0 -.30B -.849 -1.47 -2.10 -2.57 -2.72 -2.65 -2.60 -2.73 -3.00 -3.32 -3.75 -4.23 -4.60 -5.~9 -6.05 -7.13 -7.54 -6.26 -4.79 



2' 1.9 1.8 1.7 

7J 

1.6 1.5 1.4 1.3 1.2 1:1 1 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 a 

7.8 
7.7 
7.6 
7.5 
7.4 
7.3 
7.2 
7.1 

7 
6.9 
6.8 
6.7 
6.6 
6.5 
6.4 
6.3 
6.2 
6.1 

6 
5.9 
5.8 
5.7 
5.6 
5.5 
5.4 
5.3 
5.2 
5.1 

5 
4.9 
4.8 
4.7 
4.6 
4.5 
4.4 
4.3 
4.2 
4.1 

4 
3.9 
3.8 
3.7 
3.6 
3.5 
3.4 
3.3 
3.2 
3.1 

3 
2.9 
2.8 
2.7 
2.6 
2.5 
2.4 
2.3 
2.2 
2.1 

2 2.633 
1.9 2.130 2.166 
1.8 1.150 1. 377 1.157 
1.7 .0297 .4756 .8831 1.311 
1.6 -.952 -.327 .6171 1. 646 2.505 
1.5 -1. 35 -.621 .~552 1. 634 2.649 2.986 
1.4 -1. 80 -.949 .2673 1. 606 2.784 3.335 3.921 
1.3 -2.25 -1. 28 .0683 1. 555 2.887 3.640 4.452 5.257 
1.2 -2.70 -1. 60 -.139 1.480 2.949 3.886 4.905 5.964 ~:~H loy -2.77 -1.59 -.143 1.467 2.922 3.850 4.861 5.905 7.093 

-2.82 -1. 56 - .130 1. 456 2.881 3.793 4.786 5.805 6.789 7.279 7.772 
0.9 -2.87 -1.55 -.148 1. 417 2.814 3.699 4.663 5.639 6.615 7.296 7.992 8.415 
0.8 -2.69 -1.48 -.148 1. 328 2.642 3.441 4.305 5.172 6.029 6.585 7. ~54 7.p8 7.518 8. 7 -2.46 -1. 33 -.074 1.291 2.498 3.202 3.960 4.726 5.460 5.882 6. 21 6. 51 7.4 7.984 
.6 -2.43 -1. 36 -.095 1.292 2.516 3.182 3.900 4.617 5.309 5.674 6.042 6.461 6.765 7.079 6.68~ 

0.5 -2.38 -1. 37 -.106 1. 298 2.535 3.159 3.831 4.494 5.136 5.437 5.730 6.027 6. 055 6.092 6.23 6.363 r-v 
0.4 -2.31 -1.36 -.092 .1. 318 2.554 3.13! 3.754 4.361 4.947 5.179 5.392 5.558 5.277 5.054 5.753 6.486 7.262 ..,. 
0.3 -1. 97 -1.22 -.057 1.239 2.404 2.99 3.636 4.244 4.801 4.823 4.811 4.753 4.384 4.042 4.710 5.417 6.157 6.572 0 
0.2 -1. 46 -.982 -.033 1. 029 2.037 2.664 3.334 3.969 4.519 4.253 3.921 3.585 3.208 2.850 3.206 3.597 3.994 6.697 10.60 
0.1 -1.78 -1.11 -.015 1.165 2.276 2.989 3.757 4.516 5.159 4.970 4.741 4.467 4.074 3.757 3.927 4.103 4.323 6.370 9.278 9.409 

0 -3.25 -1. 79 -.343 1.247 2.695 3.597 4.575 5.570 6.476 6.577 6.653 6.737 5.561 6.379 6.219 6.036 5.851 5.478 4.792 7.814 19.91 
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APPENDIX E 

EQUATORIAL "WINTER" A PRIORI DATA 

The statistics were constructed from 155 December, January, 

February profiles, for years 19.69 through 1972. The mean profile is 

given below : 

TABLE E.1 The Mean Profi1e* (DC) 

-12.89 -12.27 -11.26 -10.15 - 9.11 - 8.20 - 7.42 - 6.69 

- 5.97 - 5.37 - 4.96 - 4.65 - 4.32 - 4.06 - 4.12 - 4.68 

- 5.74 - 7.16 - 8.85 -10.90 -13.27 -15.82 -18.36 -20.82 

-23.15 -25.33 -27.35 -29.25 -31. 08 -32.90 -34.74 -36.58 

-38.31 -39.84 -41. 23 -42.57 -43.89 -45.20 -46.53 -47.91 

-49.31 -50.71 -52.16 -53.72 -55.31 -56.81 -58.22 -59.69 

-61. 30 -63.00 -64.85 -66.96 -69.32 -71. 75 -73.86 -75.33 

-75.88 -75.11 -72.59 -70.01 -67.43 -64.78 -61.27 -57.75 

-53.92 -49.15 -44.37 -39.51 -34.57 -29.29 -24.03 -18.80 

-13.74 - 8.69 - 4.01 0.70 5.40 9.17 12.55 17.33 

21. 76 

*Listed from 8 sh altitude to ground level in steps of 0.1 sh 

The original a priori covariance matrix is given in table E.2. 

The indices indicate the height in sh, (i.e. -In(p/p » 
o 



TABLE E.2 The Equatorial "winter" a priori covariance matrix 



8 < 7.9 7.B 7.7 7.6 7.5 7.4 7.3 7.2 7.1 7 6.9 6.8 6.7 6.6 6.5 6.4 6.3 6.2 6.1 

~J 46.~~ 45. 46.35 
42.79 44.64 45.27 

7.7 37.62 40.24 43.06 44.07 
7.6 32.36 35.08 39.14 43.04 45.56 
7.5 27.64 30.lE 34.57 40.05 45.33 48.22 
7.4 22.66 24.87 29.08 34. B7 41.36 46.72 48.55 
7.~ 17.15 18.97 22.63 27.92 34.32 40.8G 45.54 46.40 
7. 11.1';6 13.10 16.10 20.52 26.06 32.31 38.38 42.36 42.26 
7., 6.639 7.790 Ie .18 13.64 17.99 23.23 29.14 34.56 37.70 37.34 

2.205 3.171 5.095 7.676 10.82 14.84 19.90 25.41 30.28 33.4~ 34 • 01 
6.9 -1.29 -.371 1. 30 1 3.264 5.404 8.217 12.15 16.98 22.16 27.2 1.25 32.55 
6.8 -3.<i~ -2.70 -1. 07 .5376 1.864 3.51J4 6.212 10.05 14.83 20.45 26.26 30.84 33.03 
6.7 -5.54 -4.62 -3.08 -1. 76 -l.12 -.4 9 1.153 4.174 8.557 14 .20 20.62 26.90 32.07 34.65 
6.6 -7.28 -6.55 -5.28 -4.31 -4.18 -4.27 -3.37 -.873 3.250 8.695 14.89 21.28 27.65 33.03 35.19 
6.5 -7.85 -7.28 -6.32 -5.66 -5.82 -6.29 -5.95 -4.00 -.385 4.355 9.561 15.02 21.12 27.72 32.89 34.41 

.6.4 -6.45 -5.~0 -5.09 -4.60 -4.80 -5.37 -5.44 -4.25 -1. 65 1.796 5.475 9.534 14.68 21. 04 27.39 31. 95 33.68 
6.3 -4.14 -3. 1 -2.68 -2.16 -2.19 -2.58 -2.87 -2.47 -1. 09 .8245 2.893 5.562 9.604 15.10 21.24 27.19 32.35 35.20 
6.2 -2.26 -1 .. 56 .705 -.146 .0855 .0540 -.156 -.200 .2207 .9273 LB61 3.612 6.784 11.33 16.61 22.32 2S.6~ 3L36 37.07 
6.1 -.797 -. e90 .6236 .9898 1.288 1. 590 1. 683 1.638 1. 680 1.847 2.392 3.849 6.495 Ie .15 14.23 18.68 24.30 30.78 36.07 38.50 

6 1.066 1.697 2.115 2.073 2.168 2.574 2.877 2.946 2.997 3.l89 3.806 5.189 7.410 lC.12 H' OS I6.1~ i9J~ ~~,: ~i F'89 H:H 5.9 3.356 3.065 3.956 3.475 3.257 3.563 3.857 3.926 4.074 4.469 5.161 6.260 7.864 9.831 .69 3.7 8. 8 
5.B 4.834 5.207 5.035 4.2'55 3.828 4.027 4.317 4.475 4.820 5.435 6.086 6.710 7.567 8.739 9.851 11. 34 14.32 18.70 23.B4 29.66 
5.7 4.907 5.118 1,.750 3.873 3.391 3.S74 3.961 4.381 5.097 6.055 6.7B8 7.082 7.360 7.938 8.554 9.689 12.41 16.40 20.90 25.98 
5_6 4.283 4.363 3.876 3.011 2.619 2.888 3.400 4.046 5.081 6.416 7.41~ 7.~62 7.610 7.779 ~.041 8.8,,6 11. 37 15.07 t9.03 H'oa 5.5 3.527 3.671 3.171 2.385 2.165 2.636 3.302 4.008 5.034 6.4 4 '7.52 7. 72 7.511 7.392 .419 8.0 7 10.36 13.87 7.46 _ • 
5.4 2.724 2.771 2.3G5 1. 655 1. 700 2.498 3.390 4.085 4.863 5.928 6.836 6.971 6.568 6.299 6.297 7.002 9.301 12.79 16.16 19.12 
5.3 1. 356 1. 362 .9137 .4411 .8362 2.033 3.181 3.866 4.378 5.083 5.759 5.842 5.410 5.081 5.146 6.052 8.555 12.17 15.50 I8.08 
5.2 a2815 .2348 -.11;7 -.401 .3392 1.824 3.084 3.633 3.811 4.168 4.759 4.98S 4.729 4.447 4.505 5.459 8.070 11.80 15.11 7.38 
5.1 .6018 .5866 .3314 .3290 1. 212 2.655 3.708 3.889 3.596 3.577 4.038 4.507 4.654 4.598 4.556 5.238 7.609 11.17 14.20 16.13 

5 2.261 2.347 2.260 2.327 3.016 4.056 4.649 4.354 3.595 3.234 3.606 4.325 4.937 5.153 4.912.5.398 6.937 10.00 12.65 11. 13 
4.9 ';,.228 4.377 4.367 4.326 4.611 5.118 5.232 4.540 3.477 2.955 3.311 4.181 5.046 5.340 4.832 4.573 5.937 8.489 10.65 1 .81 
4.8 5.637 5.79B 5.836 5.734 5.740 5.882 5.708 4.91~ 3.645 ~.~6S 3.315 4.032 4.766 4.890 4.158 3.719 4.928 7.2

cr
9 9.029 9.9H 

!:t 6.259 6.456 6.631 6.710 ~.794 6.883 6.617 5.66 4.467 • 74 3.701 3.958 4.279 4.137 3.319 2.954 4.286 6.6 6 8.299 9.0_ 
6.232 6.5~3 6.9:'3 7.346 .756 7.971 7.655 6.619 5.334 4.469 4.063 3.870 3.797 3.469 2.699 2.498 4.031 6.S01 8.250 8. 821 

4.5 5.904 6.299 6.908 7.647 8.318 8.597 8.153 6.958 5.572 4.638 4.131 3.767 3.529 3.167 2.469 2.440 4.073 6.606 8.402 9. 64 
4.4 5.583 6.153 6.901 7.748 8.437 8.607 7.981 6.636 5.214 4.342 3.923 3.616 3.435 3.189 2.67C 2.720 4.3~0 6.7~9 S,S~l §'2~~ 4.3 5.758 6.266 7.020 7.795 8.330 8.291 7.464 5.968 4.533 3.717 3.413 3.255 3.237 3.165 2.811 2.939 4.4 v O 6.B 4 8.50 . ~ 
4.2 6.001 6.496 7.161 7.772 8.098 7.838 6.833 5.261 3.780 3.006 2.648 2.917 3.094 3.125 2.819 2.955 4.422 6.665 8.404 9.141 
4.1 6.317 6.750, 7.288 7.699 7.799 7.330 6.223 4.687 3.291 2.606 2.620 2.938 3.280 3.303 2.91S 2.999 4.381 6.530 8.273 9.125 

4 6.570 6.933 7. 3~4 7.615 7.550 6.943 5.858 4.526 3.328 2.711 2.754 3.12§ 3.477 3.423 2.955 2.979 j.2B~ ~:~O~ ~:SH R'~U ~:§ 6.366 6.671 7.0 1 7.250 7.132 6.504 5.545 4.486 3.522 2.936 2.847 3.04 3.248 3.122 2.672 2.685 .84 ._.J..:; 

5.440 5.733 6.067 6.261 6.111 5.524 4.717 3.888 3.152 2.685 2.558 2.648 2.763 2.644 2.268 2.257 3.218 4.877 6.393 7.162 
3.7 4.172 4.497 4.851 5.008 4.818 4.280 3.582 2.888 2.350 2.101 2.120 2.282 2.435 2.357 2.027 1.964 2.739 4.199 5.552 6.139 
3.6 ~.186 3.521 3.905 4.091 3.933 3.439 2.768 2.120 1.708 1. 620 1. 744 1. 926 2.036 1. 933 1.644 1.592 2.254 3.515 4.649 5.036 
3.5 .666 2.925 3.274 3.508 3.435 2.999 2.327 1. 665 1.251 1.124 1.133 1.140 L067 .8862 .6882 .7282 1.312 2.349 3.235 3.448 
3.4 2.363 2.515 2.781 3.023 3.035 2.719 2.158 1.544 1.060 .7146 .4132 .1293 -.141 -.379 -.511 .431 .0232 .8074 1.455 1. 5~5 
3'1 1. 949 2.039 2.252 2.489 ~. 592 2.487 2.196 1. 785 1.319 .7734 .1599 -.368 -.735 .984 -1.13 -1.13 -.861 -.320 .1082 .0993 
3. 1.355 1. 430 1.622 1. 867 .080 2.209 2.186 1.993 1.628 1.041 .3154 -.265 -.595 .824 -1.05 -1.21 -1.09 -.692 -.417 -.499 
3.1 .e0ge .8905 1. 070 1.316 1. 606 1. 881 1. 988 1.882 1.599 1.090 .4403 -.042 -.274 -.483 -.809 -1.11 -1.08 -.746 -.527 -.632 

3 .4305 .51B8 .5868 .9130 1.220 1.550 1. 710 1.645 1.434 1.038 .5000 .0953 -.102 -.313 -.684 -r.07 -1.14 -.865 -.677 -.786 
2.9 -.021 .0638 .2284 .4~14 .8004 1.196 1. 429 1.425 1.286 .9873 .5380 .1779 -.022 -.257 -.643 - .07 -1.22 -1.06 -.958 -1.09 
2.8 -.943 -.836 -.595 - 29 .2425 .7159 .9718 .9780 .8764 .6557 .3202 .0931 -.007 -.211 -.594 -1 01 -1.23 -1.24 -1.29 -1.42 
2.7 -2.43 -2.27 -1. 89 -1.33 -.733 .275 -.094 -.084 -.076 -.120 -.221 -.173 -.C33 -.100 -.410 -.776 -1.04 -1. 25 -1.52 -1. 70 
2.6 -3.96 -3.79 -3.39 -2.84 -2.32 -1.99 -1. 89 -1. 77 -1.46 -1. 09 -.739 -.320 .0248 .0524 -.167 -.410 .625 -.998 -1.56 -1.93 
2.5 -5.31 -5.20 -4.90 -4.48 -4.12 -3.90 -3.74 -3.33 -2.59 -1. 73 -.942 -.252 .2iE6 .3540 .2711 .1224 .138 -.736 -1.60 -2.19 
2.' -6.34 -6.36 -6.19 -5.91 -5.68 -5.54 -5.26 -4.56 -3.46 -2.24 -1.16 -.324 .2091 .4798 .5796 .4753 .0338 -.851 -1.99 -2.84 
2.3 -6.77 -6.86 -6.85 -6.71 -6.58 -6.51 -6.34 -5.76 -4.73 -3.53 -2.35 -1. 30 -.493 .0637 .4336 .4923 -.008 -1.09 -2.37 -3.30 
2.2 -6.66 -6.78 -6.80 -6.64 -6.42 -6.25 -5.98 -5.35 -4.37 -3.22 -2.06 -1. 07 -.412 .0059 .3374 .4137 -.051 -1.03 -2.13 -2.88 
2.1 -6.43 -6.57 -6.62 -6.45 -6.16 -5,88 -5.51 -4.87 -3.96 -2.91 -1. 79 -.859 -.339 -.067 .1996 .2716 -.159 -1.02 -1.90 -2.45 

2 -6.04 -6.20 -6.27 -6.09 -5.73 -5.36 -4.90 -4.25 -3.44 -2.51 -1.1' -.626 -.271 -.176 .0019 .0647 -.317 -1.03 -1.67 -1.9~ 
1.9 -5.60 -5.76 -5.84 -5.64 -5.21 -4.74 -4.21 -3.56 -2.86 -2.05 -1. 0 -.334 -.144 -.237 -.188 -.183 -.540 -1.10 -1.46 -1.5 
1.5 -3.51 -3.57 -'l. 'i0 -3.45 -3.10 -2.66 -2.24 -1.92 -1. 66 -1.30 -.70S -.251 -.250 -.467 - .576 -.668 -.896 -1.10 -1.00 -.676 

t· 7 -1.23 -1.20 -1.16 -1. 06 -.798 -.411 -.135 .]92 .41:7 .584 -.4p -.309 -.517 -.863 -1.1~ -1.31 -1. 39 -1.19 .593 .1778 
.6 1. 000 1.132 1.247 1. 316 1.489 1.803 1. 951 1.609 19495 .4513 .24 0 .0032 .-.439 -.9i9 -1.3 - .62 -1.55 -1.01 .0010 1.092 

1.5 2.762 2.910 3.020 3.014 3.027 3.141 3.107 2.626 .879 1.260 .7871 .2145 -.475 -1. 0 -1.55 -1.69 -1. 41 -.674 .4365 1.5':6 
1.4 4.737 4.9Q7 5.015 4.931 4.771 4.672 4.445 3.808 2.943 2.162 1. 385 .4544 -.485 -1.24 -1 .. 71 -1.74 -1.23 -.280 .9449 2.076 y.3 8. 892 7.Q9~ 7.226 ~. 097 6.809 6.553 6.189 5.424 4.392 3.299 2. 031 .GOp -.675 -1.59 -2.06 -1. 87 -.982 .3456 1.762 2.842 

.2 .774 B.97 9.077 .874 8.456 8.071 7.628 6.802 5.542 4.256 2.S3 .65 1 -.917 -1.97 -2.42 -2.02 -.773 .8925 2.442 3·4~9 1.1 9.426 9.471 9.417 9.113 B.646 8.345 8.146 7.562 6.440 4.898 2.9134 .9498 -.743 -1.85 -2.29 -1.84 -.526 1.208 2.701 .4 0 
1 10.02 9.888 9.655 9.235 8.714 8.496 8.553 8.236 7.176 5.489 3.376 1.176 -.646 -1.81 -2.22 -1.71 -.324 1.471 2.882 3.3~5 g.g 10.40 10.11 9.707 9.198 8,654 a.511 8.736 8.568 7.531 5.752 3.510 1.194 -.700 -1.88 -2.24 -1.69 -.270 1.550 2.889 3.1 9 

.8 9.887 9.531 9.075 8.591 8.153 S.092 8.288 B.:102 6.913 5.257 3.239 1.1!3 .563 -1.61 -1.§2 -1. 38 -.021 1.717 2.964 1. 187 
0.7 9.359 8.968 8.484 8.053 7. 748 1.801 7.986 7.587 6.449 4.935 3.157 1.2 1 -.341 -1.31 -1. 8 -LOS .2800 1. 968 3.187 .4 4 
0.6 9.466 9.020 8.417 7.830 7.399 7.336 7.384 6.916 5.819 4.371 2.668 .8576 -.685 -1.67 -1. 97 -1.55 -.475 .9307 2.025 2.26C 
0.5 9.Sp 9.0S5 8.409 7.716 7.211 7.100 7.076 6.586 5.560 4.219 2.625 .8798 -.704 -1. 78 -2.15 -1.84 -1.02 .1357 1.174 1. 506 N 
0.4 9.6 2 9.141 8.368 -7.538 6.924 6.723 6.582 6.022 5.016 3.722 2.204 '1561 -.997 -2.12 -2.55 -2.j7 -1.83 -.975 -.028 .4025 "" 0.3 10.22 9.849 9 • 240 8.523 7.990 7.837 7.667 6.921 5.517 3.74J 1.900 • 556 -1.38 -2.40 -2.68 -2. 5 -1. 59 -.408 .8299 1.3C 1 N 
0.2 10.26 10.11 9.790 9.334 9.025 9.046 8.962 8.062 6.171 3.795 1.584 -.234 -1.68 -2.51 -2.56 -2.02 -.956 .6709 2.240 2.685 
0.1 12.09 11.87 11.37 10.65 10.13 10.03 9.782 8.625 6.670 4.574 2.573 .5964 -1.07 -2.00 -2.24 -1.94 -.843 1.079 2.652 3.331 

0 20.62 20.93 20.82 20.22 19.99 20.43 2C.29 18.19 14.39 10.13 5.960 2.065 -.803 -2.16 -2.35 -1.40 1. 347 5.485 8.904 9.889 



6· 5.9 5.8 5.7 
8 

5.6 5.5 5.4 5.3 5.2 5.1 5 4.9 4.8 4.7 4.6 4.5 4.4 4.3 4.2 4.1 

7.9 
7.8 
7.7 
7.6 
7.5 
7.4 
7.~ 7. 
7.1 

7 
6.9 
6.8 
6.7 
6.6 
6.5 
6.4 g.3 

.2 
6.1 

6 40.10 
5.9 39.04 40.99 
5.8 35.44 39.48 40.53 
5.7 31. 39 36.02 38.92 39.81 
5.6 27.87 32.11 35.72 38.60 39.84 
5.5 24.64 28.16 31. 63 35.29 38.33 39.05 
5.4 21. 91 24.62 27.4'E1 30.93 34.61 37.07 37.29 
5.3 20.1B 22.08 24.16 26.96 30.38 33.43 35.21 35.01 
5.2 18.87 20.05 21.44 23.56 26.34 29.04 31.20 32.32 31.39 
5.1 17.11 17.76 18.61 20.14 22.27 24.36 26.16 27.64 28.13 26.87 

:; 14.79 15.13 15.59 16.63 18.22 19.77 21.02 22.27 23.42 23.85 22.98 
<:.9 12.31 12.53 12.80 13.53 14.69 15.76 16.52 17.39 18.62 19.93 20.74 20.41 
4.8 10.31 10.53 10.76 11. 30 12.10 12.77 13 .16 13.72 14.75 16.21 17.77 18.81 18.72 
4.7 9.316 9.492 9.641 9.924 10.34 10.64 10.79 11.12 11. 89 13.15 14.77 16.32 17.31 17.23 
4.6 9.115 9.171 9.099 8.999 8.961 8.906 8.808 8.923 9.484 10.57 12.03 13.53 14.89 15.81 15.72 
4.5 9.165 9.063 8.745 8.298 7.899 7.528 7.141 7.012 7.420 8.413 9.756 11. 08 12.37 13.69 14.65 14.85 
4.4 9.197 8.933 8.435 7.789 7.164 6.539 5.894 5.567 5.866 6.803 8.108 9.358 10.54 11. 90 13.32 14.36 14.71 
4.3 9.140 8.718 8.060 7.250 6.409 5.559 4.774 4.404 4.693 5.629 6.956 8.226 9.375 10.70 12.16 13.44 14.31 14.58 
4.2 9.091 8.576 7.767 6.753 5.660 4.604 3.764 3.455 3.805 4.763 6.115 7.414 8.553 9.811 11.17 12.37 13.39 14 .18 14.50 
4.1 9.185 8.717 7.876 6.731 5.441 4.219 3.310 3.013 3.366 4.276 5.589 6.888 8.001 9.172 10.38 11. 40 12.31 13.27 14.11 14.42 

4 9.122 8.823 8.155 7.074 5.740 4.438 3.471 3.131 3.400 4.161 5.3i1 6.547 7.601 8.686 9.755 10.55 11. 22 12.04 H· Ol l~.p 
3.9 8.432 8.285 7.843 6.944 5.702 4.460 3.569 3.270 3.467 4.035 4.9 8 5.998 6.946 7.967 8.948 9.583 10.01 10.58 .39 1". 6 
3.B 7.234 7.049 6.673 5.882 4. 768 3.707 3.047 2.930 3.155 3.590 4.299 5.127 5.956 6.911 7.838 8.400 8.701 9.083 9.681 10.n 
3.7 6.003 5.634 5.154 4.366 3.37B 2.569 2.210 2.318 2.638 3.034 3.607 4.280 4.987 5.835 6.682 7.204 7.457 7.743 8.210 8.S07 
3.6 4.737 4.242 3.692 2.914 2.051 1.486 1. 402 1. 694 2.093 2.489 2.975 3.520 4.103 4.821 5.536 5.965 6.160 6.390 6.785 Z.2B 
3.5 3.105 2.674 2.227 1. 544 .7827 .3654 .4450 .8385 1.275 1. 667 2.088 2.538 3.037 3.641 4.182 4.440 4.537 4.734 5.096 '.5 
3.4 1.250 1. 007 .7922 .3223 -.285 -.618 -.516 -.157 .2338 .5954 .9745 1.372 1. 818 2.316 2.684 2.787 2.811 2.991 3.317 3.645 
3.3 - .14 2 -.237 -.226 -.391 -.710 -.900 -.836 -.631 -.401 -.135 .1962 .5583 .9416 1. 309 1. 526 1.556 1.573 1. 728 1. 978 2.178 
3.2 -.717 -.752 -.607 -.503 -.506 -.501 -.451 -.420 -.380 -.228 .0554 .3920 .7171 .9488 1. 024 1. 004 1.012 1.114 1.269 :sHi 3.1 -.832 -.837 -.635 -.403 -.224 -.073 -.007 -.082 -.151 -.043 .2053 .4823 .7194 .8326 .8069 .7397 .7104 .7533 .8460 

3 -.964 -.930 -.680 -.397 -.153 .0762 .1794 .0793 -.016 .0732 .2294 • .3257 .3760 .3764 .3224 .2546 .2080 .2281 .3049 .3262 
2.9 -1. 21 -1. 08 -.731 -.368 -.080 .1754 .3101 .2404 .1436 .1518 .1121 -.060 -.242 -.356 -.434 -.516 -.581 -.554 - .. 4 ~7 -.368 
2.8 -1.43 -1.16 -.692 -.250 .0498 .2665 .4048 .3957 .3093 .2020 -.048 -.440 -.798 -1. 04 -1.22 -1. 40 .,.1. 54 -1.51 -1.33 -1.1~ 
2.7 -1. 60 -1. 23 -.724 -.259 .0342 .1975 .3202 .3523 .2560 .0381 -.353 -.852 -1. 31 -1. 70 -2.05 -2.37 -2.58 -2.57 -2.31 -1.9 
2.6 -1. 83 -1. 41 -.904 -.414 -.032 .2114 .3786 .4168 .2147 -.227 -.815 -1. 40 -1. 96 -2.55 -3.12 -3.54 -3.76 -3.73 -3.39 -2.95 
2.5 -2.19 -1. 83 -1. 36 -.842 -.374 -.058 .1210 .1344 -.110 -.610 -1. 24 -1. 83 -2.44 -3.15 -3.83 -4.32 -4.62 -4.70 -4.43 -3.96 
2.4 -3.01 -2.70 -2.20 -1.61 -1. 02 -.557 -.263 -.173 -.364 -.856 -1. 51 -2.12 -2.78 -3.59 -4.34 -4.90 -5.31 -5.49 -5.31 -4.85 
2.3 -3.60 -3.46 -l.06 -2.40 -1. 60 -.939 -.567 -.530 -.811 -1. 32 -1.89 -2.40 -3.06 -3.92 -4.68 -5.15 -5.45 -5.57 -5.35 -4.88 
2.2 -3.11 -2.99 -2.64 -2.01 -1.23 -.586 -.248 -.225 -.467 -.938 -1.53 -2.11 -2.79 -3.63 -4.36 -4.83 -5.14 -5.30 -5.15 -4.76 
2.1 -2.59 -2.48 -2.17 -1.59 -.837 -.200 .1448 .1934 .0061 -.435 -1.08 -1. 76 -2.47 -3.27 -3.98 -4.47 -4.80 -4.99 -4.91 -4.61 

2 -2.04 -1. 94 -1. 68 -1.16 -.448 .1950 .5773 .6754 .5393 .1097 -.611 -1. 39 -2.14 -2.89 -3.57 -4.06 -4.41 -4. 63 -4.63 -40 43 
1.9 -1.43 -1.33 -1.10 -.623 .0563 .7078 1.131 1. 278 1.185 .7612 -.022 -.894 -1. 67 -2.40 -3.05 -3.55 -3.91 -4.16 -4. 24 -4.15 
1.8 -.373 -.131 .1635 .5572 1. 053 1. 556 1. 906 2.005 1.858 1. 442 .7923 .1130 -.486 -1. 05 -1. 54 -1.86 -2.10 -2.32 -2.~7 -2.55 
1.7 .7655 1.H7 1..501 1. 768 2.055 2.410 2.688 2.731 2.519 2.106 1. 596 1.123 .7208 .3554 .0769 -.049 -.151 -.338 -.556 -.811 
1.6 1.840 2.306 2.646 2.815 2.943 3.180 3.402 3.403 3.133 2.723 2.355 2.090.1.880 1. 699 1. 609 1. 654 1. 665 1. 507 1. 232 .8~S9 
1.5 2.289 2.753 3.089 3.220 3.219 3.235 3.255 3.178 2.956 2.689 2.535 2.493 2.483 2.493 2.568 2.720 2.915 2.723 2.468 2.088 
1.4 2.813 3.273 3.593 3.656 3.475 3.224 3.023 2.882 2.740 2.658 2.762 2.978 3.189 3.403 3.649 3.915 4.105 LIDO 3.S92 3.515 
1.1 3.379 3.638 3.825 3.775 3.394 2.869 2.470 2.314 2.305 2.455 2.856 3.364 3.831 4.297 4.737 5.123 5.394 5.468 5.298 4.966 
1. 3.706 3.742 3.786 3.635 3.089 2.332 1.772 1. 633 1. 785 2.172 2.842 3.597 4.290 4.973 5.624 6.133 6.476 6.600 6.4H 6.118 
1.1 3.432 3.239 3.155 2.959 2.402 1. 638 1.101 1. 062 1. 381 1. 914 2.658 3.472 4.286 5.145 5.949 6.523 6.859 6.939 6. 72~ 6.367 

1 3.010 2.568 2.348 2.121 1.585 .8451 .3408 .3991 .8787 1.549 2.352 3.213 4.156 5.213 6.192 6.847 7.172 7.193 6.998 6 .. ~95 
0.9 2.618 2.016 1. 669 1.350 .7715 .0404 -.410 -.242 .3832 1.161 1. 991 2.869 3.909 5.141 6.282 7.029 7.382 7.387 7.038 6.578 
O.B 2.622 1. 958 1. 415 .8227 .0441 -.716 -1. 05 -.696 .1056 1. 006 1.884 2.740 l.728 4.9 ~o 6.035 6.834 7.302 7.453 7.220 3: i1~ 0.7 2.867 2.103 1. 310 .4377 -.473 -1.19 -1. 39 -.917 -.011 .9587 1.845 2.647 3.572 4.7 9 5.877 6.744 7.322 7.62~ 7.537 
0.6 1. 790 1.137 .4540 -.418 -1. 45 -2.28 -2.49 -1. 9 3 -.893 .2180 1.250 2.1S5 3.169 4.283 5.352 6.180 6.773 7.09~ 6.988 6.526 tv 0.5 1.129 .5352 -.114 -.987 -2.03 -2.87 -3.07 -2.50 -1. 43 -.256 .8571 1.871 2.893 3.988 5.008 5.796 6.381 6.725 6.645 6.215 
0.4 .1713 -.294 -.881 ~1.S0 -2.97 -3.89 -4.09 -3.44 -2.26 -.950 .3028 1. 441 2.518 3.579 4.526 5.263 5.851 6.229 6.170 5.744 ,j:>. 

0.3 .8445 .0890 -.663 -1.59 -2.70 -3.59 -3.83 -3.26 -2.08 -.696 .5974 1. 677 2.719 3.884 4.997 5.861 6.546 6.997 6.968 6.53-1 W 
0.2 1. 868 .6710 -.3l2 -1. 24 -2.16 -2.89 -3.11 -2.61 -1.46 -.002 1. 296 2.217 3.132 4.390 5.703 6.717 7.503 8.029 8.030 7.573 

0'6 2.549 1.485 .7293 .1533 -.535 -1.36 -1. 99 -1.92 -1.01 .4056 1. 938 3.287 4.556 5.919 7.270 8.487 9.509 10.05 9.825 9.031 
8.808 7.380 6.6,36 6.287 5.630 4.432 3.078 2.306 2.469 3.387 4.584 5.865 7·,755 10,33 12.96 15.31 17.02 17.49 16.69 15.22 



,J 
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5 
4.9 
4.8 
4.7 
4.6 
4.5 
4.4 
4.3 
4.2 
4.1 

4 13.81 
3.9 12.73 12.29 
3.8 11.01 11. 06 1U.51 
3.7 9.299 9.513 9.466 9.035 
3.6 7.649 7.834 7.965 7.959 7.442 
3.5 5.803 5.941 6.075 6.224 6.169 5.593 
3.4 3.844 3.941 4.050 4.209 4.384 4.422 4.068 
3.3 2.247 2.269 2.353 2.500 2.730 3.057 3.298 3.199 
3.2 1.298 1.220 1.259 1.4 05 1. 624 1.955 2.374 2.718 2.787 
3.1 .7579 .6240 .6360 .8020 1. 016 1.256 1. 607 2.090 2.54: 2.726 

3 .2347 .1371 .1943 .4190 .6625 .8609 1.137 1. 594 2.144 2.586 2.785 
2.9 -.367 -.375 -.243 .0562 .3644 .6008 .6838 1.299 1. 785 2.271 2.728 3.051 
2.8 -1.01 -.952 -.778 -.408 .0019 .3425 .6963 1.107 1. 519 1. 946 2.474 3.070 3.493 
2.7 -1.79 -1.70 -1. 50 -1. 05 -.490 .0083 .4777 .9275 1. 310 1.667 2.120 2.764 3.502 4.013 
2.6 -2.67 -2.57 -2.33 -1. 77 -1.08 -.442 .1286 .6397 1. 049 I:~~~ 1. 732 2.267 3.112 4.098 5.062 
2.5 -3.62 -3.43 -3.11 -2.45 -1.63 -.909 -.295 .2409 .6765 1.33B 1. 785 2.609 3.826 5.379 6.352 
2.4 -4.42 -4.10 -3.63 -2.85 -1. 98 -1.25 -.625 -.065 .3845 .7203 .9828 1.356 2.142 3.462 5.340 6.798 7.961 
2.3 -4 •. 43 -4.08 -3.55 -2.76 -1.97 -1. 37 -.817 -.265 .1772 .4548 .6264 .9207 1. 665 2.973 4.879 6.439 7.859 8.824 
2.2 -4.36 -4.02 -3.51 -2.77 -2.02 -1.44 -.947 -.469 -.OS3 .1755 .3465 .6145 1.277 2.457 4.184 5.640 7.004 7.964 7.416 
2.1 -4.27 -3.95 -3.47 -2.77 -2.07 -1.51 -1. 04 -.634 -.316 -.086 .0856 .3401 .9277 1.973 3.497 4.820 6.078 6.979 6.724 6.349 

2 -4.17 -3.B5 -3.39 -2.76 -2.11 -1.58 -1.15 -.815 -.571 -.380 -.207 .0260 .5308 1.428 2.733 3.905 5.044 5.887 5.938 5.898 
1.9 -3.98 -3.70 -3.28 -2.72 -2.14 -1.65 -1. 26 -.992 -.B08 .645 -.481 -.277 .1313 .8683 1. 932 2.933 3.928 4.713 5.061 5.348 
1.8 -2.60 -2.56 -2.35 -2.03 -1.65 -1.30 -1.02 .824 .668 -.523 -.443 -.400 -.220 .2038 .8525 1.481 2.133 2.733 3.161 3.546 
l.~ -1.11 -1.31 -1.35 -1.28 -1.14 -.937 -.766 -.660 -.543 -.425 -.440 -.569 -.634 -.547 -.349 -.127 .1512 .54S3 1.054 1.540 
1. .3789 -.004 -.244 -.428 -.542 -.536 -.50~ -.514 -.459 .386 -.4~~ -.752.-1.~3 -1. 23 -1.4~ -1.65 -1. 72 -1.5~ :2:~~ :2~b~ 1.5 1.644 1.260 .9292 .5698 .2542 .0601 -.12 -.346 -.490 -.547 -.6 -.911 -1. 9 -1.7 -2.3 -2.82 -3.15 -3.1 
1.4 3.095 2.690 2.230 1.662 1.122 .7076 .2936 -.171 -.533 -.732 -.866 -1.09 -1.58 -2.36 -3.34 -4.09 -4.71 -4.97 -4.42 -3.BO 
1.3 4.587 4.156 3.55~ j:H1 2.014 ~.39~ .7906 .1254 -.440 -.795 -.983 -1.23 -L67 -2.95 -4.33 -5.4Q -6.33 -6.86 -6.32 -5.59 
1.2 ~. 770 5.345 4.67 2.822 .04 1.272 .4341 -.314 -.817 -1.06 -1.33 -2.10 -3.47 -5.22 -6.58 -7.78 -8.53 -9.02 -7.36 
1.1 .051 5.718 5.153 4.274 3.282 2.393 1. 549 .6664 -.129 -.675 -.935 -1.23 -2.07 -3.58 -5.53 -7.06 -8.34 -9.15 -8.61 -7.92 

1 6.219 6.012 5.600 4.795 3. p2 2.758 1. 642 .9202 .0789 -.511 -.786 -1.10 -2.02 -3.68 -5.84 -7.52 -8.89 -9.73 -9.17 -8.46 
0.9 6.297 6.171 5.884 5.156 4. 04 3.059 2.100 1.146 .2599 -.377 -.684 -1.02 -2.01 -3.79 -6.09 -7.S8 -9.25 -10.1 -9.56 -8.83 
0.8 6.366 5.132 5.800 5.099 4.140 3.1S7 2.248 1.257 .3131 -.386 -.749 -t.13 -2.14 -3.89 -6.12 -7.80 -9.04 -9.95 -9.37 -6.§' 
0.7 6. 64 l 6.314 5.909 5.179 4.264 3.377 2..444 1.401 .3829 -.389 -.816 - .25 -2.29 -4.03 -6.17 -7.75 -8.92 -9.91 -9.31 -8. 6 
0.6 6.0~ 5.760 5.438 4.793 3.967 3.253 2.469 1.522 .5456 -.210 .629 -LOB -2.17 -3.97 -6.15 -7.71 -6.80 -9.69 -9.04 -8.21 I\) 0.5 5.783 5.550 5.251 4.592 3.804 3.166 2.504 1. 644 .7073 -.035 -.452 -.923 -2.07 -3.91 -6.14 -7.70 -8.77 -9.63 -8.95 -8.09 
0.4 5.328 5.121 4.945 -4.208 3.492 3.001 2.493 1. 733 .SHS 'b 154 -.294 -.780 -1.97 -3.85 -6.11 -7.66 -8.67 -9.49 -8.75 -7.87 ,t> 

0.3 6.061 5.732 5.311 4.537 3.646 2.964 2.342 1.560 .7040 • 683 -.239 -.696 -1.95 -3.95 -6.31 -8.07 -9.22 -10.1 -9.27 -8.30 ',t> 
0.2 6.994 6.468 5.852 4.92.1 3.B08 2.830 2.001 1.167 .3754 -.114 -.269 -.676 -1.99 -4.08 -6.48 -8.48 -9.79 -10.7 -9.77 -8.70 
0.1 8.117 7.292 6.405 5.203 3.850 2.772 1. 969 1.164 .3533 -.207 -.458 -.979 -2.55 -5.11 -S.17 -10.6 -12.2 -13.1 -12.1 -10.9 

0 13.61 12.04 10.<\.1 8.398 6.216 4.417 3.035 1.749 .6166 -.050 -.269 -.914 -3.17 -7.04 -11.7 -15.6 -18.5 -19.9 -19.7 -17.3 



2" 1.9 1.8 1.7 1.6 1.5 1.4 1.3 1.2 1.1 1 0.9 0.8 ~.7 0.6 0.5 0.4 0.3 0.2 0.1 a 
7J 
7.8 
7-.7 
7.6 
7.5 
7.4 
7.3 
7.2 
7.1 

7 
6.9 
6.a 
6.7 

'\ 6.6 
6.5 
6.4 
6.3 
6.2 
6.1 

6 
5.9 
5.S 
5.7 
5.6 
5.5 
5.4 
5.~ 5. 
5.1 

5 
4.9 
4.6 
4.7 
4.6 
4.5 
4.4 
4.~ 4. 
4.1 

4 
3.9 
3.8 
3.7 
3.6 
3.5 
3.4 
3.~ 3. 
3.1 

3 
2.9 
2.8 
2.7 
2.6 
2.5 
2.4 
2.3 
2.2 
2.1 

2 5.815 
1.9 5.624 5.796 
La 3.933 4.315 3.904 

i· 7 :i8ad 2.641 1. 381 4.138 
.6 .9356 2.659 4.439 5.651 

1.5 -1.18 -.559 1.317 3.335 4.929 5.056 
1.4 -3. 1 -2.25 -.167 2.101 4.103 5.154 ~j~g !:~ -4.95 -4.~7 -1.80 .6661 3.062 5.Q57 9.380 

-6.59 -5. 9 -3.29 -.658 2.055 4.866 7.933 11. 14 1~.85 
1.1 -7.11 -6.20 -3.62 -1.22 1. 502 4.381 7.533 10.86 1 . sa 14.50 

1 -7.62 -6.70 -4.37 -1.Bl .8955 3.835 7.051 10.48 13.64 15.16 16.70 
0.9 -7.96 -7.05 -4.76 -2.22 .4460 3.398 6.626 1Q.06 13.35 15.44 17.62 19.06 
0.8 -7.71 -6.78 -4.59 -2.17 ·r31 3.182 6.272 9.526 12.64 14 • 63 16.67 1~.24 18.31 
0.7 -7.57 -6.61 -4.53 -2.19 • 872 2.991 5.967 9.071 12.03 3.89 15.82 1 .49 18.44 19.61 
0.6 -7.25 -6.28 -4.25 -2.04 .2994 2.916 5.798 8.814 11.69 1~.45 15.25 16.82 17.66 16.55 IB.22 tv 0.5 -7.10 -6.10 -4.16 -2.05 .2337 2.808 5.636 8.622 11.44 1 .10 14.BO 16.25 16.93 17.76 17.B7 18.10 >l'>-0.4 -6.85 -5.84 -3.99 -1. 99 .1858 2.679 5.430 8.3~3 11.08 12.63 14.19 15.52 16.06 16.72 17.42 18.20 18.94 
0.3 -7.19 -6.10 -4.11 -1.95 .3288 2.898 5.738 8.787 11.63 13.17 14.72 15.98 16.21 16.53 17.08 17.68 18.25 19.22 U1 
0.2 -7.49 -6.29 -4.16 -1.83 .5444 3.173 6.092 9.262 12.19 13.73 15.26 16.44 15.30 16.22 16.27 16.37 16.43 19.86 24.32 
0.1 -9.55 -8.13-5.08 -1.76 1. 527 4.656 8.101 11.67 14.95 16.59 18.25 19.53 19.39 19.33 19.2Q 19.12 18.95 22.13 26.23 32.52 

0 -15.5 -13.6 -7.98 -1.87 3.913 8.539 13.62 18.74 23.50 26.05 28.62 30.49 30.03 29.70 28.88 28.11 27.14 30.57 34.72 46.97 87.56 
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APPENDIX F 

MID-LATITUDES "SUMMER" A PRIORI DATA 

The statistics were constructed from 139 May, June, July and 

August profiles for years 1969 through 1972. (August data has been 

added to season 6 of table 3 in order to increase the sample size.) 

The mean profile is given below 

TABLE F.1 The Mean Profi1e* (OC) 

-16.17 -15.31 -13.93 -12.44 -11. 00 - 9.62 - 8.30 - 7.04 

- 5.85 - 4.79 - 3.97 - 3.44 - 3.18 - 3.22 - 3.56 - 4.17 

- 5.03 - 6.15 - 7.56 - 9.28 -11.23 -13.31 -15.43 -17.57 

-19.68 -21. 72 -23.64 -25.40 -27.05 -28.74 -30.47 -32.18 

-33.81 -35.41 -37.01 -38.52 -3,9.89 -41.25 -42,63 -43.96 

-45.21 -46.38 -47.47 -48.-50 -49.52 -50.58 -51.75 -52.95 

-53.99 -54.90 -55'~ 89 -57.02 -58.25 -59.57 -60.85 -61. 93 

-62.72 -63.18 -63.20 -62.99 -62.53 -61.69 -60.06 -57.90 

-54.66 -50.11 -45.53 -40.59 -35.59 -30.40 -25.21 -20.03 

-14.84 - 9.67 - 4.74 0.19 5.13 9.85 14.49 17.41 

20.35 

*Listed from 8 sh altitude to ground level-in steps of 0.1 sh 

The original a priori covariance matrix is given in table F.2. 

The indices indicate the height in sh(i.e. -In(p/p )). 
o 



TABLE F.2 The Mid-Latitudes summer a priori covariance matrix 



8 . 7.9 7.8 7.7 7.6 7.5 7.4 7.3 7.2 7.1 7 6.9 6.B 6.7 6.6 6.5 6.4 6.3 6.2 6.1 
6 44·H 7.9 43. 42.90 

7.S 40.64 41.23 41.06 
7.7 36.79 37.99 39.09 38.64 
7.6 32.68 34.02 35.69 36.46 35.96 
~.5 28.69 29.93 31. 66 33.11 34.17 34.36 

.4 24.14 25.21 26.80 28.51 30.:;9 F·49 32.80 
7.~ 19.29 20.14 21. 52 23.3 25.86 8.84 31.16 32.01 
7. 15.90 16.49 17.59 19.28 H:~~ 25.20 28.60 ~1.28 32.46 
7.1 14.73 15.05 15.79 17.16 22.50 25.98 9.34 31.89 33.09 

7 H.77 14 .88 15.28 16.24 17.98 20.45 23.58 26.96 30.18 32.97 34.91 
6.9 15.01 14.96 15.06 15.62 16.84 18.79 21.43 24.55 27.87 31.51 35.10 37.20 
6.8 15.45 15.27 15.09 15.28 16.05 17.50 19.67 22.34 25.31 26.99 33.33 36.93 38.69 
g.7 16.63 16.34 15.93 15.76 16.10 17.06 16.76 20.84 23.19 26.45 30.79 35.19 38.71 40.96 

.6 18.42 la .06 17;49 17.00 16.92 17.47 18.69 20.20 21.88 24.52 28.48 32 .97 37.40 41.41 43.97 
6.5 20.06 19.64 18.95 18.24 17.86 18.12 19.05 20.18 21.33 23.37 26.71 30.76 35.23 40.06 44.29 46. 62 
6.4 21.05 20.59 19.84 19.05 i s • 58 18.75 19.61 20.63 21.57 23.13 25.79 29.12 33,07 37.85 42.81 46.64 48.36 
6.3 21.19 20.76 20.07 19.40 9.03 19.24 20.09 2L14 22.05 23.31 25.35 27.95 31.17 35.42 40.27 44.02 47.50 48.14 
6.2 20.77 20.44 19.94 19.52 19.40 19.68 20.41 21. 33 22.17 23.22 24.81 26.80 29.32 32.87 37.15 41.24 44.51 46.38 46.33 
6.1 20.39 20.18 19.92 19.86 20.07 20.46 20.98 21. 60 22.27 23.18 24.52 26.04 27.87 30.59 34.08 37.59 40.70 43.15 44.56 44.66 

6 ~0.i8 20.27 20.~5 2°'8~ 2i' OO 2L5~ 2~.83 22'B 2~'F BJ~ 2!.70 2~.9~ 27.p 2!L££ 3~.64 H· 43 37.01 39.52 41. 53 4~.~~ 5.9 "D.:. 20.55 20. 8 21. 2 .57 22.0 2 .22 22. 2 . 6 2 .36 2 .4 26. S 27. 2 .56 .66 33.7 35.69 37.6 3 ., 
5 .. 8 20. SO 20.65 20.84 21.06 2LEB 21.63 21. 54 21.21 21.15 21. 70 22.75 23.77 24.58 25.71 27.29 28.87 30.36 31.74 33.10 34.98 
5.7 20.21 20.39 20.56 20.61 20. 2 20.54 20.15 19.56 19.27 19.70 20.71 ~1.70 22.49 23.55 24.94 26.23 27.34 2B.22 28.99 30.33 
5.6 19.31 H.45 19.54 19.47 19.31 19.07 18.61 18.03 p.78 18.27 19.26 0.12 20.74 21.62 22.84 23.96 24.85 25.43 25.85 26.81 
5.5 17.55 17.57 17.50 17.36 17.24 17.11 16.86 16.54 6.56 17.20 ~8.19 16.94 19.37 20.04 21.04 21.99 22.66 23.10 23.43 24.30 
5.4 15.55 IS .43 15.19 14.99 14 .96 15.02 15.02 14.99 15.24 16.04 17.12 17.89 18.27 18.8e 19.62 20.35 20.62 21.12 :U.49 22.35 
5.3 14.13 13.94 13.64 13.43 13.42 13.57 13.72 13.81 14.12 14.92 16.05 16.91 17.33 17.83 18.57 19.15 19.45 19.68 20.07 20.83 
5.2 13.23 13.C8 12.85 12.69 12.73 12.93 13.12 13 .20 1~.38 13.98 14.95 15.77 16.25 16.82 17.62 18.21 18.50 18.74 19.08 19.64 
5 .. 1 12.54 12.46 12.31 12.23 12.34 12.60 12.82 12.89 1 .94 13 .28 13.95 14.62 15.14 15.85 16.78 17.47 17.83 18.08 1B.31 18.67 

5 11. 90 11. 85 11.73 11.68 11.87 12.20 12.46 12.65 12.76 12.99 13.45 13.98 l4.49 15.25 16.21' 16.95 17.38 17.61 17.75 18.03 
4.9 11.06 11. 00 10.87 10.88 11.15 11.55 11. 93 12.26 12.56 12.89 13.32 13.76 14 :18 14 .83 15.72 16.47 16.99 17.28 17.41 17.71 
4.& 10.11 10.0C 9.868 9.929 10.27 10.71 11.11 11.53 11.97 12.~3 12'15 13 .39 13.75 14 •. p 15.19 15.94 16.53 16.93 17.11 1'.44 4.7 9.668 9.525 9.3~9 9.370 9.650 9.979 10.24 10.53 10.91 11. 44 12. 0 12.66 13.10 13. 8 14.63 15.30 15.82 16.23 16.46 6.77 
4.6 9.574 9.452 9.27C 9.205 9.308 9.406 9.406 9.426 9.611 10.10 10.87 11..57 12.13 12.86 13.67 14.17 14 .47 14.77 15.04 15.41 
4.5 9.151 9.091 8.959 8.862 8.841 8.770 8.563 8.394 8.399 8.808 9.584 10.32 10.88 11.55 12.27 12.65 12.76 12.94 13 .23 13.73 
4.4 8.204 8.189 8.105 8.016 7.962 7.862 7.660 7.448 7.413 7.757 8.448 9.113 9.604 10.21 10.8~ 11.~4 11·r2 11.42 11.64 12.15 
4.3 7.110 7.099 7. CD 6.900 6.824 6.757 6.646 6.543 6.55j 6.841 7.393 7.954 9.395 8.949 ~J~6 10. 3 10. 8 10.23 10.32 10.69 
4.2 6.324 6.309 6.198 6. C26 5.909 5.881 5.874 5.863 5.89 6.064 6.433 6.854 7.217 7.705 8.802 9.050 ~.126 9.123 9.360 
4.1 5.881 5.897 5.819 5.632 5.493 5.499 5.535 5.504 5.431 5.420 5.569 5.802 6.046 6.466 7.062 7.559 7.861 .989 8.011 8.242 

4 5.376 5.449 5.461 5.p6 5.221 5.245 5.258 5.p3 4.ap 4.705 4.671 4.745 j:5~~ 5.29~ ~:~~§ 6.387 ~:~§~ 6.829 g:iH ~:U~ 3.9 4.710 4.809 4.877 4. 14 4.743 4.176 4.749 4. 31 4.2 2 3.961 3.881 3.924 4.47 5.495 5.929 
3.8 4.036 4.123 ·4.178 4.137 4.107 4.148 4.097 3.871 3.584 3.401 3.405 3.516 3.697 4.051 4.509 4.848 5.067 5.257 5.457 5.625 
3.7 3.425. 3.496 3.p5 3.449 3.409 3.418 3.335 3.137 2.957 2.925 3.069 3.269 3.444 3.687 3.963 4.135 4.250 4.373 4.5lJ 4.809 
3.6 3.111 3.166 3. 41 3.011 2.887 2.797 2.635 2.434 2.354 2.492 2.799 3.086 3.246 3.385 3.526 3.574 3.544 3.502 3.539 3.736 
3.5 2.984 3.029 2.983 2.812 2.625 2.457 2.236 2.020 1. 989 2.249 2.693 3.069 3.251 3.371 3.492 3.499 3.357 3.162 3.061 3.241 
3.4 2.278 2.321 2.289 2.152'1.997 1.861 1. 704 1.563 1.582 1. 665 2.324 2.717 2.922 3.062 3.200 3.199 3.024 2.801 2.669 2.837 
3.3 .9009 .9445 .9498 .8893 .817 3 .7702 .7500 .7693 .8695 1.112 1.472 1.800 1.985 2.098 2.186 2.154 2.014 1.881 1.827 1. 932 
3.2 - .. 2~6 -.177 -.10) -.074 -.070 -.048 .0354 .1775 .3284 .4979 .7263 .9656 1.112 1.164· 1.161 1.090 1.015 1. 005 1.025 1. e99 
3.1 -.671 -.540 -.379 -.277 -.224 -.154 -.018 .1591 .2802 .3317 .4104 .5494 .6486 .6517 .5943 .5289 .5368 .6303 .7129 .7S55 

3 -.635 -.453 -.234 -.100 -.034 .0507 .1925 .3378 .3752 .3005 .2528 .3033 .3455 .2990 .2168 .1843 .2612 .4145 .5321 .6161 
2.9 -.414 -.232 -.005 .1355 .1816 .2190 .3066 .3879 .3455 .1982 .1039 .1173 .1068 -.005 -.128 -.159 -.072 .0722 .1725 .2506 
2.8 -.093 .0524 .2637 .4202 .4525 .4147 .4119 .4271 .3463 .1914 .1041 .0969 .0281 -.147 -.313 -.373 -.317 -.217 .163 -.112 
2.7 .3323 .4395 .6482 .8627 .9516 .8949 .8038 .7437 .6610 .5647 .5243 .4883 .3403 .1121 -.071 -.146 -.111 -.032 -.001 .0218 
2.6 .9460 1.021 1.238 1.546 1. 186 1.830 1.726 1.621 1.582 1. 625 1. 704 1.668 1. 450 1.196 1.041 .9856 1.014 1.076 1.096 1.099 
2.5 1.893 1. 922 2.118 2.492 2.889 3.099 3.088 3.038 3.118 3.372 3.644 3.669 3.419 3.165 3.062 3.045 3.072 3.109 3.099 3.066 
2.4 2.941 2.907 3.047 3.439 3.942 4.30g 4.420 4.488 4.721 5.185 5.660 5.786 5.539 5.276 5.192 5.208 5.268 5.311 5.281 5.257 
2.3 3.750 3.683 3.820 4.256 4. 829 5.26 5.480 5.638 5.969 6.553 7.133 7.276 6.959 6.630 6.558 6.681 6.891 7.016 6.965 6.896 
2.2 4.489 4.451 4.698 5.243 5.796 6.112 6.174 6.207 6.474 7.036 7.572 7.629 7.227 6.856 6.823 7.099 7.534 7.826 7.811 7.719 
2.1 4.950 4.957 5.331 5.990 6.509 6.661 6.522 6.374 6.510 6.995 7.478 7.485 7.042 6.651 6.649 7.043 7.664 8.115 a .146 S .044 

2 4.789 4.821 5.260 5.944 6.364 6.~48 6.0~2 5.797 5.857 6.326 6.827 6.860 6.455 6.0~5 6.075 6.474 7 .14~ 7.634 7.p2 Z'a4~ 1.9 4.232 4.326 4.764 5.298 5.473 5. 16 4.6 1 4.192 4.102 4.526 5.038 5.139 4.833 4.4 5· 4.362 4.560 5.02 5.368 5._74 ". 1 1.8 1.032 1.216 1. 628 2.037 2.071 1.761 1.249 .7393 .5129 .5745 .5788 .2726 -.262 -.832 -1.28 -1.48 -1.41 -1. 27 -1.27 -1.36 
1.7 -1.65 -1.59 -1. 37 -1.23 -1.41 -1. 76 -2.18 -2.60 -2.S8 -3.11 -3.48 -4.00 -4.57 -5.20 -5.84 -6.30 -6.49 -6.46 -6.39 -6.40 
1.5 -2.59 -2.60 -2.57 -2.62 -2.84 -3.08 -3.35 -3.72 -4.07 -4.42 -4.B7 -5.29 ~5.63 -6.11 -6.77 -7.38 -7.73 -7.80 -7.77 -7.80 
1.5 -4.43 -4.39 -4.37 -~.46 -4.67 -4.80 ·-4.89 -5.09 -5.42 -5.92 -6.52 -6.88 -6.95 -7.11 -7.58 -8.14 -8.55 -8.67 -8.55 -8.38 
1.4 -6.44 -6.36 -6.35 - .48 -6.68 -6.72 -6.64 -6.66 -6.96 -7.58 -8.29 -8.57 -8.34 -8.17 -8.44 -B.95 -9.42 -9.59 -9.36 -B.gS 
1.3 -7.41 -7.26 -7.25 -7.43 -7.55 -7.43 -7.25 -7.29 -7.71 -8.51 -9.36 -9.62 -9.21 -8.BO -8.B5 -9.23 -9.68 -9.BB -9.59 -9. 1 
1.2 -8.29 -8.08 -8.08 -8.29 -8.§5 -8.09 -7.83 -7. 8~ -8.39 -9.36 -10.3 -10.6 -10.0 -9.39 -9.24 -9.50 -9.95 -10.2 -9.82 -1. 11 
1.1 -8.98 -8.71 -8.66 -8.86 -8. 0 -8.63 -8.35 -8.4 -9.12 -10.3 -11.4 -11.8 -11.1 -10.4 -10.2 -10.5 -10.9 -11.2 -10.7 - 0.0 

1 -9.67 -9.34 -9.26 -9.45 -9.48 -9.19 -8.93 -9.10 -9.89 -11.3 -12.6 -13.0 -12.3 -11.5 -11.3 -11.5 -12.0 -12.2 -11. 7 -10.9 
0.9 -9.99 -9.63 -9.52 ·-9.70 -9.73 -9.48 -'1.26 -9.48 -10.3 -11.~ -13.3 -13.7 -12.9 -12.1 -11.8 -12.1 -12.5 -12.7 -12.2 -11.4 
0.6 -9.12 -9.83 -8.82 -9.08 -9.20 -9.08 -8.99 -9.25 -10.0 -11. -1~.6 -12.9 -12.1 -11.3 -11'3 -lfi·2 -11.7 -11.9 -p.4 -10 1 
0.7 -8.27 -8.06 -8.18 -8.53 -8.75 -8.74 -8.76 -9.n -9.69 -10. -1 .0 -12.1 -11.4 -10.6 -10. -1.5 -10.9 -1.2-0.6 -9.~ 
0.6 -9.40 -9.24 -9.38 -9.76 -9.93 -9.78 -9.57 -9.64 -10.2 -11. 4 -12.6 -12.8 -12.1 -11.5 -11.4 -11.6 -12.0 -12.2 -11.6 -10.7 N 
0.5 -10.6 -10.5 -10.7 -11.1 -11.2 -10.9 -10.4 -10.3 -10.7 -11.9 -13.2 -13.5 -12.9 -12.4 -12.4 -12.8 -13.1 -13.2 -12.6 -11. 7 ;I::. 
0.4 -11.9 -11. 8 -12.0 -12.4 -12.5 -12.0 -11.3 -10.9 -11.3 -12.5 -13.8 -14.2 -13.8 -13'3 -13.6 -14.0 -14.3 -14.3 -13.6 -12.7 ..J 0.3 -12.1 -12.1 -12.5 -13.0 -13.0 -12.4 -11.4 -10.7 -11. C -12.5 -14 .3 -14.9 -14.3 -13. -14.0 -14.3 -14.6 -14.3 -13.5 -12.4 
0.2 -11.9 -12.0 -12.5 -13.1 -13.2 -12.4 -11.1 -10.1 -10.5 -12.4 -14.7 -15.5 -14.7 -14.0 -14.0 -14.3 -14.4 -13.9 -12.9 -11.6 
0.1 -9.17 -9.23 -9.95 -11. 0 -11.4 -11.0 -10.1 -9.35 -9.44 -10.4 -11.3 -ll.2 -10.0 -8.90 -8.47 -8.58 -8.89 -8.81 -7.98 -6.91 

0 -6.89 -6.52 -6.~O -8.10 -9.03 -9.00 -8.26 -7.55 -7.45 -7.7S -7.76 -7.03 -5.87 -4. i3 -3.90 -3.59 -3.71,-3.80 -3.59 -3.39 



;J 
6 < 5.9 5.8 5.7 5.6 5.5 5.4 5.3 5.2 5.1 5 4.9 4.8 4.7 4.6 4.5 4.4 4.3 4.2 4.1 

.8 
7.7 
7.6 
7.5 
7.4 
7.3 
7.2 
7.1 

7 

~)§ 
6.7 
6.6 
6.5 
6.4 
6.3 
6.2 
6.1 

6 43.54 
5.9 41.57 41. 43 
5.8 37.28 39.53 37.47 
5.7 32.39 34.13 34.49 33.27 
5.6 28.47 30.01 30.79 30.71 29.53 
5.5 25.67 26.72 27.10 27.20 26.96 25.77 
5.4 23.46 23.98 23.76 ~~:U 23.56 23.47 22.63 
5.3 21. 64 21. 76 21.16 20.48 20.78 20.96 20.53 
5.2 20.17 20.l0 19.43 18.69 18.34 18.50 19.01 19.39 19.18 
5.1 1~.04 18.96 18.40 17.69 17.17 17.04 17.37 17.90 19.24 17.98 

5 1 .42 18.47 18.02 17.35 16.72 16.32 16.26 16.49 16.82 16.98 16.65 
4.9 18.22 18.40 111.03 17.35 16.61 15.94 15.49 15.30 15.32 15.50 15.74 15.73 
4.8 17 .99 18.25 17.92 17 .21 16.34 15.43 14.70 14.25 14.02 14.01 14.44 15.11 15.35 
';.7 17.31 17.61 17.36 16.67 15.72 14.68 13.83 13.30 12.96 12.77 13.07 13.89 14.64 14.55 
4.6 15.99 16.38 16.26 15.66 14.78 13 .81 13.01 12.49 12.10 11.80 11. 87 12.44 13.17 13.46 12.97 
4.5 14.43 14.94 14.92 14.41 13.66 12.88 12.25 11.81 11. 43 11.09 10.98 11.23 11.64 11.93 11.88 11. 44 
4.4 12.91 13.49 13.53 13.08 12.40 11.73 11.24 10.93 10.6i! 10.40 10.23 10.26 10.38 10.47 10.54 10.54 10.23 
4.3 11. 38 11.94 12.00 11. 60 10.95 10.29 9.833 9.653 9.574 9.430 9.296 9.266 9.235 9.155 9.125 9.245 9.345 9.009 
4.2 9.945 10.44 10.48 10.09 9.489 8.851 8.417 8.300 8.317 8.257 8.180 B·165 B .105 7.958 7.827 7.864 B.062 8.093 7.663 
4.1 8.7% 9.247 9.229 8.845 8.324 7.794 7.415 7.305 7.318 7.259 7.185 7. 66 7.1n 6.959 6.800 6.748 6.871 7.006 6.936 6.663 

4 7 .. 84:; 8.277 8.254 7.914 7.505 7.128 6.846 6.739 tIH ~.619 6.51~ 6.461 6.375 6.225 G.op 5.987 6.067 6.191 g:~~~ ~:§~~ 3.9 7.087 7.504 7.501 7.210 6.890 6.655 6.500 6.440 .294 6.16 6.088 5.987 5.825 5.6 5 5.595 5.684 5.79 
3.8 6.370 6.762 6.766 6.494 6.229 6.112 6.039 6.139 6.146 6.040 5.895 5.807 5.727 5.597 5.446 5.3~B 5.497- 5.584 5.534 5.480 
3.7 5.300 5.682 5.717 5.507 5.339 5.353 5.4B2 5.626 5.670 5.556 5.390 5.288 5.230 5.161 5.060 5.0 4 5.143 5.238 5.173 5.064 
3.6 4.195 <:'.586 4.680 4.580 4.546 4.688 ~:n~ 5.124 5.151 4.997 4.80~ 4.675 4.625 4.6C6 4.562 4.553 4. 654 4.752 4.701 !:l~~ 3.5 3.673 4.047 4.159 4.115 4.153 4.359 4.861 4.855 4.654 4.42 4.287 4.247 4.261 4.235 4.202 .251 4.303 4.235 
3.4 3.197 3.485 3.537 3.474 3.516 3.739 4.053 4.285 4.284 4.088 3.872 3.752 3.734 3.747 3.688 3.603 3.599 3.617 3.553 3.474 
3.3 2.176 2.352 2.330 2.229 2.257 2.479 2.806 3.057 3.092 2.955 2.809 2.753 2.768 2.757 2.645 2.526 2.515 2.554 2.556 2.560 
3.2 1.261 1.377 1.313 1.164 :6a~~ ~6H~ 1. 610 1. 865 1.942 1..885 1.829 1. 843 1.896 1.873 1.723 1.5S~ 1.582 1.547 1. 7l~ 1. 786 
3.1 .9214 1. 023 .9343 .7203 .9395 1.190 1.317 1.339,1.341 1.373 1.428 1.401 1.239 1. 09 1.090 1.157 1.23 1.3H 

3 .7501 .8409 .7126 .4336 .2576 .2969 .4980 .7290 .8814 .9483 .9621 .9678 .9951 .9677 .8333 .7215 .7251 .7867 .6677 .9632 
2.9 .3828 .4453 .2572 -.061 -.228 -.174 .0041 .1901 .3101 .3600 .3558 .3466 .3728 .3734 .3079 .2657 .2923 .3514 .4385 .5345 
2.8 -.006 -.010 -.270 -.584 -.672 -.554 -.~77 .237 -.173 -.172 -.201 .203 -.151 .107 -.104 -.088 -.050 -.002 .0903 .197~ 
2.7 .0663 -.053 -.401 -.677 -.654 -.461 -. 78 -.170 -.156 -.20B -.260 -.244 -.160 -.102 -.09E! -.095 -.093 -.089 -.023 .0Bl 
2.6 1.065 .7885 .3110 .0428 .1493 .3775 .5231 .5554 .4801 .3524 .2849 .3464 .4628 .4767 .3760 .2738 .1821 .0918 .0704 .1119 
2.5 2.591 2.550 1. 885 1. 527 1. 633 1.839 1. 889 1.772 1.537 1.296 1.214 1. 325 1. 456 1. 384 1.132 .8855 .6672 .4402 .2805 .2080 
2.';- 5.133 4.576 3.722 3.209 3.234 3.387 3.341 3.068 2.656 2.290 2.172 2.290 2.388 2.212 1.821 1. 442 1.092 .7240 .4HS .2880 
2.3 6.757 6.167 5.218 4.580 4.504 4.568 4.412 4.002 3.449 2.967 2.764 2.866 2.915 2.665 2.193 1.723 1. 264 .7910 .4515 .2677 

< 2.2 7.582 7.004 6.033 5.304 5.089 5.051 4.866 4.446 3.841 3.264 2.991 3.044 3.112, 2.854 2.306 1.729 1.181 .6650 .3330 .1842 
2.1 7.929 7.392 6.427 5.642 5.310 5.182 5.004 4.642 4.039 3.375 3.001 3.028 3.124 2.873 2.289 1. 660 1.076 .5682 .2798 .1756 

2 7.269 6.730 5.809 5.055 4.712 4.609 4.539 4.321 3.838 3.220 2.601 2.746 2.779 2.4~8 1.899 1.261 .6906 .2395 .0421 .0148 
1.9 4.837 4.428 3.727 3.145 2.916 2.951 3.057 3.034 2.767 2.314 1. 922 1. 790 1. 754 1.4 3 .9666 .4270 -.046 -.374 -.438 -.370 
1.8 -1.43 -1.52 -1. 57 -1.45 -1.16 -.788 -.435 -.277 -.351 -.578 -.921 -.911 -.904 -.992 -1.16 -1.31 -1.42 -1. 42 -1. 23 -.946 
1.7 -6.41 -6.26 -5.84 -5.19 -4.48 -3.77 -3.13 -2.75 -2.62 -2.63 -2.73 -2.81 -2.86 -2.91 -2.86 -2.63 -2.30 -1. 92 -1.46 -1.02 
1.6 -7.70 -7.22 -6.40 -5.55 -4.89 -4.26 -3.59 -3.08 -2.79 -2.65 -2.69 -2.80 -2.84 -2'.60 -2.65 -2.34 -1.91 -1. 45 -.985 - ~64 
1.5 -B.10 -7.46 -6.52 -5.68 -5.12 -4.55 -3.84 -3.23 -2.79 -2.52 -2.49 -2.61 '-2.63 -2.52 -2.2B -l.8S -1.33 -.768 -.309 .0 97 
1.4 -8.45 -7.66 -6.63 -5.86 -5.44 -4.92 -4.18 -3.46 -2.87 -2.43 -2.31 -2.42 -2.43 -2.23 -1.88 -1. 37 .680 .0056 .456g .7717 
1.3 -8.40 -7.49 -6.30 -5.44 -5.06 -4.66 -3.96 -3.18 -2.45 -1. 86 -1.65 -1.77 -1.84 -1.65 -1.25 -.664 .1060 .B071 1.17 1.392 
1.2 -8.40 -7.38 -6.03 -5.06 -4.72 -4.41 -3.76 -2.93 -2.08 -1.35 -1.06 -1.21 -1. 34 -1.15 -.686 -'°86 .8375 1.543 1.B27 1.945 
1.1 -9.33 -B.33 -6.90 -5.82 -5.38 -5.02 -4.37 -3.59 -2.7B -2.05 -1.73 -1.B7 -2.01 -1. 74 -1.12 -.3 5 .6154 1.358 1.641 1.754 

1 -10.3 -9.32 -7.83 -6.62 -6.08 -5.66 -5.01 -4.28 -3.53 -2.BO -2.44 -2.59 -2.73 -2.37 -1.58 -.626 .3739 1.153 1.433 I:H~ 0.9 -10.8 -9.87 -8.34' -7.05 -6.45 -6.01 -5.38 -4.71 -4.04 -3.35 -2.99 -3.14 -3.28 -2.B4 -1.93 -.896 .1475 .9515 1.226 
O.B -9.92 -9.04 -7.57 -6.34 -5.81 -5.42 -4.90 -4.18 -3.63 -3.08 -2.79 -2.95 -3.06 -2.63 -1. 77 -.808 .1895 .gel~ i:H§ 1.2H 
0.7 -9.05 -8.21 -6.79 -5.59 -5.13 -4.78 -4.17 -3.60 -3.18 -2.76 -2.55 -2.70 -2.78 -2.36 -1.57 -.692 .2565 1.03 1.2 
0.6 -9.95 -8.89 -7.22 -5.91 -5.47 -5.17 -4.61 -4. 08 -3.68 -3.26 -3.02 -3.09 -3.05 -2.56 -l.BO -.957 .0222 .8871 1.197 1. 204 
0.5 -10.9 -9.60 -7.67 -6.25 -5.83 -5.58 -5.C7 -4.59 -4.20 -3.79 -3.53 -3.50 -3.33 -2.77 -2.03 -1. 24 -.230 .7214 1.125 1.190 N 
0.4 -11. 9 -10.3 -8.13 -6.59 -6.20 -6.00 -5.55 -5.11 -4.75 -4.35 -4.06 -3.93 -3.62 -2.99 -2.28 -1.53 -.501 .5396 1. 044 1.171 ~ 

8J -11.4 -9.60 -7.19 -5.60 -5.29 -5.18 -4.83 -4.51 -4.22 -3.62 -3.45 -3.19 -2.81 -2.23 -1.62 -.939 .1263 1.240 1. 776 1.905 CO 
-10.2 -S.lS -5.62 -4.04 -3.B2 -3.79 -3.54 -3.37 -3.1B -2.78 -2.29 -1.89 -1.49 -1.02 -.570 .0402 1.140 2.325 2.857 2.949 

0.1 -6.03 -4.87 -3.35 -2.42 -2.24 -1. 98 -1.41 -.912 -.414 .2923 .9863 1.309 1.393 1. 563 1. 845 2.308 3.067 3.7B6 3.997 3.926 
0 -3.46 -3.26 -2.29 -1.24 -.768 -.707 -.679 -.4CO .3155 1.432 2.511 3.074 3.249 3.394 3.528 3.699 4.052 4.478 4.623 4.465 



4 . 3.9 3.8 3.7 3.6 3.5 3.4 3.3 3.2 3.1 3 2.9 2.6 2.7 2.6 2.5 2.4 2.3 2.2 2.1 
8 

7.9 
7.8 
7.7 
7.6 
~.5 .4 
7.~ 7. 
7.1 

7 
6.9 6.a 
6.7 
6.6 
6.S 
6.4 
6.3 
6.2 
6.1 

6 
5.9 
5.8 
5.7 
5.6 
5.5 
5.4 
5.3 
5.2 
5.1 

5 
4.9 
4.8 
4.7 
4.6 
4.5 
4.4 
4.3 
4.2 
4.1 

4 6.~~2 3.9 5. ~1 5.985 
3.8 5.589 5.835 5.991 
3.7 5.126 5.433 5.792 5.859 
3.6 4.620 4.688 5.277 5.5~0 5.495 
3.5 4.145 4.361 4.687 4.9 4 5.167 5.112 
3.4 3.509 3.690 3.953 4.218 4.462 4.579 4.299 
3.3 2.632 2.788 3.006 3.240 3.458 3.616 3.564 3.196 
3.2 1.8a5 2.020 2.207 2.414 2.584 2.701 2.746 ~.650 2.408 
3.1 1.436 1.558 1. 731 1. 913 2.030 2. en 2.130 .129 2.088 2.002 

3 1. 049 1.151 1.309 1. 468 1. 551 1. 586 1. 621 1. 655 1.712 1. 790 1.766 
2.9 .5971 .6611 .7854 .9247 1. 003 1.046 1.112 1.196 1. 300 1.442 1. 566 1. 580 
2.8 .2528 .2624 .3662 .4923 .5870 .6496 .7406 .8612 .9763 1.111 1.290 1.470 1. 573 
2.7 .1397 .1597 .2295 .3559 .4641 .5354 .6225 .7345 .8327 .9373 1.100 1.326 1.578 1.815 
2.6 .1393 .1614 .2519 .3905 .4979 .5681 .6450 .7271 .7870 .B602 .9983 1.209 1.514 1.964 2.567 
2.5 .1640 .1717 .2792 .4143 .5004 .5676 .6452 .6987 .7125 .7572 .8916 1.094 1. 408 2.030 3.020 3.995 
2.': .1815 .1486 .2326 .3373 .3920 .4548 .5411 .5961 .5766 .6065 .7437 .9488 1.266 1.961 :3 .184 4.537 5 .• 470 
2.3 .1261 .0488 .0928 .1565 .1746 .2238 .3192 .3890 .4073 .4509 .5887 .7935 1.122 1.853 3.167 4.698 5.902 6.678 
2.2 .0591 -.042 -.062 -.090 -.161 -.160 -.057 .0450 .1328 .2214 .3683 .5808 .9272 1.669 2.970 4.499 5.797 6.814 7.465 
L1 .0646 -.056 -.132 -.269 -.475 -.558 ~.457 -.298 -.134 .0016 .1689 .4079 .7856 1. 536 2.798 4.259 5.550 6.705 7.790 8.547 

2 -.060 -.179 -.28S -.509 -.8C4 -.912 -.772 -.527 -.311 -.171 -.008 .2504 .6453 1.367 2.533 3.858 5.051 6.220 7.561 8.783 
1.9 -.387 -.458 .515 -.670 -.894 -.963 -.810 -.553 -.342 -.230 -.095 .1459 .5106 1.150 2.128 3.185 4.12 5.086 6.357 7.587 
LB -.725 -.795 -.874 -.946 -1.02 -L06 -.979 -.733 .493 -.382 -.264 .025 .2965 .6959 1.170 1.587 1.942 2.4G8 3.289 4.212 

t· 7 -.7£1 -.759 -.86S -.896 -.851 -.866 -.S24 -.584 -.339 -.260 -.196 -.Oll .2128 .3288 .2653 .0264 -.195 -.208 .3203 .9678 
.6 -.233 -.251 -.2 4 -.211 -'blB -.llS -.128 .0064 .1784 .235~ .2333 .2600 -.2278 -3.-4 _.467 -1.10 -1.63 -1. 95 -~.6a -~.27 

r· 5 
1

3760 .5249 .5557 .62 7 _7 72 .6819 .5747 .5153 .5175 .484 .3635 .18i5 -.060 -.503 -1. 27 -2.22 -3.03 -3.60 -.66-.56 
.4 .112 1.374 1.483 1:550 1.~05 ~.541 1.321 1.045 .8556 .71J.9 .4700 .08 0 -.388 -1.04 -2.10 :~:~~ -4.45 -5.:29 -5.72 -5.95 

1.3 1.725 2.062 2.226 2.284 2. 31 .291 2.033 1. 589 1.197 .92 3 .5480 -.G09 -.614 -r· 5O -2.76 -5.55 -6.66 -7.42 -7.95 
1.2 2.265 2.667 2.883 2.940 2.988 2.974 2.682 2.084 1.503 1. 095 .6101 -.093 -.9 i - .92 -3.38 -5.09 -6.60 -7.95 -9.04 -9.87 
1.1 2.111 2.566 2.822 2.939 3,075 3.124 2.851 2.232 1.598 1.136 .6188 -.083 -.89 -1.97 -3.60 -5.51 -7.21 -8.75 -10.0 -11.0 

1 1. 931 2.443 2.7412.922 3.153 3.269 3.016 2.375 1.687 1.168 .6191 -.078 -.874 -2.02 -3.62 -5.95 -7.83 -9.57 -11.0 -12.2 
0.9 1.717 2.257 2.584 2.824 3.131 3.291 3.052 2.410 1. 701 1.153 .5926 -.090 -.873 -2.06 -3.97 -6.23 -8.22 -10.1 ~11.6 -12.9 
0.8 1. 584 2.082 2.411 2.673 2.972 3.084 2.804 1. 177 i· 506 .9932 .4752 -.lil -.97! -2.15 -3.g7 -6.08 -7.91 -§'i2 -ib· l -rI· 2 
0.7 .464 1.913 2.241 2.514 2.786 2.831 2.500 .8a5 .259 .7680 .3174 -.3 2 -1.1 -2.27 -4. 0 -5.95 -7.62 - • 9 - .5 - .5 
0.6 1.443 1. 823 2.064 2.262 2.465 2.442 2.066 1.472 .9402 .5570 .0824 -.602 -1.46 -2.74 -4.6B "-6.86 -8.60 _10.1 -11.1 -11.9 h.l 
0.5 1.416 1. 720 1. 867 1.961 2.106 2.015 1. 596 1.023 .5952 .3075 -.170 -.912 -1.83 -3.23 -5.40 -7.61 -9.63 -11.0 -11.8 -12.2 ;1::0 
0.4 1.3~3 1.604 1.649 1.675 1. 721 1.552 1.0B7 .5397 .2246 .0399 -.441 -1.24 -2.23 -3.75 -6.15 -B.81 -10.7 -12.0 -12.4 -12.6 <..D 
0.3 2.1 7 2.365 2.333 2.175 1. 987 1. 630 1.034 .4054 .1159 -.005 -.536 -1.49 -2.65 -4.42 -7.16 -10.1 -12.1 -13.3 -13.6 -13.6 
0.2 3.212 3.497 3.409 3.023 2.534 1.942 1.176 .4119 .1029 .0313 -.566 -1.71 -3.10 -5.17 -6.28 -11.5 -13.7 -14.8 -15.1 -15.0 
0.1 4.135 4.596 4.822 4.656 4.403 4.177 3.626 2.681 2.003 1.770 1.252 .1226 -1.34 -3.13 -5.31 -7.48 -9.27 .-10.8 -12.3 -13.4 

0 4.411 4.631 4.746 4.518 4.341 4.387 4.092 3.190 2.449 2.317 2.152 1.373 .1371 -1.23 -2.48 -3.66 -5.12 -7.03 -9.42 -11.3 



2 
B 

1.9 La 1.7 1.6 1.5 1.4 1.3 1.2 1.1 1 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 a 
~.9 .8 
7.7 
7.6 
7.5 
7.4 
7.3 
7.2 
7.1 

7 
6.9 
S.B 
6.7 
6.6 
6.5 
6.4 
6.3 
6.2 
6.1 

6 
5.9 
5.8 
5.7 
5.6 
5.5 
5.4 
5.3 
5.2 
5.1 

5 
4.9 
4.8 
4.7 
4.6 
4.5 
4.4 
4.3 
402 
Ll 

4 
3.9 
3.8 
3.7 
3.6 
3.5 
3.4 
3.3 
3.2 
3.1 

3 
2.9 
2.8 
2.7 
2.6 
2.5 
2.4 
2.3 
2.2 
2.1 

2 9.445 
1.9 8.517 8.333 
1.8 5.123 5.5'54 5.650 
1.7 1. 812 2.833 4.752 6.066 
1.6 -.599 .4315 3.099 5'U9 7.164 
l·5 -~.ll -1.98 ~i~r~ 4. 6 6.322 6.942 

.4 - .74 -4.57 2.574 5.320 7.490 9.721 

iJ -7.92 -6.72 -2.98 1.172 4.~64 7.670 10.91 13.24 
-10.0 -Bon -4.72 -.124 3. 65 7.816 11.96 15.36 18.49 

1.1 -11.2 -9.98 -5.57 -.597 3.652 7.901 12.37 16.09 19.62 21.53 
1 -12.5 -11.2 -6.47' -1.11 3.392 7.946 12.74 IS .81 20.76 23.50 26.35 

C.9 -13.3 -12.0 -7.03 -1.50 3.072 7.79C 12.77 7.02 21.22 24.52 27.97 30.07 
0.8 -12.6 -11.4 -6.80 -1.67 2.502 7.061 11.86 15.96 19.98 22.97 26.10 2~.21 27'F 0.7 -11.8 -10.8 -6.51 -1.80 1.954 6.338 10.94 14.87 18.70 21.32 24.08 2 .16 26. 5 26.23 
0.6 -12.0 -11.1 -6.38 -1.42 2.503 6.972 11. 65 15.51 19.26 21.86 24.59 26.62 26.63 26.59 27.97 IV 
0.5 -12.2 -11.3 -6.22 -.992 3.090 7.636 12.3S 16.16 19.82 22.38 25.06 27.04 26.97 26.91 29.36 31. 91 (Jl 
0.4 -12.4 -11.4 -6.02 ~.533 3.712 8.329 13.12 16.81 20.36 22 .S8 25.50 2~.42 2~.25 27.17 30.77 34.55 3~.p 0 8. 3 -13.4 -12.5 -6.61 -.776 3.%4 9.024 14.34 18.27 22.03 24.60 27.26 2 .la :2 .92 26.79 32.94 37.31 4 • S 47.72 

.2 -14.B -13.9 -7.58 -1.40 3.827 9.~58 15.73 20.07 24.16 26.80 29.54 31. 48 31.14 30.95 35.42 40.11 45.01 54.13 65.21 
0.1 -l3.9 -13.1 -8.71 -3.57 1. 820 7. 68 12.97 17.76 22.21 24.39 26.62 27.97 27.04 26.10 27.96 29.B7 31. 83 38.00 46.11 44.30 

0 -1.2.1 -11.4 -9.02 -4.97 -.239 4.704 9.855 14.43 18.69 20.33 22.02 22.83 21.57 20.21 19.95 19.61 19.1S' 21. 79 25.67 36.26 53.47 
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APPENDIX G 

MID-LATITUDES "WINTER" A PRIORI DATA 

The statistics were constructed from 145 December, January, 

February profiles for years 1969 through 1972. The mean profile is 

given below : 

TABLE G.1 The Mean Profi1e* (DC) 

-17 . 29 -16.63 -15.53 -14.32 -13.22 -12.21 -11.22 -10.21 

- 9.19 - 8.18 - 7.35 - 6.87 - 6.81 -7.16 -7.94 - 9.13 

-10.65 -12.37 -14.22 -16.23 -18.38 -20.57 -22.73 -24.93 

-27.18 -29.34 -31.30 -33.17 -35.05 -36.92 -38.78 -40.61 

-42.37 -44.05 -45.64 -47.11 -48.46 -49.72 -50.93 -52.07 

-53.09 -53.98 -54.81 -55.60 -56.40 -57.27 -58.23 -59.11 

-59.80 -60.38 -60.99 -61.69 -62.45 -63.22 -63.84 -64.29 

-64.27 -63.76 -62.55 -61. 25 -60.00 -58.96 -58.39 -57.94 

-56.83 -53.90 -50.74 -47.26 -42.35 -38.36 -33.31 -28.20 

-22.95 -17.76 -12.94 - 8.12 - 3.31 0.61 4.30 7.45 

10.47 

*Listed from 8 sh altitude to ground level in steps of 0.1 sh. 

The original a priori covarinace matrix is given in table G.2. 

The indices indicate the height in sh(Le. -In(p!p ) 
. 0 



TABLE G.2 The Mid-Latitudes winter a priori covariance matrix 



7J 
7.8 
7.7 
7.6 
7.5 
7.4-
7.3 
7.2 
7.1 

7 
6.9 
6.13 
6.7 
€.6 
6.5 
6.4 
6.3 
6.2 
6.1 

6 
5.9 
5.8 
5.7 
5.6 
5.5 
5 .. 4 
5.3 
5.2 
5.1 

5 
4.9 
4.8 
4.7 
4.6 
4.5 
4.4 
4.3 
4 .. 2 
4.1 

~ 
3.9 
3.8 
3.7 
3.6 
3.5 
3.4 
3.3 
3.2 
3.1 

3 
2.9 
2.8 
2.7 
2.6 
2.5 
2.4 
2.3 
2.2 
2.1 

2 
1.9 
1.6 

r:l 
1.5 
1.4 
1.3 
1.2 
1.1 
R·9 J.8 
0.7 
0.6 
0.5 
0.4 
0.3 
0.2 
0.1 o 

B 
50.2~ 
48.74-
46~58 
43.79 
39.42 
33.54 
27.34 
21.63 
16.56 
12.40 
8.422 
4.24D 
.0099 
-el2 
-~ .. SZ 
-13.4 
-17.7 
-21.3 
-24.3 
-26.6 
-2B.5 
-30.6 
-31.9 
-32.1 
-31.4 
-29.7 
-26.5 
-22.5 
-19.0 
-15.8 
-12.3 
-9.31 
-7.50 
-6.~6 
-L~2 
-3.09 
-1. 30 
.2994 
1. 722 
2.9 'i3 
4.0~7 
4.563 
5~030 
4.426 
3. 959 
4.018 
4.100 
3.651 
3.082 
3.044 
3. 357 
3.631 
3.987 
4.531 
5.046 
4.715 
3.876 
3.698 
3.194 
2.826 
2.501 
2.273 
2.3H 
2.656 
2.175 
1. 780 
1.131 
.9151 
.9024 
.0940 
-1.03 
-2.21 
-3.15 
-4.08 
-4.59 
-4.99 
-5.35 
-6.57 
-8.45 
-8.98 
-6.64 

7.3 

48.95 
4ij.93 
47.38 
43.21 
37.n 
30.53 
24.43 
19.01 
14.26 
9.817 
5.403 
1. 3a8 
-2.23 
-6.16 
-10.6 
-14.6 
-17.9 
-20.7 
-23.0 
-25.0 
-27.0 
-28.3 
-28.6 
-28.3 
-27.2 
-24.6 
-21. 0 
-17. B 
-14.9 
-11.7 
-8.96 
-7.43 
-6.56 
-5.38 
-3.71 
-1.95 
-_ 346 
1",043 
2.293 

~:~~~ 
4.480 
3.810 
3.327 
3.413 
3.529 
3.115 
2.577 
2.528 
2.759 
2.909 
3.162 
3.711 
4.367 
4.136 
3.278 
3.112 
2.650 
2.335 
2.078 
1.961 
2.162 
2.623 
2.277 
2.024 
1. 539 
1. 439 
1.544 
.7289 
-.426 
-1.60 
-2.43 
-3.28 
-3.71 
-4.05 
-(,34 
-5.23 
-6.65 
-6.60 
-3.19 

7.8 

51. 98 
52.ao 
49.59 
43.47 
36.59 
29.97 
24.05 
18.B5 
13.90 
9.107 
5.106 
1. 855 
-1.64 
-5.68 
-9.35 
-12.3 
-15.1 
-17.5 
-19.4 
-21.4 
-22.8 
-23.2 
-23.5 
-23.3 
-21. 6 
-18.7 
-16.0 
-13.5 
-10.8 
-8.59 
-7.55 
-7.22 
-6.53 
-5.17 
-3.51 
-1. 90 
-.515 
.7655 
2·BS 
1:28~ 
2.600 
2.159 
2.358 
2.573 
2.214 
1. 712 
1.671 
1. 846 
1. 886 
2.017 
2.529 
3.323 
3.189 
2.403 
2.308 
1. 965 
1. 783 
1.672 
1.730 
2.140 
2.812 
2.6t9 
2.457 
2.132 
2.262 
2.552 
1. 744 
.5732 
-.577 
-1. 34 
-2.12 
-2.43 
-2.63 
-2.78 
-3.18 
-3.95 
-3.23 
1.89 1 

7.7 

56.37 
55.36 
50.51 
44.01 
37.15 
30.86 
25.42 
20.25 
15.17 
10.87 
7.473 
4.067 
.3325 
-2.93 
-5.60 
-8.25 
-10.6 
-12.5 
-14.6 
-15.2 
-16.9 
-17.7 
-18.4 
-17.7 
-15.7 
-13.6 
-11.7 
-9.57 
-7.94 
-7.60 
-8.01 
-7.95 
-6.99 
-5.51 
-3.94 
-2.57 
-1.31 
.1052 
1.321 
1.530 
.9456 
.6397 
1.029 
1. 402 
1.129 
.6861 
.7119 
.9611 
1.049 
1.170 
1.65B 
2.537 
2.455 
1.871 
1. 946 
1. 725 
1.691 
1.721 
1. 891 
2.445 
3.214 
3.036 
2.757 
2.438 
2.759 
3.179 
2.350 
1.162 
.0026 
-.755 
-1. 55 
-1. 78 
-1. 90 
-1.95 
-1. 97 
-2.20 
-1. 05 
5.350 

7.6 

57.56 
55.89 
51. 38 
45.10 
38.65 
33.04 
27.88 
22.79 
18.24 
14.45 
10.91 
7.484 
4.793 
2.675 
.4193 
-1. 75 
-3.63 
-6.22 
-8.16 
-9.40 
-10.9 
-12.3 
-12.7 
-11.8 
-10.4 
-9.02 
-7.57 
-6.74 
-7.27 
-8.49 
-9.09 
-B.60 
-7.41 
-6.00 
-4.75 
-3.65 
-2.34 
-1. 06 
-.662 
-1.01 
-LOB 
-.455 
.llll 
-.024 
-.356 
-.189 
.2741 
.5887 
.8717 
1.431 
2.411 
2.434 
2.061 
2.357 
2.177 
2.226 
2.320 
2.495 
3.009 
3.826 
3.542 
2.913 
2.377 
2.637 
2.991 
2.054 
.7817 
-.448 
-1.24 
-2.10 
-2.41 
-2.62 
-2.77 
-2.63 
-2.55 
-.812 
6.833 

7.S 7.4 7.3 7.2 7.1 7 6.9 6.8 6.7 6.6 6.5 6.4 6.3 6.2 6.1 

58.54 
57.62 60.66 
53.12 59.04 60.77 
47.00 54.25 58.69 60.13 
41.27 48.85 54.76 59.21 52.14 
36.24 44.07 50.60 56.70 62.84 67.67 
31.44 39.68 46.51 53.18 61.14 69.50 75.74 
26.89 35.22 42.04 48.89 57.70 68.10 78.11 65.65 
22.71 30.59 37.04 43.91 53.13 64.28 76.49 88.92 98.72 
18.82 26.13 32.02 38.69 47.96 59.17 72.13 87.42 102.5 112.5 
15.50 22.57 28.Q4 34.31 43.32 54.36 67.27 83.16 100.6 115.3 124.5 
13.30 20.55 25.81 31.64 40.24 51.11 63.83 79.26 96.89 114.1 128.8 139.9 
11.86 19.59 24.88 30.23 38.30 49.05 51.80 76.82 93.91 111.9 129.6 146.1 158.4 
10.32 18.85 24.42 29.22 36.35 46.65 59.42 74.14 90.44 107.9 12&.4 145.5 162.0 170.7 
8.624 17.86 23.72 27.78 33.54 42.83 55.29 69.61 84.95 101.4 119.2 138.2 156.2 168.7 172.0 

~:~Si ii:§~ I~:~~ ~l:~I ~§:i~ ~~:~1 4~:~ij ~1:~~ ~~:~~ §g:~~ 15~:~ 1I9:, 11~:~ i~§:~ Ig~:! 
1.224 9.895 15.26 17.84 21.05 27.92 38.91 51.98 65.25 79.01 93.97 109.8 125.5 139.6 149.9 
-.731 7.328 12.38 14.71 17.38 23.45 33.45 45.25 57.13 69.77 84.04 99.32 114.5 126.1 138.2 
-2.96 4.447 9.164 11.29 13.48 18.61 27.27 37.50 47.85 59.17 72.30 786 •• 545 81050.~a g113.,77 123,.4 
-5.26 1.412 5.689 7.561 9.312 13.44 20.67 29.39 38.43 48.52 60.29 3 a oS? 0 106 8 
-6.66 -.933 2.742 4.234 5.362 8.449 14.32 21.74 29.72 38.74 49.17 6o.~1 71.65 82.01 90.04 
-6.94 -2.24 .7481 1.687 2.065 4.101 8.716 14.95 21.90 29.79 38.84 48.59 58.39 67.36 74.28 

:g:~, :~:~6 :i:6j :~~1Z :i:~6 :I:~~ ~9~~4 ~:r~* ~:9§~ i~:~g ~i:~~ ~~:~~ ~g:§~ ~~:~~ ~9:,~ 
-5.12 -2.97 -2.06 -2.70 -3.85 -3.Bl -1.80 ~.576 5.548 9.924·14.83 20.37 26.26 31.70 35.95 
-5.28 -4.11 -3.92 -4.95 -6.25 -6.33 -4.51 -1.75 1.471 4.946 8.831 13.12 17.54 21.61 24.95 
-6.72 -6.30 -6.50 -7.52 -8 65 -8.66 -7.06 -4.52 -l.BO .9806 4.011 7.195 10.27 13.09 15.62 
-8.65 -6.65 -8.86 -9.52 -10.2 -10.0 -8.60 -6.38 -4.13 -1.97 .2686 2.449 4.332 6.051 7.861 

:§:~fi :lg:~ :18:§ :1~:I :i~:~ :ir:Y :i6:~ :~:i~ :~:g~ :i:~~ :~:g~ :~:~~ :5:8~ :g:6§ ~4:i~ 
-9.07 -10.3 -11.0 -11.4 -11.7 -11.6 -11.0 -10.2 -9.36 -8.60 -8.02 -7.92 -8.43 -9.05 -8.87 
-8.01 -9.66 -10.7 -11.3 -11.6 -11.6 -11.2 -10.8 -10.3 -9.73 -9.43 -9.73 -10.8 -12.0 -12.5 
-7.00 -8.90 -10.1 -10.8 -11.1 -11.1 -11.0 -10.9 -10.7 -10.4 -10.4 -11.1 -12.6 -14.4 -15.3 
-6.10 -8.14 -9.39 -10.0 -10.4 -10.6 -10.7 -10.9 -11.0 -11.0 -11.3 -12.3 -14.1 -16.2 -17.4 

:~:~j :~:gB :~:~~ :§:b3 :~:~~ :~~~l :18:1 :11:1 :ii:~ :i~:l :i~:~ :I~:~ :i~:~ :t~:~ :!~:~ 
-3.03 -5.09 -6.53 -7.42 -6.11 -8.92 -9.93 -10.9 -11.6 -12.3 -13.3 -15.0 -17.2 -19.2 -20.1 

:~:g~ :i:~t :~:~~ :~:~~ :~:~~ :~:~~ :~:l~ :~~i~ :§~6~ :la'~ :iI'~ :!1:~ :I~:~ :I~:Y :r~:~ 
-1.94 -3.33 -4.60 -5.58 -6.21 -6.~9 -7.30 -7.88 -8.22 -a.63 -9.68 -11.5 -13.6 -15.1 -15.6 
-1.17 -2.43 -3.66 -4.68 -5.29 -5.65 -6.10 -6.60 -7.02 -7.62 -8.83 -10.6 -12.5 -13.8 -14.2 
-1.16 -2.30 -3.49 -4.51 -5.10 -5.37 -5.67 -6.05 -6.48 -7.24 -S.64 -lQ.4 -12.1 -13.3 -13.6 
-1.36 -2.39 -3.50 -4.50 -5.13 -5.43 -5.71 -6.0E -6.46 -7.25 -8.67 -10.4 -11.9 -12.9 -13.2 
-1.01 -1.87 -2.86 -3.84 -4.55 -4.98 -5.36 -5.76 -6.22 -7.02 -6.39 -10.0 -11.3 -12.2 -12.4 
-.275 -.880 -1.68 -2.57 -3.31 -3.80 -4.24 -4.73 -5.30 -6.21 -7.59 -9.09 -10.2 -10.9 -11.2 
.3466 .0233 -.576 -1.36 -2.03 -2.43 -2.60 -3.28 -3.90 -4.87 -6.27 -7.66 -8.62 -9.21 -9.51 
.8763 .7578 .2591 -.509 -1.14 -1.45 -1.75 -2.22 -2.82 -3.73 -5.03 -6.25 -7.01 -7.48 -7.81 
1.573 1.546 1.020 .1337 -.609 -.983 -1.35 -1.93 -2.64 -3.54 -4.70 -5.71 -6.22 -6.45 -6.69 
2.694 2.774 2.246 1.235 .2573 -.411 -1.06 -1.90 -2.83 -3.87 -5.02 -5.69 -6.17 -5.14 -6.16 
2.949 3.327 3.059 2.173 1.127 .2336 -.666 -1.70 -2.75 -3.84 -5.00 -5.88 -6.17 -6.07 -3.96 
2.718 3.260 3.274 2.689 1.785 .8270 -.271 -1.52 -2.64 -3.58 -4.51 -5.19 -5.26 -4.85 -4.46 
3.136 3.621 3.487 2.787 1.e30 .8685 -.204 -1.40 -2.45 -3.33 -4.19 -4.73 -4.62 -4.18 -3.88 
2.955 3.476 3.427 2.834 2.005 1.196 .2633 -.846 -1.83 -2.61 -3.31 -3.71 -3.50 -2.95 -2.43 
3.047 3.617 3.618 3.075 2.311 1.593 .7706 -.222 -1.08 -1.73 -2.30 -2.59 -2.34 -1.70 -.957 

~:~~1 i:gl1 I:!~a 1:1~a ~:8'! ~:gIZ l:aaa i~gl3 :i~~a :ai~~ :I§~I :bi~1 :1~8j i:~i3 i:iil 
4.022 4.850 5.032 4.526 3.856 3.434 3.018 2.361 1.845 1.535 1.311 1.332 1.SS9 3.0S8 4.695 
4.796 5.773 6.044 5.51C 4.834 4.523 4.244 3.536 3.033 2.619 2.299 2.296 2.973 4.508 ~.559 
4.4~5 5.602 6.098 5.790 5.32Q 5.226 5.198 A.763 4.089 3.383 2.768 2.596 3.223 4.874 7.1J~ 
3.3J6 3.965 4.299 4.253 4.14/ 4.204 4.288 4.163 3.740 2.900 1.840 1.151 1.253 2.260 3.750 
2.395 2.628 2.842 3.058 3.359 3.666 3.968 4.259 4.285 3.648 2.510 1.569 1.272 1.649 2.343 
2.319 2.193 2.315 2.721 3.196 3.479 3.797 4.405 4.891 4.539 3.378 2.200 1.528 1.328 1.287 
2.3B7 1.949 1.958 2.481 3.029 3.200 3.453 4.287 5.168 5.120 4.068 2.845 1.956 1.281 .6023 
1.257 .6497 .6585 1.305 1.956 2.068 2.210 3.061 4.092 4.267 3.423 2.279 1.326 .4897 -.407 
-.190 -.955 -.943 -.147 .6290 .7018 .7315 1.555 2.664 3.007 2.346 1.271 .2543 -.715 -1.77 
-1.55 -2.43 -2.39 -1.48 -.646 -.652 -.718 .0897 1.220 1.644 1.116 .0818 -1.01 -2.06 -3.16 

:~:1~ =~:Ig :~:~3 :~:1~ :~:~~ :2:~~ :j:~~ :~:g~ -2~68 :i~§3 :i:~~ :j:~g :~:~g :~:~~ :~:gi 
-3.86 -5.08 -5.28 -4.50 -3.81 -4.04 -4.31 -3.76 -3.07 -2.85 -3.06 -3.78 -4.73 -5.51 -6.16 
-4.30 -5.Bl -6.29 -5.69 -5.02 -5.19 -5.43 -4.89 -4.21 -3.91 -3.95 -4.43 -5.09 -5.48 -5.75 
-4.72 -6.53 -7.32 -6.92 -6.28 -6.40 -6.60 -6.10 -5.44 -5.06 -4.92 -5.17 -5.53 -5.49 -5.36 
-4.57 -6.52 -7.58 -7.45 -6.95 -7.05 -7.11 -6.57 -6.10 -5.B3 -5.53 -5.55 -5.62 -5.05 -4.10 
-4.34 -6.33 -7.60 -7.67 -7.26 -7.27 -7.10 -6.45 -6.14 -5.91 -5.32 -5.00 -4.75. -3.66 -1.92 
-1.44 -2.11 -2.60 -2.69 -2.82 -3.51 -3.91 -3.61 -3.56 -3.87 -4.13 -4.54 -4.53 -2.99 -.134 
7.975 9.268 9.812 9.283 7.701 5.264 3.282 2.583 2.072 .5572 -1.98 -4.73 -6.14 -5.08 -2.16 



6 . 
S 

5.~ 5.S 5.7 5.6 5.5 5.4 5.3 5.2 5.1 5 4.9 4.S 4.7 4.6 4.5 4.4 4.3 4.2 4.1 

7.9 
7.8 
7.7 
7.6 
7.5 
7.4 
7.3 
~.2 .1 

7 
6.9 
6.a 
6.7 
6.6 
6.5 
6.4 
6.3 
6.2 
6.1 

6 168.2 
5.9 164.1 164. 3 
5.B 156.3 159.3 157.5 
5.7 144.8 148.9 149.6 145.2 
5.5 129.9 134.1 136.2 134.8 128.4 
5.S 112.8 116.8 119.5 120.1 117.1 109.4 
5.4 95.42 99.23 102.2 103.8 102.8 98.28 90.67 
5.3 79.03 82.66 85.67 87.70 87.74 95.32 80.8a 74.66 
5.2 64. 51 67.94 70.80 72.80 73.37 72.30 70.08 6~.82 62.09 
5.1 51. 61 54. 87 57.57 59.49 60.38 60.18 59.29 5 .91 55.70 52.00 

5 39.28 42.29 44.93 46.98 48.24 48.74 48.75 48.49 47.88 46.33 42.96 
4.9 27.76 30.46 33.03 35.33 37.10 38.25 38.96 39.39 39.61 39.34 37.78 34.65 
4.8 18.00 2G.p 22.90 25.35 27.49 29.p 30.35 31.18 31.81 32.17 31.78 30.45 28· aS 
4.7 9.895 12. 2 14..40 16.70 18.89 20. 2 22.39 23.54 24.50 25.30 25.65 25.57 25. 8 23.65 
4.6 3.004 5.001 6.910 8.743 10.67 12.71 14.63 16.21 17.60 18.87 19.82 20.51 21.08 21.07 20.08 
4.5 -2.Bl -Loa .3420 1.606 3.183 5.254 7.507 9.580 11.49 13.28 14.78 16.04 17.22 18.11 18.42 18.16 
4.4 -7.67 -6.25 -5.26 -4.41 -3.05 -.946 1. 566 4. 039 6.381 8.613 10.62 12.37 13.§6 15.30 16.35 17.11 17 .09 
4.3 -11. 7 -10.7 -10.0 -9.39 -S.12 -5.97 -3.28 -.552 2.054 4.566 6.945 9.097 10. 8 12.56 13.93 15.21 15.98 15.76 
4.2 -15.0 -14 .3 -13.9 -13.4 -12.2 -10.0 -7.26 -4.40 -1.64 1. 037 3.658 6.088 8.196 9.945 11.51 If·06 14.30 14.78 14.55 
4.1 -17.3 -16.7 -16.5 -15.2 -15.1 -13.0 -10.2 -7.35 -4.51 -1. 71 1.047 3.630 5.676 7.764 9.499 1 .25 12.73 13 .57 13.87 13.79 

4 -18.7 -18 .3 -18.3 -18.2 -17.2 -15.1 -12.4 -9.54 -6.64 -3.76 -.913 1. 761 4.080 6.049 7.914 9.820 11.42 12.41 12.99 13. 3~ 
3.9 -19.7 -19.4 -19.5 -19.6 -18.7 -16.7 -14.1 -11.2 -8.32 -5.39 -2.46 .2873 2.644 4.668 6.641 8.663 10.34 11.40 12.09 12.7 
3.8 -19.9 -19.7 -19.9 ::f~:j -19.3 -17.3 -14 .8 -12.1 -9.28 -6.41 -3.51 -.805 1.522 3.576 5.620 7.695 9.391 10.45 11.15 11. 83 
~.7 -19.1 -18.8 -19.1 -18.6 -16.S -14 .4 -12.0 -9.46 -6.69 -4.24 -1. 74 .4617 2.49S 4.562 6.627 8.300 9.341 10.02 10.64 
.6 -17.3 -17.0 -17 .3 -17.~ -17.1 -15.5 -13 .5 -11.4 -9.26 -7.15 -4.92 -2.73 -.711 1.246 3.278 5.312 6.962 S.003 8.664 1:~H 3.5 -15.2 -15.0 -15.4 -15. -15.4 -14.1 -12.5 -10.7 -9.05 -7.35 -5.45 -3.51 -1. 68 .1327 2.067 4.026 5.634 6.692 7.377 

3.4 -13.9 -13.8 -14 .2 -14 .5 -14.2 -13.2 -11.8 -10.4 -8.91 -7.39 -5.61 -3.76 -2.05 -.392 1.380 3.197 4.718 5.773 6.485 6.966 
3.3 -13.4 -13.4 -13.8 -14 .0 -13.6 -12.6 -11.4 -10.1 -8.71 -7.22 -5.44 -3.58 -1.91 -.370 1.224 2.B44 4. 215 5.196 5.870 6.296 
3.2 -13.1 -13.2 -13.6 -13.6 -13.1 -12.0 -10.9 -S.65 -8.40 -7.01 -5.31 -3.48 -1.82 -.335 1.108 2.517 3'8 97 4.5~9 5.150 ~:~H 3.1 -12.4 -12.6 -12.9 -13.0 -12.4 -11.4 -10.3 -9.25 -8.11 -6.85 -5.28 -3.53 -L90 -.480 .8391 2.072 3. 76 3.8 9 4.365 

:: -11.2 -11.5 -11.9 -12.1 -11. 6 -10.8 -9.81 -S.77 -7.61 -6.32 -4.79 -3.15 -1.65 -.362 .8368 1. 950 2.815 3.425 3.924 4.327 
2.9 -9.70 -10.1 -10.7 -11.1 -10.8 -10.1 -9.13 -8.04 -6.76 -5.33 -3.77 -2.23 -.921 .1951 1.293 2.340 3.118 3.623 4.048 4.~29 
2.8 -8.14 -8.76 -9.59 -10.1 -10.0 -9.27 -8.28 -7.15 -5.85 -4.42 -2.92 -1. 52 -.365 .6456 1. 697 2.723 3.476 3.942 4. 331 4.694 
2.7 -7.06 -7.83 -8.82 -9.45 -9.27 -8.41 -7.33 -6.22 -5.06 -3.83 -2.55 -1. 36 -.375 .5641 1.605 2.623 3.373 3.845 4.248 4.6015 
2.6 -6.45 -7.23 -2.24 -8.82 -8.51 -7.52 -6.40 -5.42 -4.50 -3.55 -2.56 -1. 63 .821 .0599 1.101 2.102 2.816 3.264 3.677 4.142 
2. .5' -6.16 -6.89 -7.85 -8.35 -7.96 -6.91 -5.81 -4.96 -4.27 -3.60 -2.85 -2.09 -1. 34 -.461 .5760 1. 516 2.154 2.577 3.027 3.546 
2.4 -4",49 -5.10 -5.99 -6.47 -6.14 -5.22 -4.28 -3.58 -3.07 -2.66 -2.22 -1. 75 -1.20 .479 .3746 1.114 1.617 1.996 2.418 2.896 
2.3 -3.94 -4.48 -5.27 -5.73 -5.43 -4.58 -3.71 -3.07 -2.60 -2.22 -1. 89 -1.53 -1.09 -.478 .2244 .7875 1.168 1.503 1. 894 2.319 
2.2 -2.20 -2.49 -3.18 -3.68 -3.50 -2.79 -2.06 -1.60 -1.41 -1. 37 -1.33 -1.18 -.879 -.399 .1676 .5853 .8006 .9861 1. 26S 1.615 
2.1 -.411 -.443 -1. 04 -1. 61 -1.60 -1.07 -.509 -.246 -.318 -.587 -.809 -.829 -.670 -.332 .0992 .3726 .4170 .4505 .6352 .9303 

2 1.569 1. 7S1 1.270 .6142· .4505 .7900 1.158 1.197 .8453 .2572 -.239 -.445 -.434 -.251 .0339 .1545 .0184 -.113 -.033 .2139 
1.9 3.769 ~.181 3.724 2.993 2.678 2.817 2.952 2.750 2.130 1.246 .4912 .0907 -.084 -.102 -4.-6 -.042 -.346 -.632 -.663 -.469 
1.& 6.023 .368 5.721 4.834 4.418 4.391 4.2Rl 3.884 3.144 2. U9 1.2~9 .6750 .3385 .1163 .0938 -.036 -.397· -.748 -.566 -.748 
1.7 ~.18~ 8.46~ 7.610 6.565 ~.OJ8 5.898 5.514 4.913 4.085 2.962 ±:§9~ 1.249 .7184 .2883 .0532 -.202 -.641 -1. 08 -1.31 -1.27 
1.6 .8 2 8.99" 7.998 6.975 .5 4 6.353 5.753 4.949 4.041 2.913 1.237 .6682 .1393 -.217 -.554 -L01 -1. 49 -1. 82 -1.8~ r· 5 4.810 4.822 4.133 3.640 3.688 3.724 3.351 2.808 2.169 1.404 .7633 .4203 .0680 -.372 -.731 -1.01 -1.32 - .69 -2.04 -2.1 

.4 2.740 2.530 1. 994 1. 707 1. 782 1. 749 1. 3fl .984<; .6214 .p49 -.120 .283 -.540 -.916 -1. 25 -1. 47 -1.67 -1.96 -2.30 -2.52 
1.~ 1.050 .5783 .1593 .0204 -.016 -.333 .9 a -1. 35 -1.47 - .47 -1. 44 -1.46 -1. 67 -1.96 -2.16 -2.18 -2.15 -2.29 -2.55 -2.75 
l. -.161 -.786 -.981 -.877 -.950 -1. 49 -2.28 -2.75 -2.66 -2.28 -1. 92 -1. 81 -1.98 -2.26 -2.42 -2.37 -2.22 -2.24 -2.43 -~.58 
1.1 -1.29 -1. 73 -1.49 -1.03 -l.Ol~-1.58 -2.32 -2.61 -2.34 -1. 84 -1.44 -1.37 -1. 61 -2.00 -2.33 -2.47 -2.50 -2.62 -2.82 - .98 

1 -2.71 -2.92 -2.23 -1.45 -1.35 -1. 95 -2.62 -2.71 -2.24 -1.61 -LIe -1.13 -1. 43 -1.90 -2.37 -2.68 -2.85 -3.06 - 3.2.8 -3.45 
0.9 -4.Q2 -3.91 -2.74 -1.57 -1.34 -1.94 -2.57 -2.53 -1. 92 -1.26 -.885 913 -1. 24 -1. 7S -2.32 -2.78 -3.11 -3.39 -3.64 -3.86 
0.8 -5.58 -5.05 -3.32 -1.65 -1.12 -1. 62 -2.22 -2.10 -1. 45 -.889 -.688 -.798 -1.07 -1. 51 -2.13 -2.73 -3.16 -3.49 -3.S0 -4.12 
0.7 -7.17 -6.24 -3.91 -1.65 -.732 -1.11 -1. 69 -1. 53 -.886 -.~47 -.412 -.591 -.816 -1.22 -1. 93 -2.70 -3.26 -3.64 -4.03 -4. 47 
0.6 -6.45 -5.30 -2.63 .0522 1.289 .9731 .1949 -.COS .2371 .3119 .1159 -.156 -.441 -1.01 -2.01 -3.10 -3.89 -4.43 -5.00 -5.68 t'-' 0.5 -5.77 -4.36 -1. 33 1.789 3.373 3.127 2.150 1.605 1;448 1.154 .7178 .3587 .0239 -.713 -2.04 -3.48 -4.53 -5.25 -6.03 -6.98 111 0.4 -5.07 -3.38 .0231 3.614 5.565 5.396 4.213 3.313 2.747 2.066 1.377 .9287 .5452 -.367 -2.04 -3.86 -5.20 -6.11 -7.12 -8.35 w 0.3 -2.81 .0124 4.416 8.729 11. 04 10.89 9.562 8.436 7.450 6.154 4.826 3.814 2.887 1.344 -1.02 -3.47 -5.26 -6.48 -7.77 -9.32 
Q.2 .4600 4.549 10.06 15.10 17.69 17.44 15.93 14 .54 13.06 11.03 8.921 7.154 5.461 3.095 -.106 -3.24 -5.49 -6.99 -8.53 -10.4 
0.1 3.518 8.327 p.84 18.56 20.73 19.88 17.74 15.99 14.26 11.84 9.209 6.985 5.019 2.545 -.735 -3.97 -6.30 -7.81 -9.27 -11.0 

0 1.575 6.05 .. 1.23 15.96 17.96 16.45 13.78 12.36 11.7 .. lQ.48 8.42S 6.110 3.837 1.271 -1.97 -5.15 -7.36 -8.65 -9.74 -11.1 



4 3.9 3.B 3.7 3.6 3.5 3.4 3<.3 3.2 
8 

7.9 
3.1 3 2.9 2.B 2.7 2.6 2.5 2.4 2.3 2.2 2.1 

7.8 
7.7 
7.6 
7.5 
7.4 
7.3 
7.2 
7.1 

7 
6.9 
6.8 
~.7 .6 
6.5 
6.4 
6.3 
6.2 
6.1 

6 
5.9 
5.8 
5.7 
5.6 
5.5 
5.4 
5.3 
5.2 
5.1 

5 
4.9 
4.8 
4.7 
4.6 
4.5 
4.4 
4.3 
4.2 
4.1 

4 13.54 
3.9 13.27 13.45 
3.8 12.50 12.97 12.86 
3.7 11.26 11. 79 11.9a 11.55 
3.6 9.753 10.25 10.58 10.56 10.13 
3.5 8.353 8.806 9.186 9.4C5 9.447 9.326 
3.4 7.341 7.724 8.091 8.368 8.592 B.823 8.712 
3.3 6.578 6.862 7.161 7.381 7.sse 7.B02 7.943 7.665 
3.2 5.776 5.999 6.244 6.421 6.520 6.690 6.926 7.063 6.955 
3.1 5.016 5.240 5.483 5.663 ~. 760 5.921 6.173 6.419 6.55B 6.471 

3 4.611 4.B53 5.096 5.261 .334 5.481 5.709 5.897 6.050 6.194 6.307" 
2.9 4.708 4.927 5.121 5.213 5.206 5.280 5.460 5.602 5.722 5.960 6.406 6.963 
2.8 4.952 5.122 5.242 5.266 5.201 5.204 5.323 5.446 5.559 5.B21 6.429 7.316 8.058 
2.7 4.938 5.105 5.1B5 5.175 5.087 5.032 5.0B4 5.190 5.326 5.595 6.203 7.169 8.168 8.71B 
2.6 4.531 4.763 4.870 4.892 4.825 4.744 4.734 4.802 4.956 5.240 5.611 6.706 7.773 B.751 9.544 
2.5 3.992 4.267 4.412 4.488 4.491 4.458 4.444 4.480 4.613 4.866 5.351 6.105 7.083 8.199 ~.395 9.810 
2.4 3.308 3.580 3.752 3.878 3.957 4.020 4.063 4.104 4.250 4.523 4.972 5.612 6.476 7.554 .BSO 9.438 9.673 
2.3 2.6B5 2.940 3.10a 3.251 3.408 3.589 3.714 3.779 3.936 4.233 4.700 5.349 6.195 7.245 8.574 9.246 9.673 10.25 
2.2 1. 940 2.181 2.332 2.479 2.724 3.048 3.232 3.225 3.299 3.567 4.000 4.581 5.337 6.301 7.582 8.254 6.769 9.487 9.219 
2.1 1.245 1. 497 1.645 1. 787 2.092 2.541 2.775 2.685 2.667 2.915 3.333 3.866 4.543 5.417 6.640 7.289 7.835 8.641 8.852 8.999 

2 .5307 .8025 :~~~~ 1.078 1.441 2.011 2.292 2.116 2.004 2.226 1:~~~tgU 3.686 4.468 5.630 6.248 6.819 7.700 8.408 9.093 
1.9 . -.148 .1422 .3879< .8006 1.472 1. 785 1. 530 1. 332 1.510 2.744 3.423 4.507 5.082 5.665 6.594 7.781 8.961 
1.S -.455 -.152 -.018 .0717 .4641 1.125 1.425 :d~~ .9451 l.068 1.314 1.636 2.076 2.646 3.568 4. 065 4.638 5.sn 6.982 8.4H 
l·7 -.928 -.661 :i:H -.456 -.068 .5603 .8593 .4159 .4901 .6432 .8772 1.234 1. 655 2.393 2.806 3.368 4.258 5.946 7.664 

.6 -1.64 -1. 32 -1.10 -.749 -.132 .1780 • Cl§4 -.123 -.07 .0123 .1511 .3649 .57~O 1.080 1.364 l.857 2.6f? 4.439 6.2~8 
!.5 -2.07 -1. 80 -1. 61 -1.49 -1.16 -.686 -.458 -.5 9 -.649 -.602 -.557 -.568 -.652 -.7 3 -.525 -.448 -.237 .29 2 1.696 3.1 

.4 -2.53 -2.34 -2.16 -2.00 -1.73 -1. 42 -1. 30 -1. 37 -1.42 -1.36 -1.31 -1.4~ -1.72 -2.12 -2.17 -2.32 -2.37 -2.06 -1.01 .0376 
1.~ -2.77 -2.62 -2.45 -2.33 -2.16 -2.05 -2.03 -2.13 -2.22 -2.22 -2.22 -2.4 -2.93 -3.~8 -3.98 -4.36 -4.59 -4.52 -3.sg -3.06 
1. -2.59 -2.50 -2.41 -2.38 -2.37 -2.4 -2.47 -2.59 -2.p -2.77 -2.85 -3.16 -3.84 -4. 9 -5.42 -6.02 -6.36 -6.56 -3.1 -5.7~ 
1.1 -3.02 -2.93 -2.84 -2.84 -2.92 -3.06 -3.17 -3.23 -3. 1 -3.37 -3.53 -4.01 -4.87 -5.91 -6.99 -7.68 -8.03 -8.46 - .17 -7.8 

1 -3.51 -3.42 -3.31 "-3.32 -3.48 -3.73 -3.86 -3.66 -3.88 -3.95 -4.19 -4.81 -~.84 -7. C9 -B.53 -9.32 -9.65 -10.3 -10.1 -9.77 
0.9 -3.96 -3.S8 -3.76 -3.79 -4.01 -4.34 -4.50 -4.46 -4.43 -4.50 -4.84 -5.64 - .B7 -8.33 -10.1 -11.0 -11.3 -12.1 -11.9 -11.7 
0.8 -4.29 -4.22 -4.11 -4.17 -4.42 -4.78 -4.96 -4.89 -4.84 -4.9~ -5.41 -6.49 -7.98 -9.68 -11.7 -12.6 -F· B -13.8 -13.7-H· 5 
0.7 -4.72 -4.66 -4.55 -4.63 -4.91 -5.32 -5.50 -5.42 -5.35 -5.4 -6.11 -7.48 -9.26 -11. 2 -13.5 -14 .4 - 4.6 -15.6 -15.5 - .4 
0.6 -6.11 -6.07 -5.89 -5.65 -6.03 -6.38 -6.51 -6.29 -6.12 -6.30 -7.20 -6.89 -10.9 -12.9 -15.3 -16.2 -16.3 -17 .4 -17.3 -17.0 N 
0.5 -7.58 -7.57 -7.30 -7.13 -7.21 -7.51 -7.57 -7.20 -6.93 -7.18 -8.34 -10.4 -12.6 -14.7 -17.2 -18.0 -18.2 -19.2 -19.0 -18.7 IJ1 0.4 -9.15 -9.15 -S.78 -S.49 -B.46 -8.70 -8.68 -8.16 -7.77 -B.OB -9.52 -11.9 -14.4 -16.6 -19.2 -20.0 -20.1 -21.1 -20.8 -20.5 

*'" 0.3 -10.3 -10.4 -9.98 -9.68 -9.67 -9.90,-9.S0 -9.19 -B.75 -9.13 -10.8 -13.6 -16.5 -18.9 -21.3 -21.8 -21. 6 -22.6 -22.0 -21.3 
0.2 -11.6 -11.7 -11.2 -10.9 -11.0 -11. 3 -ILl -10.4 -9.91 -10.3 -12.3 -15.5 -18.8 -21.4 -23.5 -23.6 -23.1 -23.9 -23.0 -22.1 
0.1 -12.2 -12.3 -1l.7 -11"1 -11.0 -11. 3 -11.1 -10.0 -9.00 -9.05 -10.8 -13.8 -16.B -19.1 -20.8 -20.7 -20.0 -20.6 -19.8 -18.9 

0 -12.1 -12.1 -11.3 -10.6 -10.3 -10.2 -9.73 -8.36 -6.8C -6.15 -7.16 -9.43 -U.B -13.B -15.0 -14.5 -13.9 -14.2 -13.8 -13.3 



2' 1.9 1.8 1.7 
8 

1.6 1.5 1.4 1.3 1.2 1.1 1 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 0 

7.9 
7.fl 
7.7 
7.6 
7.5 
7.4 
7.3 
7.2 
7.1 

7 
6.9 
6.8 
6.7 
6.6 
6.5 
6.4 
6.3 
6.2 
6.1 

6 
5.9 
5.8 
5.7 
5.6 
5.5 
5.~ 
5.3 
5.2 
5.1 

5 
4.9 
4.6 
4.7 
~.6 
4.5 
4.4 
4.3 
4.2 
4.1 

4 
3.9 
3.8 
3.7 
3.6 
3.5 
3.4 
3.3 
3.2 
3.1 

3 
2.9 
2.8 
2.7 
2.6 
2.5 
2.4 
2.3 
2.2 
2.1 

2 9.763 
1.9 10.23 11. 35 
1.8 10.03 11. 74 13.24 
1..7 9.586 11. 94 14.69 17.63 
1.6 8.236 10.91 14 .41 18.33 20.11 
1.5 4.726 6.953 9.968 13.50 15.8 14 .20 
1.4 1.254 2.966 5.341 8.230 10.69 1:3j§ 11.~5 iJ -2.20 -.989 .6805 2.783 5.035 9.1 1 9.855 

-5 .. 21 -4.48 -3.47 -2.13 -.159 3.365 6.734 9.724 11. 72 
1.1 -7.35 -6.74 -5.94 -4.85 -2.95 1. 230 5.387 9.306 12.28 14 .17 

1 -9.42 -8.96 -8.39 -7.59 -5.77 -.9p 3.982 8.841 12.75 15.93 19.02 g.9 -11.4 -11.1 -10.7 -10.1 -8.25 -2. 0 2.842 8.488 13.19 17.53 21. 80 25.75 
.8 -13 .2 -12.9 -12.4 -11.7 -9.72 -3.67 2.445 8.483 13 .60 18.77 23.7~ 28.75 B· 2 3 0.7 -IS .1 -14.8 -14.3 -13 .4 -11.2 -4.46 2.134 8.542 14.04 20.02 25.7 31. 73 .70 43.72 

0.6 -16.7 -16.3 -15.7 -14.8 -12.3 -4.78 2.416 9.188 14 .94 21.38 27.60 34.06 40.77 47.69 53.34 
N 0.5 -18.4 -17.8 -17.2 -16.1 -13.3 -5.00 2.795 9.922 15.93 22.83 29.50 36.53 43.98 51. 84 59.27 67.09 

0.4 -20.0 -19.3 -18.6 -17.4 -14 .3 -5.18 3.232 10.71 16.96 24.34 31. 46 39.06 47.30 56.15 65.45 75.29 85.64 Ln 
0.3 -20.6 -19.6 -18.8 -17.5 -14 .3 -4.55 4.211 11.50 17.46 25.31 32.78 40.97 50.23 60.24 70.85 82.07 93.86 106.6 Ln 
0.2 -21. 0 -19.7 -18.9 -17.6 -14.3 -4.00 5.128 12.17 17.79 26.07 33.92 42.74 53.06 64.25 75.99 88.33 101.3 119.5 139.5 
0.1 -17.8 -16.5 -15.4 -13.7 -10.2 -.739 7.226 12.43 16.33 23.65 30.52 38.52 48.31 58.95 69.97 81.50 93.58 111.9 132.4 134.5 

a -12.8 -11.9 -11.2 -9.69 -6.60 1. 998 8.906 12.69 15.22 21.28 26.80 33.46 41.82 50.70 59.13 67.99 77 .27 94.08 113.5 124.8 143.6 
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APPENDIX H 

HIGH-LATITUDES "SUMMER" A PRIORI DATA 

The statistics were constructed from 96 May, June, July and 

August profiles for years 1969 through 1972 . (August data has been 

added to season 6 of table 3, in order to increase the sample size) . 

The mean profile is given below. 

TABLE H.1 The Mean Profi1e* (DC) 

- 8.12 - 7.25 - 5.92 - 4.55 - 3.29 - 2.11 - 1.00 - 0.05 

0.72 1.36 1.82 2.05 2.04 1.84 1.45 0.85 

- 0.06 - 1.31 - 2.87 - 4.65 - 6.51 - 8.47 -10.63 -12.94 

-15.29 -17.60 -19.79 -21.81 -23.70 -25.56 -27.44 -29.33 

-31.16 -32.87 -34.45 -35.92 -37.33 -38.70 -40.01 -41. 24 

-42.32 -43.28 -44.15 -45.01 -45.85 -46.64 -47.35 -47.95 

-48.42 -48.76 -4'9.06 -49.34 -49.61 -49.84 -50,00 -50.13 

-50.23 -50.25 -50.19 -50.09 -50.01 -50.10 -50.28 -50.62 

-50.99 -50.14 -49.28 -47.77 -45.87 -41.12 -36.23 -31.27 

-26.14 -21.03 -16.34 -11.69 - 7.03 - 2.53 1.98 5.32 

6.61 

*Listed from 8 sh altitude to ground level in steps of 0.1 sh. 

The original a priori covariance matrix is given in table 

H.2. The indices indicate the height in sh (i.e. -In(p/p )) 
o 



TABLE H.2 The High Latitudes summer a priori covariance matrix 



6 . 7.9 7.8 
8 39.73 

7.7 7.6 7.5 7.4 7.3 7.2 7.1 7 6.9 5.8 6.7 6.6 6.5 6.4 6.3 6.2 6.1 

7.9 38.63 38.43 
7.8 36.49 36.78 35.23 
7.7 32.71 33.52 34.01 33.13 
7.6 28.58 29.65 30.83 31.15 30.61 
7.5 2S.49 26.65 28.14 29.20 29.87 30.50 
7.4 24.23 25 .. 37 26.88 2S.1S 29.4~ jl.12 32.93 7.3 24.64 25.68 26.83 27.87 29.1 1.35 34.2 36.77 
7.2 25.65 26.27 26.9R 27. 5~ 26. Sl 30 .~9 j4.12 37.97 4~.B9 7.1 26.39 26.64 26.80 26.8 27.38 29. 0 2.84 37.47 4 .85 44.50 

7 26.73 26.74 26.52 26.16 26.35 27.87 31.11 35.78 40.7G 44.60 46. 20 
6.9 26.62 26.53 26.15 2~.61 25.57 ~6.70 29.42 33.57 38.30 42.54 45.40 46.41 
6.a 26.04 25.93 25.54 2 .02 24.89 5'3 5 F·95 31.46 35.61 39.65 43.14 45.§6 4g.S1 6.7 25.46 25.36 25.04 24.57 24.40 25. 2 6.93 29.84 33.48 37.14 40.64 43. 5 4 .24 47.06 
6.6 25.26 25.20 24.89 24.39 24.11 24.49 26,.00 28.72 32.06 35'56 38.52 41. 56 44.25 46.06 46.53 

~:~ 24.67 24. as 24.5~ 24.09 :n.75 24 00 25.36 27.94 31.06 34. 5 36.73 39.16 41.46 43.67 45.49 46.22 
23.47 23.56 23.4 23.20 23.06 23.45 24.B4 27.29 30.1,3 32.74 34.91 36.71 38.p 40.57 43.08 45.21 45.~5 6.3 21.29 21. sa 21. aD 21. 94 ~2.25 22.98 24.48 26.12 29. 4 31.26 32.96 34.31 ~5. 1 37.42 39.94 42~7 44. 3 45.48 

6.2 19 13 19.66 20.29 20.95 1.78 22.90 24.51 26.56 28.58 30.24 31.57 32.66 3.72 35.19 37;33 40.01 42.74 H.H 45.59 
6.1 17.57 18.31 19.32 20.40 21. 64 23.11 24.96 27.11 29.09 30.56 31. 67 32.62 33.57 34.80 36.49 39.69 41.20 43.58 45.5.4 47.02 

6 17.09 17.97 19.09 20.22 21.51 23.16 25.39 28.04 30.44 32 .10 33.18 34 .03 34.93 36.05 37.44 39.13 41.06 43.00 45.14 4~.74 
5.9 17.60 18.47 19.44 20.28 21. 31 22.93 25.45 28.63 31. 55 33.56 34.76 35.58 36.42 37.54 36.91 40.42 41. 90 43.19 44.77 4 .46 
5;8 17.99 18.78 19.56 20.13 20.92 22.41 24.95 28.22 31.29 33.50 34.87 35.77 36.64 37.85 39.39 40.98 42.29 43.12 43.99 46.00 
5.7 17.52 IB.23 18.91 19.41 20.13 21.49 23.77 26.67 29.42 31. 51 32.98 j4.09 35.17 36.54 38.21 39.84 41.07 41.68 42.07 43.:!9 
5.6 16.54 17.16 17.77 18.25 18.97 20.19 22.09 24.47 26.71 28.43 29.80 1.11 32.53 34.11 35.77 37.29 38.45 j9.03 39.26 39.97 
5.5 15.32 15.86 16.38 16.83 17.51 18.62 20.24 22 .23 24.04 25.35 26.48 27.89 29.60 31. 33 32.90 34.29 35.48 6.18 36.44 36.96 
5.4 13.91 14.41 14.87 15.26 15.91 16.98 18.51 20.32 21.90 22.97 23.95 25.41 27.26 29.02 30.47 31. 80 33.08 33.95 34.31 3~.B7 
5.3 12.65 13.15 13.58 13.91 14. 53 15.60 17.12 18.88 2G.40 21. 43 22.41 23.90 25.77 27.51 28.92 30.28 31.67 32.66 33.13 33.73 
S.2 11. 57 12.09 12.54 12.86 13 .42 14.45 15.96 17.70 19.19 20.22 21.20 22.65 24.50 26.26 27.74 29.21 30.74 31.88 j2.47 ~~ .,],2 
5.1 10.38 10.95 l1.4B 11.88 12.47 13.50 15.00 16.67 19.06 19.01 19.92 21.30 23.13 24.94 26.52 2B .11 29.79 31.11 1.86 ~.t. .. ;:;7 

5 9.209 9.9ao 10.67 11.22 11. 95 13.C8 14.61 16.17 17.36 18.14 IB.94 20.28 22.12 23.96 25.54' 27.15 28.92 30.36 31.21 31.95 
4.9 8.G21 ~ .413 10.27 10.99 11.65 13.12 14.71 16.17 17.13 17.67 18.35 19.68 21.55 23.34 24.81 26.32 28.07 29.53 30.37 3 • os 
4.2 7.876 .750 9.735 10.55 11.50 12.85 14 .46 15.83 16.60 16.95 17.52 IB.87 20.76 22.48 23.81 25.17 26.81 26.24 ~~:~S ~~:6~ 4.7 6.760 7.02 ~ .631 9.477 10.44 11.77 13.32 14.60 15;28 15.57 16.12 17.48 19.36 21. 01 22.24 23.49 25.07 26.51 
4.6 5.562 6.349 7.253 8.047 8.983 10.25 11.71 12.93 13.63 13.99 14 .58 15.91 17.68 19.24 20.43 21.69 23.27 2L 74 25.63 26.25 
4.5 4. 507 5.175 5.949 6.682 7.595 8.818 10.21 11.41 12.22 12.72 13.38 14.63 15.25 17.69 18.86 20.13 21.66 23.04 23.64 24.38 
4.4 3.619 4.194 4.895 5.631 6.561 7.743 9.064 10.27 11.19 11.84 12.55 13.71 15.17 16.51 17.65 18.82 20.16 21. 32 21.99 22.5, 
4.~ 2.952 ~.490 4.181 4.936 5.B48 6.941 8.169 9.379 10.40 11.17 11. 69 12.93 14.24 15.48 16.53 17.57 18.66 19.58 20.15 20.6 
4. 2.375 .898 3.573 4.277 5.074 6.021 7.150 6.361 9.462 10.32 11.05 11.98 13.12 14.21 15.19 16.11 17.01 17.76 18.26 18.74 
4.1 1.773 2.269 2.892 3.488 4.110 4.878 5.89J 7.058 8.150 9.009 9.745 10.62 11. 65 12.63 13.54 14.40 15.18 15.82 16.27 16.69 

4 1. 334 1. 812 2.401 2.909 3.377 j.979 4.858 5.904 6.~55 7.582 8.248 9.102 10.09 11. 02 11.92 12.77 13.49 14.06 14 .~5 14. ~~ 
3.9 1. 253 1. 735 2.341 2.840 3.251 .768 4.550 5.462 6. 26 6.753 7.268 8.037 8.984 9.900 10.79 11.63 12.32 12.83 13.20 13. 2 
3.8 1.424 1. 895 2.516 3.077 3.565 4.129 4.896 5.725 6.352 6.724 7.077 7.696 8.542 9.4C3 10.23 11.00 11.65 12.15 12 .52 12.97 
3.7 1. 669 2.096 2.697 3.329 3.975 4.692 5.530 6.340 6.694 7.172 7.394 7.835 8.530 9.277 9.993 10.66 1 .24 11.72 12.12 12.59 
3.6 2.056 2.441 3.001 3.655 4.413 5.277 6.218 7.043 7.544 7.748 7.889 8.218 8.764 9.371 9.954 10.50 11.00 11.47 11.88 12.33 
3.5 2.765 3.127 3.631 4.22C 4.949 5.835 6.805 7.618 B.063 8.219 8.357 8.588 9.185 9.689 10.14 10.55 10.97 11.40 11.8C 12.18 
3.4 3.645 3.994 4.435 4.905 5.511 6.303 7.200 7.951 8.354 8.498 8.672 9.065 9.590 10.05 10.40 10.68 10.99 11.36 11.70 12.00 
3.~ 4.288 4.643 5.045 5.421 5.924 6.620 7.414 8.08B 8.462 6.599 8.765 9.151 9.667 10.09 10.37 10.58 10.82 11.13 11.43 11. 69 
3. 4.735 5.106 5.491 5.799 6.220 6.B~9 7.546 8.137 8.459 8.556 8.662 8.970 9.406 9.778 10.03 10.24 10.48 10.76 11.03 11. 26 
3.1 5.322 5.689 6.039 6.258 6.564 7.0 0 7.700 a.215 8.467 8.506 8.563 8.804 9.151 9.448 9.679 9.694 10.l) 10.40 10.64 10.82 

3 6.011 6.367 6.687 6.832 7.031 7.453 8.010 6.479 6.679 B.666 8.745 8.975 9.255 9.442 9.568 9.709 9.898 10.13 10.35 10.47 
2.9 6.505 6.869 7.252 7.423 7.61 8.001 8.544 9.003 9.17B 9.177 9.260 9.497 9.716 9.768 9.725 9.722 9.820 10.01 10.20 10.30 
2.8 6.743 7.196 7.674 7.958 8.217 8.642 9.218 9.700 9.865 9.846 9.921 10.12 10.25 10.17 9.978 9.839 9.B4B 10.00 10.20 i8:H 2.7 6.897 7.407 7.976 8.348 8.669 9.149 9.793 10.33 10.50 10.46 10.52 10.65 10.65 10.42 10.11 9.896 9.860 10.01 10.23 
2.6 7.103 7.622 8.194 8.552 8.865 9.378 10.10 10.70 10.91 10.91 10.99 11.07 10.90 10.49 10.07 9.827 9.794 9.953 10.18 10.39 
2.5 7.416 7.906 8.414 8.688 8.940 9.456 10.23 10.89 11.13 11.17 11.32 11.40 11.10 10.50 9.961 9.696 9.708 9.918 10.16 10.35 
2.4 7.8H 8.271 8.693 9.872 9.078 9.617 10.45 11.16 11.40 11.44 11.63 11.76 11.41 10.66 9.965 9.674 9.747 10.06 10.34 13.50 
2.3 8.232 a.643 8.996 9.110 9.313 9.913 10.83 11.59 11.85 11.87 12.07 12.22 ll.87 11.04 10.25 9.871 9.983 10.37 10.68 10.81 
2.2 8.315 8.120 9.064 9.182 9.419 10.09 11.09 11. 93 12.25 12.30 12.51 12.69 12.33 11.46 10.58 10.14 10.25 10.66 10.97 11.12 
2.1 8 .3~4 8.763 9.137 9.289 9.552 10.25 11.30 12.23 12.63 12.74 12.96 13.11 12.12 11. 82 10.91 10.45 10.54 10.94 11.25 11.45 

2 8.374 8.915 9.229 9.421 9.707 10.42 11.51 12.51 13.00 13 .17 13.41 13.54 13.10 12.17 11. 26 10.80 10.89 11.27 11.57 11. 82 
1.9 8.454 a.918 9.373 9.603 9.905 10.62 11. 75 12.81 13.35 13.55 13.80 13.89 13.40 12.44 11.57 11.17 11. 29 11. 64 11.92 12.22 
1.6 8.315 8.774 9.230 9.456 9.734 10.4 a 11. 45 12.46 13.01 1~ .25 13 .52 13.59 13.08 12.21 li· 58 11.44 11. 67 11. 97 12.16 12.48 
1.7 8.065 8.51S 8.974 9.213 9.484 10.11 p.08 p.OO 12.50 1 .75 13.02 H· 05 12.52 11.79 1 .46 11.6g 12.00 12.23 12.32 12.64 
1.6 7.069 7.505 7.996 8.314 8.652 9.263 0.12 0.90 11.30 11.50 11. 73 .73 U.24 10.70 10.74 11.2 11.82 11.99 12.00 12.35 
1.5 2.6£1 2.90 3.511 4.09~ 4.699 5'649 6.002 6.480 6.649 6.680 6.80B 6.951 6.958 7.100 7.740 a.673 9.369 9.588 9.595 9.890 
1.4 -2. 4 -1. BS -1. 32 -.49 .3793 1. II 1.499 1.666 1. 620 1.523 1. 6C3 1. 939 2.441 3.193 4.3j6 5.580 6.429 6.727 6.777 7.018 
1.~ -7.27 -7.16 -6.64 -5.62 -4.62 -4. 6 -4.25 -4.52 -4.68 -4.79 -L 87 -4.64 -3.90 -2.73 -1. 3 -.061 .7200 1. 045 1.281 1. 666 
1. -11.9 -12.0 -11.6 -10.4 -9.33 -9.10 -9.12 ... 10.5 -10.8 -10.9 -11.1 -11.0 -10.1 -B.67 -7.18 -6.00 -5.37 -5.C6 -4.68 -~.21 
1.1 -14 .9 -15.1 -14.7 -13.5 -12.4 -12.2 -13.0 -13.9 -14.3 -14.6 -15.0 -14.9 -13.8 -12.0 -10.2 -8.B8 -6.23 -7.99 -7.65 - .15 

1 -18.0 -18.2 -17.9 -16.8 -l5.7 -15.7 -16.6 -17.7 -18.3 -18.6 -19.0 -18.8 -17.5 -15.5 -1~.4 -11.8 -11.1 -10.8 -10.5 :H:~ 0.9 -20.6 -20.9 -20.7 -~9 .5 -18.5 -18.6 -19.6 -20.8 -21. 5 -21. 9 -22.3 -22.1 -20.6 -18.3 -1 .9 -14.2 -13.4 -13.1 -12. 7 o.a -21. 7 -22.0 -21.7 - 0.5 -19.4 -19.5 -20.6 -21.8 -22.4 -22.8 -23.3 -23.1 -21.5 -18.9 -16.3 -14.4 -13.5 -13 .1 -12.8 -12.4 
0.7 -23.0 -23.3 -23.0 -21.6 -20.5 -20.6 -21. 6 -22.7 -23.4 -23.8 -24.4 -24.2 -22.4 -19.5 -16.6 -14.6 -13.5 -13.1 -12.8 -12.4 
0.6 -24.7 -25.0 -24.6 -23.2 -21. 9 -22.0 -23.0 -24.1 -24.8 -25.4 -25.9 -25.5 -23.4 -20.4 -17.4 -15.3 -14.1 -13.5 -13.1 -12.8 I'oJ 0.5 -26.4 -26.7 -26.2 -24.7 -23.3 -23.2 -24.2 -25.4 -26.2 -26.9 -27.4 -26.9 -24.5 -21. 3 -lB.3 -16.2 -15.G -14.2 -13.6 -13.3 
0.4 -28.1 -28.4 -27.8 -26.2 -24.7 -24.5 -25.4 -26.6 -27.6 -2B.4 -29.0 -2B.2 -25.6 -22.2 -19.2 -17.2 -15.8 -14.9 -14.2 -l~.B V1 
0.3 -31.2 -31. 5 -30.7 -28.8 -27.0 -26.7 -27.6 -29.0 -30.3 -31.4 -31.9 -30.9 -2B.0 -24.3 -21.1 -19.0 -17.6 -16.5 -15.7 -1 .3 ...,J 
0.2 -34.5 -34.7 -33.8 -31.6 -29.6 -29.2 -30.2 -31.9 -33.5 -34.9 -35.3 -34 .0 -3Q.7 -26.7 -23.4 -21.2 -19.8 -18.9 -17.8 -17.5 
0.1 -39.8 -39.4 -37.7 -34.6 -32.1 -30.9 -31.1 -32.6 -34.9 -36.B -37.8 -36.9 -33.9 -30.2 -26.9 -24.4 -22.2 -20.3 -18.5 -17.5 

0 -40.3 -39.1 -36.3 -33.1 -31.6 -32.1 -33.B -36.0 -38.3 -40.3 -41.7 -42.3 -42.2 -40.7 -37.6 -33.6 -30.3 -28.2 -26.7 -25.2 



6 
6 5.9 5.8 5/,,7 5.6 5.5 5.4 5.3 5.2 5.1 5 4.9 4.8 4.7 4.6 4.5 4.4 4.3 4.2 4.1 

~.9 .B 
7.7 
7.6 
7.5 
7.4 
7.3 
7.2 
7.1 

7 
6.9 
6.8 
6.7 
6.6 
6.5 
6.4 
15.3 
6.2 
6.1 

6 SO.03 
5.9 50.72 52.75 
5.8 49.18 52.10 52.59 
5.7 45.79 4S.82 50.74 50.15 
5.6 41. 76 44.36 46.56 47.05 45.22-
5.5 38.34 40.36 42.20 42.87 41.91 39.74 
5.4 36.06 37.63 38.92 39.31 38.63 37.26 35.60 
5.3 34.84 36.13 37.01 37.04 36.25 35.19 34.35 33.67 
5.2 ~4.17 ~5.30 35.95 3S.7§ 34. ~4 H:~g 3y.9, 3r·73 ~2.47 5.1 3.59 4.67 35.29 34.9 33. B 3 .7 3 .64 1.87 31. 96 

5 32.95 34.06 34.76 34.52 33.41 32.04 31.04 30.76 1.10 31. 65 31.92 
4.9 . 32.04 33.17 33.94 33.81 32.78 31.43 30.39 29.97 30.19 30.82 31.48 31.58 
4.8 ·30.67 31. 75 32.55 32.53 ~~:i~ 30.42 29.4~ 26.96 29.~1 29.51 30.26 30.75 30.44 
1..7 26.91 29.95 30.75 30.BS 29.08 28.1 27.65 27. 0 27.95 28.61 29.19 29.22 28.44 
4.6 27.05 28.05 28.87 29.07 26.53 27.55 26.65 26.14 26.02 26.28 26.82 27.32 27.44 26.96 25.91 
4.5 25.17 26.20 27.04 27.30 26.83 25.88 24.99 24.46 24.32 24.52 24.96 25.39 25.49 25.16 24.39 23.23 
4.4 23.32 24.37 25.25 25.56 25.12 24.18 23.25 22.69 22.54 22.74 23.15 23.50 23.56 23.28 22.66 21.77 20.71 
4.3 21.50 22.55 23.45 23.79 23.39 22.43 21.46 20.66 20.70 20.89 21.27 21. 55 21.59 21.36 20.62 20.10 19.41 18.65 
':'.2 19.52 20.56 21.48 21. 87 21. 50 20.55 19.56 18.94 18.75 18.89 19.20 19.43 19.46 19.32 18.90 18.29 17.83 17.50 16.88 
4.1 17.38 18.38 19.32 19.77 19.52 16.66 17.69 17.07 16.65 16.92 17.16 17.33 17.41 17 .37 17.09 16.59 16.20 16.06 15.79 15.14 

4 15.51 16.44 17.34 17 .84 17.73 17 .02 16.15 15.55 15.30 15.33 15.50 15.65 15.76 15.81 15.63 15.p 14 .85 14.71 U.57 14.19 
3.9 14.29 15.16 15.95 16.42 16.39 15.83 15.07 14.51 14 .26 14 .27 14.39 14.52 14.63 14.70 14.56 14. 9 13.86 13.69 13.51 13.21 
3.6 13.65 14 .43 15.09 15.49 15.48 15.02 14.35 13.S0 13.54 13.55 13.67 13.79 13.68 13.90 13.74 13.40 13.11 12.93 12.67 12.30 
3.7 13.22 13.39 14.46 14.81 14.81 14.41 13.75 13.18 12.91 12.95 13.12 13.27 13.33 13.28 13 .05 12.71 12.44 12.26 11.95 11.49 
3.6 12.87 13.43 13.94 14. 25 14.24 13 .66 13.23 12.68 12.43 12.51 12.74 12.91 12.94 12.80 12.51 12.13 11.85 11.64 11. 29 10.77 
3.5 12.59 13.06 13.53 13.79 13.75 13.39 12.83 12.35 12.15 12.25 12.48 12.64 12.62 12.42 12.06 11.64 11.31 11. 06 10.67 10.13 
3.4 12.33 12.75 13.16 13.37 13.30 12.97 12.48 12.06 11.86 11.91 12.10 12.23 12.19 11.95 11.55 11.06 10.71 10.43 10.04 9.513 
3.3 11.98 12.35 12.69 12.83 12.74 12.43 11.98 11.60 11.38 11.35 11.46 11. 59 11. 56 11.31 10.87 10.36 9.951 9.674 9.333 9.877 
3.2 11.51 11. 82 12.10 12.19 12.07 11. 76 11.34 10.99 10.77 10.67 10.75 10.90 10.89 10.61 10.12 9.567 9.143 8.882 8.598 8.217 
3.1 11. 01 l1. 28 11.54 11. 62 11.49 11.17 10.77 10.44 10.21 10.09 10.15 10.30 10.29 9.986 9.469 6.903 8.478 8.230 7.973 7.634 

3 '1~.61 10.66 11.13 11. 21 11. 07 10.74 10.35 10.02 9.789 9.652 9.686 9.823 9.607 9.499 8.976 8.419 8.015 7.785 7.537 7.211 
2.9 10.41 10.62 10.85 10.92 10.75 10.41 10.02 9.726 9.510 9.354 9.343 9.446 9.417 9.102 8.575 8.026 7.659 7.464 7.229 6.934 
2.8 10.45 10.63 10.80 10.80 10.58 10.21 9.825 9.557 9.353 9.162 9.096 9.165 9.114 8.769 8.220 7.692 7.349 7.199 6.970 6. 641 
2.7 10.56 10.7a 10.92 10.85 10.54 1C.09 9.667 9.419 9.203 8.972 6.867 8.921 8.855 8.478 7.913 7.393 7.096 6.944 6.734 6.41 
2.6 10.61 10.88 11. 06 10.93 10.51 9.955 9.476 9.179 8.951 8.709 1'1.600 8.665 8.605 6.217 7.659 7.172 6.884 6.729 6.511 6.203 
2.5 10.58 10.9g 11.11 10.95 10.45 9.8~1 9.263 8.942 8.706 8.460 8.362 9.459 8.421 8.039 7.496 7.029 6.732 6.539 6.298 5.996 
2.4 10.69 10. ~v 11.14 10.94 10.40 9.751 9.226 8.909 8.644 8.359 8.262 8.397 8.3aa 7.989 7.432 6.9n 6.596 6.347 6.060 5.779 
2.3 10.96 11.21 11.31 11.05 10.48 9.855 9.368 9.051 8.741 6.41)6 8.302 8.463 8.447 8.024 7.427 6.691 6.485 6.187 5.900 5.597 
2.2 11. 33 11. 62 11. 70 11. 35 10.70 10.02 9.501 9.164 8.836 8.480 8.363 8.516 8.479 8.028 ·7.407 6.843 6.406 6.096 5.815 5.522 
2.1 11.76 12.15 12.24 11.82 11. 06 10.29 9.687 9.291 8.947 8.592 8.459 6.573 6.499 8.036 7.424 6.857 6.410 6.105 5.850 5.582 

2 12.26 12.76 12.88 12.39 11. 53 10.65 9.950 9.482 9.115 8.762 8.605 8.663 8.539 8.072 7.477 6.913 6.455 6.162 5.945 5.715 
1.9 12.77 13.40 13.58 13.05 12.11 11.13 10.32 9.763 9.351 8.982 8.790 8.775 8.583 8.103 7.532 6.974 6.503 6.223 6.057 5.889 
l.8 13.14 13.92 14 .23 13.78 12.85 11.83 iO.91 10.19 9.684 9.266 9.031 8.091 8.605 8.126 7.619 7.124 6.666 6.362 6,190 6.073 
l·t 13.43 14.q6 14.82 14.47 13'F 10.6~ 10.03 9.594 9.270 a.a03 8.626 8.152 7.711 7.288 6.853 6.525 6.339 6.262 
l. 13.23 14. 7 14.85 14.61 13. 8 H:H 1j}~ 10.7 10.08 9.6~6 9.260 '874 .8.443 S.029 7.699 7.381 6.999 6.66; 6.443 6.~Sg 
1.5 10.63 11. 55 12.25 12.34 11.82 10.9§ 9. 74 9.050 6.645 8.5 9 8.343 8. 49 7.697 7.403 7.201 6.999 6.720 6.43 6.:21 5. 5 
1.4 7.568 8.381 9.195 9.652 9.473 8.72 7.782 7.104 6.933 7.080 7.129 6.943 6.717 6.609 6.589 6.539 6.378 6.151 5.908 5.666 
y.3 2.103 2.524 3.076 3.671 3.915 3.607 2.992 2.561 2.636 3.054 3.294 3.208 3.180 3.451 3.808 4.075 4.261 4.399 4.421 4.271 

.2 -3.99 -4.00 -3.71 -2.92 -2.19 -2.04 -2.32 -2.50 -2.20 -1.56 -1.18 -1.20 -1.03 -.382 .3806 .9970 1.548 2.062 ~:~H 2.379 
l.1 -6.97 -7.12 -6.91 -6.CO -5. 01 -4.54 -4.49 -4.39 -3.87 -3.07 -2.57 -2.52 -2.29 -1.56 -.699 .0618 .8442 1.605 2.097 

1 -9.92 -10.2 -9.96 -8.8S -7.63 -6.90 -6.60 -6.31 -5.64 -4.66 -4.03 -3.91 -3.58 -2.68 -1.67 -.767 .2307 1.254 1. 9~5 2.057 
0.9 -12.3 -12.7 -12.4 -11.2 -9.72 -S.77 -6.29 -7.86 -7.06 -5.94 -5.18 -5.00 -4.58 -3.55 -2.41 -1.38 -.210 1.016 1. 8 0 2.075 
0.8 -12.4 -12.7 -12.4 -p.o -9.48 -S.49 -8.03 -7.64 -6.87 -5.74 -4.97 -4.77 -4.32 -3.20 -1.96 -.884 .2516 1.424 2.255 2.4~i 
0.7 -12.4 -12.6 -12.2 - 0.7 -9.09 -8.05 -7.60 -7.26 -6.51 -5.38 -4.59 -4.36 -3.S9 -2.68 -1. 34 -.239 1

8489 1. 954 2.760 2.9 
0.6 -12.9 -13.2 -12.7 -10.9 -8.96 -7.73 -7.22 -6.S8 -6.18 -5.06 -4.25 -3.99 -3.43 -2.20 -.853 .2511 .323 2.393 3.200 3.498 N 0.5 . -13.5 -14.0 -13.4 -11.4 -9.06 -7.62 -7.02 -6.67 -5.97 -':.65 -4.00 -3.66 -3.03 -1.S0 -.480 .6357 1. 720 2.762 3.559 3.906 U1 
0.':' -14.2 -14.7 -14.1 -11.8 -9.14 -7.49 -6.80 -6.43 -5.74 -4.62 -3.73 -3.30 -2.60 -1.37 -.083 1.042 2.137 3.148 3.932 4.~29 CO 0.3 -15.8 -16.6 -15.9 -13.4 -10.4 -6.42 -7.56 -7.12 -6.39 -5.15 -4.03 -3.29 -2.24 -.849 .3796 1.446 2.581 3.592 4.333 4. 49 
0.2 -18.2 -19.1 -18.5 -15.6 -12.2 -9.91 -8.87 -8.40 -7.66 -6.26 -4.81 -3.57 -1.97 -,296 .8382 1. 774 2.950 3.977 4.667 5.093 
0.1 -17.6 -18.0 -17.2 -14.6 -11.6 -9.44 -8.13 -7.42 -6.43 -4.43 -2.01 .12BB 2.167 3.754 4.496 4.989 5.783 6.526 7.015 7.305 

0 -24.2 -23.7 -22.1 -18.9 -15.4 -13.4 -13.2 -13.9 -14.1 -12.8 -10.6 -8.54 -6.20 -3.31 -.196 2.453 4.385 6.149 8.242 10.25 



4' 3.9 3.8 3.7 3.6 3.5 3.4 3.3 3.2 3.1 3 2.9 2.8 2.7 2.6 2.5 2.4 2.3 2.2 2.1 
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7.9 
7.8 
7.7 
7.6 
~.S .4 
7.3 
7.2 
7.1 

7 
6.9 
6.8 
6.7 
6.6 
6.5 
6.4 
6.3 
6.2 
6.1 

6 
5.9 
5.8 
5.7 
5.6 
5.5 
5.4 
5.3 
5.2 
5.1 

5 
4.9 
4.8 
4.7 
4-6 
~.5 
4.4 
4.3 
4.2 
4.1 

4 
3.9 13.5~ 12.8 12.34 
3.8 11.95 11. 67 n.26 
3.7 11.08 10.83 10.61 10.26 
3.6 10.29 9.973 9.822 9.714 ':;'477 
3.5 9.601 9.234 9.073 9.058 9.032 8.845 
3.4 9.006 8.647 8.469 8.435 8.459 8.447 8.301 
3.3 8.441 8.136 7.960 7.875 7.853 7.889 7.948 7.886 
3.2 7.857 7.614 7.458 7.348 7.279 7.298 7.452 7.687 7.554 
3.1 7.331 7.144 7.025 6.924 6.839 6.837 7.000 7.227 7.302 7.196 

:> ~ .941 6.801 6.726 6.651 6.572 6.561 6.710 6.930 7.036 7.032 7.015 
2.9 .644 6.534 6.492 6.442 6.383 6.391 6.548 6.758 6.852 6.874 6.973 7.109 
2.8 ~.362 6.286 6.266 6.237 6.207 6.257 6.~50 6.674 6.761 6.771 6.913 7.1B9 7.449 
2.7 .161 6.073 6.063 6.047 6.044 6.144 6. 86 6.637 6.737 6.746 6.890 7.224 7.606 7.901 
2.6 5.964 5.684 5.874 5.863 5.B82 6.017 6.290 6.562 6.684 6.715 6.866 7.206 7.631 8.032 8.315 
2.5 5.769 5.692 5.685 S.6B4 5.719 5.868 6.143 6.411 6.543 6.607 6.788 7.129 7.553 8.008 8.430 8.748 
2.4 5.554 5.473 5.478 5.508 5.571 5.735 6.006 6.256 6.387 6.486 6.710 7.063 7.480 7.947 9.447 8.916 9.440 
2.3 5.366 5.281 5.309 5.380 5.479 5.664 5.940 6.177 6.306 6.430 6.685 7.051 7.465 7.932 8.456 9.0 9 9.802 10.43 
2.2 5.291 5.20B 5.246 5.332 5.434 5.611 5.873 6.097 5.227 6.363 6.633 7.011 7.432 7.905 8.439 9.104 9.935 10.71 11.14 
2.1 5.367 5.296 5.341 5.41B 5.494 5.634 5.859 6.064 6.192 6.334 6.608 6.986 7.409 7.886 8.422 9.090 9.942 10.7B 11. 33 11.66 

2 5.526 5.468 5.511 5.569 5.612 5.706 5.890 6.072 6.196 6.342 6.619 6,998 7.422 7.903 8.442 9.109 9.968 10.85 11.51 12.00 
1.9 5.743 5.697 5.731 5.772 5.768 5.846 5.997 6.158 6.276 6.430 6.718 7.098 7.520 8.011 8.570 9.255 10.14 11. 08 11. 84 12.48 
1.8 6.005 6.010 6.046 6.057 6.024 6.037 6.169 6.326 6.442 6.601 6.882 7.223 7.597 8.069 8.652 9.357 10.22 11.13 11.91 12.61 
1.7 6.270 6.325 ~.365 6.350 6.272 6.2.8 6.346 6.492 ~.599 6.762 7.039 7.345 7.670 8.121 8.723 9.441 10.26 11.13 11.91 12.64 
1. 6 6.4~' 6.548 .575 6.~14 6.380 6.286 6.3)~ 6.430 

4:3bl 
6.§42 6.869 7.136.7.384 7.771 s.ps 8.99~ 9.~94 ~?4~§ ILIa E$a~ .S 5.9 3 5.939 5.B34 S. 58 5.442 5.23 5.10 5.002 4. 55 4.859 4.855 4.873 5.020 5. 34 5.72 6. 06 6.96 

1.4 5.458 5.266 5.012 4.706 4.39~ 1. 076 r:H§ 3.462 3.196 2.959 2.710 2.439 2.209 2.092 2.126 2.218 2.229 2.232 2. ~1l 2.147 

!:~ t£1~ 3.810 3.518 3.107 2.~7 .961 1.004 .7257 .4426 .0675 • 38~ -.643 -1. 26 -1. 58 -1.90 -2.39 -2.89 -3.06 -2.97 
L ~57 1. 657 1.172 .4 51 .394 -1.1~ -1.53 -1. 75 -2.05 -2.53 -3.1 -3.80 -4.48 -5.14 -5.85 -6.83 -7.83 -i.35 -~.5~ 

1.1 1.897 1. 711 1.443 .9281 .1376 -.826 -1.6 -2.24 -2.59 -3.01 -3.59 -4.25 -4.96 -5.77 -6.60 -7.55 -8.81 -10.1 - 0.8 - 1. 
1 1. asa 1. 6ao 1. 362- .7798 -.087 -1.15 -2.17 -2.88 -3.39 -3.94 -4.61 -5.36 -6.21 -7.16 -8.15 -9.32 -10.9 -12.4 -13.2 -13.6 

0.9 1.915 1. 691 1. 332 .6852 -.260 -1. 42 -2.59 -3.45 -4. 09 -4.74 -5.50 -6.33 -7.28 -8.38 -9.52 -10.9 -12.6 -14 .4 -15.4 -15.8 
0.8 2.327 2.065 1.634 .8910 -.170 -1. 46 -2.72 -3.67 -4.36 -5.04 -5.62 -6.71 -7.74 -8.92 -10.1 -11.6 -13.4 -15.2 -1:6 • 2 -H· 6 
0.7 2.827 2.509 1. 990 1.141 -.040 -1.45 -2.83 -3.87 -4.52 -5.33 -6.15 -7.10 -8.21 -9.48 -10.8 -12.3 -14.1 -16.a -7.0- .4 
0.6 3.361 2.974 2.316 1.345 .1024 -1. 33 -2.73 -3.82 -4.63 -5.40 -6.26 -7.30 -8.52 -9.87 -11.2 -12.7 -14.6 -16.4 -17.5 -18.1 N 0.5 3.812 3.383 2.615 1. 539 .2402 -1.21 -2.62 -3.73 -4.60 -5.41 -6.32 -7.43 -8.75 -10.2 -11.5 -13.1 -14 .9 -16.8 -18.0 -18.7 Ln 0.4 4.281 3.808 2.924 J..739 .31'133 -1. 09 -2.50 -3.63 -4.56 ~5.42 -6.37 -~.56 -8.97 -10.4 -H.S -13.4 -15.2 -17.1 -18.4 -19.~ -\.0 
o.~ 4.683 4.039 2.957 1. 725 .4281 -1.02 -2.50 -3.76 -4.76 -5.65 -6.67 - .00 -9.56 -11.1 -12.5 -14.1 -16.0 -18.0 -19.5 -20. 
O. 4.968 4.055 2.710 1.480 .3484 -1. 02 -2.62 -4.C5 -5.15 -6.04 -7.13 -8.66 -10.4 -12.0 -13.4 -15.0 -17 .0 -19.2 -20.9 -22.2 
0.1 6.971 5.651 3.918 2.630 1.737 .6152 -.940 -2.45 -3.58 -4.54 -5.82 -7.49 -9.18 -10.6 -11.8 -13.2 -14.8 -16.7 -18.2 -19.6 

0 ll.30 10.71 8.764 6.709 5.074 3.304 1.409 .1319 -.623 -1.35 -2.21 -3.34 -4.66 -5.72 -6.38 -7.20 -9.01 -11.4 -13.5 -14.8 



:z. 
8 

1.9 1.13 1.7 1.6 1.5 1.4 1.3 1.2 1.1 1 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 0 

7.9 7.e 
7.7 
7.6 
7.5 
7.4 
7.3 
7.2 
7.1 

7 
6.9 
6.8 
6.7 
6.6 
6.5 
6.4 
6.3 
6.2 
6.1 

6 
5.9 
5.8 
5.7 
5.6 
5.5 
5.4 
5.3 
5.2 
5.1 

5 
4.9 
~.8 
4.7 
4.6 
4.5 
4.4 
4.3 
4.2 
4'1 
3.9 
l.B 
3.7 
3.6 
3.5 
3.4 
3.3 
3.2 
3.1 

3 
2.9 
2.8 
2.7 
2.6 
2.5 
2.4 
2.3 
2.2 
2.1 

2 12.51 ' 
1.9 13.16 14 .05 
1.8 13.40 14.54 15.70 
1.~ 13.51 14.90 16.90 1B.73 
1- 12.76 14.31 16.83 19.49 2;.02 
1-5 B .196 9.353 11. 42 13.64 1 .25 12.61 
1.4, 3.195 3.904 5.417 7.087 B.741 9.360 9.628 
1.~ -2.80 -2.59 -1. 70 -.666 .8996 4.294 7.671 10.49 
1. -8.60 -B.a5 -6.56 -B.14 -6.71 -.829 5.402 12.81 19.78 
1.1 -11.3 -11.8 -11.7 -11.5 -10.1 -3.01 4.483 13.59 22.33 26.76 

1 -13.9 -14.6 -14.8 -14 .8 -13.4 -5.23 3.490 14.21 24.56 30'g+ 36.20 
0.9 -16.2 -17.0 -17.3 -17.5 -16.1 -7.04 2.713 14.83 26.58 33. 40.99 47 .01 
0.8 -17.0 -17.8 -lB.1 -lB.2 -16.7 -7.28 2.851 15.55 27 .81 35.4~ 42.78 49.11 51. 71 
0.7 -17.9 -18.7 -18.9 -19.0 -17.3 -7.49 3.054 16.33 29.08 37.0 44.59 51.23 5 .35 57.55 
0.6 -18.6 -19.5 -19.7 -19 .6 -17.8 -7.47 3.598 17 .22 30.19 38.22 45.89 52.63 55.93 59.34 62.03 N 
0.5 -19.4 -20.4 -20.5 -20.3 -18.4 -7.44 4.145 IB.11 31.30 39.45 47.20 54.03 57.48 61.09 64.73 68.50 0'1 
0.4 "20.1 -21.2 -21.3 .-21.0 -18.9 -7.39 4.721 19.00 32.38 40.6a 48.47 55.36 58.96 62.76 67.41 72.33 77 .36 0 0.3 -21.7 -23.2 -23.4 -23.2 -21.0 -8.59 4.549 19.72 33.74 42.4 50.79 58.06 61.82 65.81 71.29 77.13 83.13 91. 75 
0.2 -23.7 -25.5 -26.1 -~6.2 -24.1 -10.6 3.757 19.97 34.72 43.94 52.94 60.75 64.51 68.73 74.89 81. 48 88.27 100.8 115.9 
0.1 -21.0 -22.9 -23.6 - 4.0 -22.2 -9.42 4.098 18.29 30.59 38.81 47.24 54.47 58.10 62.07 67.69 73.64 79.77 93.10 110.0 117.5 

0 -15.8 -16.6 -15.3 -13.3 -9.24 1.073 12.13 24.51 35.47 41.67 48.81 54.93 58.21 61.67 66.20 70.97 75.88 85.46 97.11 106.4 192~1 
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APPENDIX I 

HIGH-LATITUDES "WINTER" A PRIORI DATA 

The statistics were constructed from 102,. December, January 

and February profiles for years 1969 through 1972. The mean profile 

is given below : 

TABLE 1.1 The Mean Profi1e* (G e ) 

-20.00 -20.30 -20.60 -21.12 -21. 74 -22.53 -23.44 -24.56 

-25.90 -27.40 -28.96 -30.53 -32.08 -33.62 -35.19 -36.81 

-38.37 -39.78 -41.10 -42.37 -43.52 -44.63 -45.77 -46.90 

-47.94 -48.95 -49.97 -50.94 -51.78 -52.43 -52.93 -53.32 

-53.61 -53.79 -53.87 -53.95 -54.08 -54.17 -54.11 -53.90 

-53.59 -53.29 -53.07 -52.94 -52.88 -52.90 -52.98 -53.07 

-53.12 -53.11 -53.04 -52.90 -52.73 -52.58 -52.47 -52.38 

-52.28 -52.16 -52.06 -51. 97 -51.92 -51. 98 -52.24 -52.65 

-53.14 -53.43 -53.72 -53.95 -53.82 -50.89 -47.7l -44.22 

-39.64 -35.02 -30.66 -26.35 -22.05 -19.08 -16.81 -18.58 

-17.75 

*Listed from 8 sh altitude to ground level in steps of 0.1 sh 

The original a priori covariance matrix is given in table 

1. 2. The indices indicate the height in sh (1. e. ~ln (p!p )). 
o 



TABLE 1.2 The High Latitudes winter a priori covarinace matrix 



8, 7.9 7.8 7.7 7.6 7.5 7.4 7.3 7.2 7.1 7 6.9 6.8 6.7 6.6 6.5 6.4 6.3 6.2 6.1 
8 IO.~ ~:~ 46. lA8.0 

44. 47.0 150.9 
7.7 138' .4 14 3. 7 150.2 153.2 
7.6 130.2 136.0 144.1 150.3 152.0 
~.5 119.8 125.7 114.3 142.6 148.7 150.8 

.4 109.1 114. e 12).3 132.6 141. 3 147.7 149.0 
7.~ 98.78 104.2 112.4 121.5 131.0 139.4 144.2 143.5 
7. 88.70 93.99 101. 9 110.7 120.0 129.1 136.0 13~. 9 13~. 6 
7., 79.11 84.p ~2.75 101. 6 111.1 120.4 128.1 13 .3 13 .7 139.2 

70.4 76. 1 5.09 94.62 104.5 114.2 122.2 128.5 134.3 140.8 147.0 

t~ 61. 90 68.27 77.76 88.09 98.78 109.0 117.3 124.1 131. 4 140.7 150.7 158.4 
52.49 59.16 69.17 8 a .Hi 91. 56 102.3 11).2 118 .~ 12~.9 Bt§ 150.4 161. 7 16~.1 

6.7 42.43 49.12 59.29 70.57 82.38 93.64 10 .1 111. 12 .6 146.9 160.6 17 .5 177.8 
6.6 33.15 39.58 49.50 60.72 72.63 84.14 94.09 103.1 113.3 126.4 141. 6 156.7 169.9 179.3 184.2 
6.5 24.82 30.89 40.36 51. 34 63.23 74.87 85.13 94.64 105.6 119.6 135.7 151. 8 166.2 177.6 185.3 189.8 
6.4 16.54 22.32 31.42 42.24 54.21 66.03 76.50 86.36 97. y8 113.0 1~0.2 147.1 19z.3 175.0 184.8 192.5 19~.6 
6.3 8.611) 14.23 23.11 33.90 46.04 58.04 68.67 78.85 91. 6 107.2 1 5.4 143 .1 1 8.8 172.2 183.5 193.3 20 .4 209.2 
6.2 1.985 7.481 16.20 26.91 39.03 50.95 61.51 71. 85 84.68 101:5 120.5 138.7 154.7 168.4 180.4 191. 7 202.7 211. 6 216.0 
6.1 -3.78 1. 529 9.980 20.46 32.36 44.02 54.39 64.80 77.93 95.13 114.5 133.0 149.4 163.5 176.1 188.2 200.2 210.2 216.0 217.6 

6 -9.41 -4.36 3.738 13.94 25.69 37.29 47.74 58.44 71. 91 89.22 108.6 127.3 144.0 158.6 171. 8 184.3 19~.6 207.0 2a 3 • 4 H~:~ 5.9 -14.8 -9.91 -2.15 7.787 19.49 31. 28 42.16 53.43 67.31 84.59 103.6 122.1 138.8 153.8 167.1 179.8 19 .1 202.3 2 8.9 
5.8 . -19.4 -14.7 -7.27 2.242 13.72 25.64 36.91 48.68 62.88 80.03 98.50 116.4 132.7 147.4 160.7 173.2 185.2 195.4 201. 9 206.1 
5.7 -23.5 -19.0 -12.1 -3.14 7.926 19.74 31.15 43.11 57.40 74.34 92.22 109.4 125.2 139.5 152.5 164.8 176.7 186.6 193.1 197.7 
5.6 -27.7 -23.6 -17.1 -8.63 2.052 13.70 25.07 37.05 51. 37 68.20.85.74 102.4 117.7 1~1. 7 144.6 156.7 198.4 178' g 

184.9 H~:~ 5.5 -31. 5 -27.6 -21.5 -13.5 -3.17 8.205 19.42 31. 35 45.69 62.55 '79.97 96.28 111.1 1 4.7 137.3 149.3 1 0.8 170. 177.3 
5.4 -33.8 -30 .. 2 -24.4 -16.8 -6.91 4.036 14.87 26.47 40.55 57.17 74.31 90.17 104.4 117.4 129.5 141. 0 152.2 161. 8 168.7 173.7 
5.3 -35.1 -31.7 -26.3 -19.0 -9.50 .9779 11. 25 22.18 35.53 51. 52 68.13 83.44 97.08 109.5 121. 2 132.3 143.1 152.5 159.3 16L4 
5.2 -36.4 -33.1 -28.0 -21. 0 -11.8 -1. 81 7.880 18.08 30.63 45.89 61. 99 76.92 90.25 H2.4 113.8 124.6 135.1 144.3 p1.1 156.2 
5.1 -37.5 -34. 4 -29.4 -22.8 -14.1 -4.56 4.630 14.30 26.25 40.90 56.49 71. 03 84.07 96.01 107.1 117.5 127.7 136.8 D.5 US.6 

5 -37.8 -34.8 -30.1 -23.8 -15.7 -6.85 1. 812 11. 03 22.45 36.45 51.35 65.26 77.75 89.22 99.8L 109.9 119.7 128.5 134. 9 139.9 
4.9 -37.4 -34.6 -30.2 -24.4 -16.9 -8.71 -.648 8.004 18.76 31. 97 46.02 59.16 71. 02 81. 94 92.05 101. 7 111.1 119.5 125.7 130.5 
4.8 -37.3 -34.7 -30.6 -25.2 -18.3 -10.7 -3.19 4.875 14.95 27.36 40.58 53.02 64.34 74.83 84.55 93.79 102.9 111. 0 117.0 121. 7 
4.7 -38.2 -35.8 -32.0 -26.9 -20.4 -13.2 -6.02 1. 626 11.14 22.86 35.36 47.17 57.99 68.09 77 .48 86.40 95.18 103.0 109.0 113.7 
4.6 -39.6 -37.3 -33.7 -28.8 -22.5 -15.4 -8.51 -1. 20 7.779 18.79 30.55 41. 65 51. 87 61. 48 70.48 79.07 87.56 95.21 101.1 105.8 
4.5 -39.3 -37 .2 -33.7 -29.0 -22.9 -16.1 -9.45 -2.67 5.539 15.66 26.52 36.75 46.16 55.08 63.53 71. 70 79.83 87.20 92.96 97.67 
4.4 -36.7 -34.6 -31. 2 -26.8 -21. 0 -14.7 -8.66 -2.67 4.566 13.66 23.53 32.80 41. 26 49.29 56.99 64.56 72.22 79.23 84.77 89.34 
4.3 -33.3 -31.2 -27.9 -23.7 -18.5 -12.8 -7.46 -2.28 4.032 12.18 21.11 29.46 36.99 44.09 50.95 57.84 64.97 71. 60 76.89 81. 29 
4.2 -30.8 -28.8 -25.6 -21.7 -16.9 -11.8 -7.04 -2.46 3.175 10.54 18.64 26.13 32.82 39.11 45.23 51. 49 58.12 64. 38 69.44 73.67 
4.1 -29.2 -27 .3 -24.3 -20.7 -16.4 -11. 8 -7.43 -3.20 2.009 8.770 16.13 22.90 28.93 34.62 40.17 45.89 52.03 57.91 62.74 66.88 

4 -23.1 -2~.3 -23.5 -20.1 -16.2 -12.1 -8.13 -4.16 • 743 i 7.066 13.§l 20.20 25.~1 31. 07 36.17 41. 46 47.20 52.77 5~. 4 3 B:I~ 3.9 -26.9 -25.2 -22.5 -19.4 -15.8 -12.2 -8.68 -5.11 -.56 5.412 11. 4 17.96 23. 9 28.20 32.89 37.82 43.27 48.62 5 .15 
3.8 -25.5 -23.8 -21.2 -18.2 -15.1 -11. 9 -9.00 -5.94 -1. 82 3.834 10.13 15.93 21.00 25.55 29.79 34.29 39.39 44.46 48.81 52.71 
3.7 -24.6 -23.0 -1'0.5 -17.8 -15.0 -12.3 -9.78 -7.04 -3.20 2.183 8.230 13.77 18.53 22.70 26.46 30.41 34.98 39.61 43.64 47.35 
3.6 -25.2 -23.9 -21.7 -19.2 -16.7 -14.2 -11.7 -8.83 -4.98 .1507 5.771 10.88 15.28 19.12 22.49 25.90 29.87 33.97 37.62 41.15 
3.5 -26. ~ -25.4 -23.6 -21.4 -19.0 -16.5 -13.8 -10.7 -6.72 -1.95 3.014 7.522 11. 51 15.08 18.19 21. 21 24.67 28.29 31. 56 34.90 
3.4 -26.2 -25.3 -23.8 -21. 9 -19.7 -17.3 -14 .5 -11. 3 -7.53 -3.26 1. 006 4.935 8.553 11. 87 14.73 17.37 20.35 23.50 26.36 29.35 
3.3 -24.4 -23.6 -22.2 -20.5 -18.6 -16.4 -13.9 -11. 0 -7.62 -3.89 -.227 3.214 6.476 9.468 11.95 14.11 16.56 19.24 21. 66 24.19 
3.2 -22.2 -21. 6 -20.4 -18.9 -17.3 -15.6 -13.6 -11.1 -8.08 -4.88 -1. 80 1.118 3.945 6.530 8.569 10.22 12.16 14.41 16.48 18.62 
3.1 -20.5 -20.1 -19.1 -17.9 -16.7 -15.5 -13.9 -11. 7 -9.15 -6.49 -~.99 -1. 61 .7438 2.924 4.581 5.821 7.322 9.206 11. 03 12.92 

3 -19.1 -18.9 -18.1 -17.1 -16.2 -15.3 -14 .1 -12.3 -10.1 -7.94 - .91 -3.94 -1. 96 -.090 1.286 2.226 3.394 4.979 6.607 8.337 
2.9 -:c 7.9 -17.7 -17.1 -16.2 -15.3 -14 .5 -13.6 -12.2 -10.5 -8.77 -7.07 -5.38 -3.64 -2.01 -.862 -.163 .7420 2.080 3.532 5.119 
2.8 -16.4 -16.4 -15.9 -15.0 -14.1 -13.5 -12.9 -11. 9 -10.6 -9.21 -7.80 -6.36 -4.86 -3.47 -2.59 -2.17 -1. 55 -.489 .7554 2.182 
2.7 -H.8 -14.9 -14.5 -13.7 -13.0 -12.6 -12.2 -11. 6 -10.5 -9.37 -8.23 -7.05 -5.83 -4.76 -4.20 -4.12 -3.85 -3.11 -2.09 -.834 
2.6 -13 .1 -13.2 -12.9 -12.3 -11. 8 -11. 6 -11. 5 -11.0 -10.1 -9.16 -8.20 -7.22 -6.27 -5.51 -5.26 -5.49 -5.56 -5.12 -4.31 -3.22 
2.5 -11. 5 -11. 7 -11. 6 -11.1 -10.9 -11. 0 -11.1 -10.7 -9.91 -9.07 -8.26 -7.44 -6.69 -6.14 -6.11 -6.54 -6.85 -6.61 -5.96 -5.02 
2.4 -10.2 -10.6 -10.7 -10.6 -10.6 -10.9 -11.2 -10.9 -10.2 -9.49 -8.84 -8.20 -7.59 -7.15 -7.18 -7.69 -8.10 -7.98 -7.43 -6.63 
2.3 -9.43 -9.94 -10.2 -10.2 -10.4 -10.9 -11. 2 -11. 0 -10.4 -9.75 -9.22 -8.73 -8.23 -7.83 -7.85 -8.35 -8.81 -8.77 -8.32 -7.66 
2.2 -8.52 -9.05 -9.35 -9.33 -9.49 -9.95 -10.3 -10.2 -9.73 -9.20 -8.73 -8.35 -7.96 -7.60 -7.62 -8.15 -8.68 -8.76 -8.46 -7.97 
2.1 -7.24 -7.73 -7.96 -7.84 -7.93 -8.35 -8.73 -8.75 -8.47 -8.04 -7.63 -7.33 -7.04 -6.76 -6.82 -7.41 -8.06 -8.31 -8.20 -7.89 

2 -6.01 -6.46 -6. ~9 -6.36 -6.35 -6.71 -7.09 -7.23 -7.10 -6.~8 -6.39 -6.1~ -5.9~ -5.76 -5.~5 -6.48 -7.24 -7.~7 :~:3j :~:B; 1.9 -5.32 -5.72 -5. 7 -5.44 -5.33 -5.58 -5.89 -6.04 -5.98 -5. 1 -5.34 -5.1 -4.9 -4.77 -4. 2 -5.44 -6.26 -6. 1 
1.8 -5.24 -5.60 -5.57 -5.16 -4.98 -5.09 -5.25 -5.30 -5.21 -4.94 -4.58 -4.35 -4.17 -3.85 -3.78 -4.31 -5.10 -5.69 -6.02 :~:H 1.7 -5.34 -5.66 -5.58 -5.13 -4.90 -4.90 -4.88 -4.79 -4.66 -4.40 -4.08 -3.86 -3.62 -3.18 -2.96 -3.36 -4.07 -4.65 -5.03 
1.6 -4.96 -5.20 -5.04 -4.56 -4.28 -4.17 -4.00 -3.82 -3.68 -3.48 -3.24 -3.11 -2.92 -2.47 -2.18 -2.48 -3.12 -3.70 -'1.1~ -4.40' 
1.5 -4.50 -4.70 -4.64 -4.40 -4.29 -4.24 -4.12 -4.05 -4.10 -4.14 -4.14 -4.23 '-4.23 -3.91 -3.59 -3.70 -4.12 -4.57 -4.9 -5.13 
1.4 -3.72 -3.78 -3.70 -3.58 -3.57 -3.57 -3.51 -3.54 -3.74 -3.98 -4.23 -4.62 -4.95 -4.90 -4.65 -4.62 -4.87 -5.19 -5.43 -5.51 
1.~ -2.41 -2.31 -2.16 -2.10 -2.16 -2.27 -2.38 -2.59 -2.97 -3.38 .,.3.84 -4.58'-5.39 -5.84 -5.96 -6.06 -6.33 -6.67 -6.S8 -6.S3 
1. .0290 .3855 .7286 .7940 .5327 .0569 -.479 -1. 07 -1. 79 -2.53 -3.39 -4.64 -6.09 -7.28 -8.02 -8.50 -8.99 -9.48 -9.72 -9.64 
1.1 4.535 4.833 4.950 4.499 3.380 1. 769 .1.029 -1. 3 2 -2.53 -3.52 -4.54 -6.02 -8.01 -9.97 -11. 4 -12.4 -13.3 -14 .1 -14.5 -14.4 

1 7.641 7.810 7.656 6.739 4.934 2.438 -.182 -2.44 -4.26 -5.62 -6.79 -8.46 -10.9 -13.5 -15.5 -17.0 -18.3 -19.4 -20.0 -20.1 
0.9 10. 6~ 10.68 10.27 8.926 6.508 3.255 -.159 -3.14 -5.55 -7.31 -8.72 -10.6 -13.4 -16.6 -19.3 -21.1 -22.8 -24.3 -25.0 -25.3 
0.8 10.43 10.41 9.987 8.716 6.431 3.277 -.139 -3.22 -5.75 -7.55 -8.91 -10.7 -13.4 -16.5 -19.0 -20.9 -22.6 -24.1 -24.7 -24.9 
0.7 9.138 9.058 8.605 7.46Jl 5.471 2.618 -.619 -3.66 -6.16 -7.83 -8.96 -10.5 -12.9 -15.6 -17.9 -19.6 -21. 2 -22.7 -23.4 -23.4 
0.6 8.019 7.761 7.096 5.834 3.984 1.181 -1. 93 -4.84 -7.16 -8.60 -9.55 -10.9 -13.1 -15.9 -18.4 -20.3 -22.4 -24.3 -25.2 -25.3 
0.5 7.616 7.142 6.190 4.690 2.638 -.057 -3.15 -6.01 -8.22 -9.54 -10.4 -11.6 -13.8 -16.7 -19.4 -21. 7 -24.2 -26.6 -27.9 -28.2 N 
0.4 7.203 6.499 5.241 3.487 1. 330 -1. 35 -4.42 -7.22 -9.30 -10.5 -11. 2 -12.4 -14.5 -17.4 -20.4 -23.1 -2S·1 -29.0 -30.7 -jl.l 0"> 
0.3 4.099 3.301 1. 951 .0763 -2.32 -5.32 -8.72 -11.8 -14.0 -14.9 -15.0 -15.6 -17.4 -20.2 -23.3 -26.5 -3 .2 -34.0 -36.3 - 7.1 'N 
0.2 .2601 -.569 -1. 95 -3.9ft -6.88 -10.7 -14.9 -18.5 -20.9 -21.5 -20.9 -20.9 -22.3 -25.1 -28.6 -32.5 -37.2 -41. 8 -44.7 --:5.7 
0.1 2.839 2.220 1. 414 .6313 -.397 -2.40 -5.46 -8.80 -11.5 -13.0 -13.6 -14.6 -16.6 -19.8 -23.5 -27.6 -33.2 -38.7 -42.4 -43.5 

0 -7.34 -8.64 -9.87 -9.29 -5.97 -2.12 -.398 -.138 .0982 .7999 2.235 4.354 7.370 11.13 14 .10 14.98 14.48 14.09 14.26 14.93 



6· 5.9 5.8 5.7 5.6 5.5 5.4 5.3 5.2 5.1 5 4.9 4.8 4.7 4.6 4.5 4.4 4.3 4.2 4.1 
8 

7.9 
7.8 
7.7 
7.6 
7.5 
7.4 
7.3 
7.2 
7.1 

7 
6.9 
6.S 
6.7 
6.6 
6.5 
6.4 
6.3 
6.2 
6.1 

6 217.2 
5.9 215.3 215.5 
5.8 209.8 211.7 209.5 
~.7 201. 9 204.6 203.8 199.6 

.6 194.1 197.3 197.2 194.3 190.4 
5.5 186.8 190.0 190.3 188.2 185.6 182.2 
5.4 178.1 181. 2 181. 6 179.9 178.2 176.0 171.1 
5.3 168.7 171. 7 172.1 170.8 169.6 168.1 164.1 158.1 
5.2 160.6 163.5 164.1 163.0 162.1 160.8 15b·3 152.2 14~.2 
5.1 153.0 156.1 156.8 156.0 155.3 154.1 15 .9 146.4 14 .1 137.8 

5 144.3 147.6 148.6 148.1 147.6 146.7 143.7 139.5 135.7 132.0 126.9 
4.9 13L9 138.2 139.5 139.2 138.9 138.2 135.6 131. 7 128.2 124.8 120.4 114.7 
4.8 126.0 129.4 130.7 130.6 130.5 130.0 127.6 124.0 120.7 117. 3 113.7 108.8 103.6 
4.7 117.9 121.3 122.8 122.9 123.0 122.7 120.6 117.2 114.1 Ill. 107.7 103.3 98.94 95.00 
~.6 110.1 113.5 115.1 115.5 115.8 115.8 114.0 111. 0 108.2 105.5 102.2 98.28 94.39 91.08 87.88 
4.5 102.0 105.3 107.0 107.5 108.1 108.3 106.8 104.1 101. 5 99.08 96.06 92.42 88.89 86.04 83.46 79.80 
4.4 93.51 96.78 98.42 98.93 99.48 99.74 98.48 96.10 93.79 91. 58 88.82 85.50 82.27 79.74 77.58 74.62 70.31 
4.3 85.30 88.51 90.15 90.63 91.11 91. 37 90.27 88.16 86.12 84.16 81. 69 78.67 75.71 73.40 71. 51 69.03 65.50 61. 53 
4.2 77.63 80.87 82.62 83.16 83.67 83.99 83.08 81. 22 79.43 77.70 75.50 72.78 70.09 67.99 66.29 64.12 61.10 57.34 54.86 
4.1 70.81 74.14 76.05 76.75 77.35 77.78 77.06 75.42 73.80 72.25 70.30 67.87 65.45 63.57 62.04 60.07 57.37 54.56 52.14 49.95 

4 65.42 68.79 70.81 71. 62 72.30 72.81 72.22 70.72 69.21 67.79 66.04 63.87 61.70 60.02 58.64 56.83 54.32 51.p 49.~0 -I7.§0 
3.9 61. 03 64.33 66.33 67.15 67.83 68.34 67.81 66.40 64.97 63.65 62.08 60.13 58.21 56.74 55.53 53.86 51. 53 49. 0 47. 6 45. 5 
3.8 56.45 59.62 61. 51 62.26 62.87 63.33 62.81 61.46 60.11 58.91 57.49 55.78 54.12 52.89 51. 88 50.40 48.28 46.23 44.66 43.41 
3.7 50.98 54.06 55,89 56.60 57.15 57.57 57.05 55.77 54.52 53.44 52.18 50.68 49.30 48.35 47.59 46.33 44.46 42.68 41. 39 40.39 
3.6 44.78 47.92 49.81 50.58 51.15 51. 56 51.08 49.87 48.75 47.80 46.69 45.38 44.26 43.61 43.13 42.14 40.50 38·F 37.86 3~ .11 
3.5 38.55 41. 80 43.79 44.64 45.25 45.66 45.21 44.09 43.07 42.24 41. 28 40.17 39.30 38.92 38.73 38.00 36.58 35. 6 34.30 3 .78 
3.4 32.79 35.93 37.86 38.68 39.26 39.65 39.22 38.17 37.22 36.48 35.66 34.76 34.11 33.97 33.99 33.52 32.37 31.18 30.51 30.18 
3.3 27.17 29.96 31. 68 32.40 32.94 33.34 32.99 32.05 31. 20 30.56 29.89 29.19 28.74 28.77 28.94 28.69 27.86 26.95 26.47 26.30 
3.2 21.14 23.50 24.99 25.69 26.29 26.79 26.65 25.98 25.35 24.85 24.32 23.78 23.51 23.67 23.97 23.93 23.37 22.71 22.42 22.4g 
3.1 15.09 17.05 18.30 19.01 19.71 20.37 20.50 20.18 19.B4 19.52 19.11 18.70 18.57 18.85 19.29 19.45 19.13 18.70 18.59 18.7 

3 10.23 11. 83 12.81 13 .46 14.18 14.91 15.24 15.21 15.11 14.94 14.60 14.26 14.22 14.58 15.15 15.51 15.43 15.24 15.30 15.53 
2.9 6- 794 a.080 8.796 9.295 9.949 10.66 11. 07 11. 20 11. 27 11.19 10.88 10.58 10.58 10.97 11. 61 12.14 12.31 12.34 12.5.4 12.82 
2.8 3.675 4.726 5.224 5.600 6.194 6.875 7.323 7.560 7.732 7.703 7.435 7.186 7.226 7.650 8.346 9.010 9.382 ~.607 9.924 lOd 4 
2.7 .4854 1. 352 1. 721 2.064 2.661 3.358 3.872 4.213 4.462 4.478 4.260 4.075 4.165 4.627 5.393 6.179 6.708 .079 7.482 7. 1 
2.6 -2.08 -1. 39 -1. 08 -.694 -.042 .7037 1. 306 1. 748 2.063 2.117 1. 940 1. 802 1. 922 2.405 3.219 4. 088 4.716 5.173 5.631 6.006 
2.5 -4.07 -3.52 -3.24 -2.78 -2.05 -1.27 -.608 -.096 .2718 .3650 .2315 .1460 .3073 .8091 1. 647 2.566 3.260 3.779 4.288 4.706 
2.4 -5.85 -5.44 -5.18 -4.66 -3.90 -3.12 -2.46 -1. 92 -1. 51 -1. 37 -1. 46 -1.48 -1. 26 -.733 .1227 1. 0 83 1. 836 2.425 3.010 3.502 
2.3 -7.06 -6.78 -6 •. 59 -6.09 -5.36 -4.66 -4.05 -3.51 -3.06 -2.89 -2.96 -2.96 -2.71 -2.19 -1. 36 -.390 .4026 1. 059 1. 723 2.281 
2.2 -7.54 -7.42 -7.35 -6.96 -6.34 -5.75 -5.21 -4.68 -4.19 -4.00 -4.08 -4.11 -3.90 -3.45 -2.69 -1. 76 -.946 -.221 .5178 1.118 
2.1 -7.65 -7.69 -7.78 -7.55 -7.08 -6.60 -6.13 -5.61 -5.09 -4.87 -4.98 -5.07 -4.95 -4.60 -3.94 -3.08 -2.26 -1. 47 -.673 -.050 

2 -7.53 -7.73 -7.97 -7.89 -7.55 -7.17 -6.78 -6.27 -5.73 -5.49 -5.63 -5.80 -5.79 -5.53 -4.97 -4.17 -3.36 -2.54 -1. 71 -1. 08 
1.9 -7.09 -7.39 -7.73 -7.73 -7.47 -7.15 -6.80 -6.31 -5.78 -5.55 -5.72 -5.97 -6.04 -5.87 -5.39 -4.66 -3.87 -3.06 -2.22 -1. 61 
1.8 -6.28 -6.60 -6.95 -6.98 -6.73 -6.41 -6.07 -5.64 -5.17 -4.99 -5.17 -5.44 -5.56 -5.44 -5.~2 -4. 35 -3.61 -2.82 -2.01 -1.H 
l. t -5.41 -5.71 -6.01 - 6.0.2 -5.75 -5.41 -5.08 -4.70 -4.34 -4.21 -4.38 -4.62 -4.73 -4.63 -4. 5 -3.63 -2.92 -2.16 -1. 39 -.666 
1. -4.55 -4.79 -5.01 -4.98 -4.72 -4.40 -4.11 -3.81 -3.54 -3.47 -3.64 -3.85 -3'1 4 -3.~5 -3.5j :~:n -~.24 :L~a -.789 -.310 
l:~ :~:~£ -5.28 -5·r -5.32 -5.ll -4.82 -4.52 -4.2~ -r92 -3.82 -3.95 -4.11 -4. 6 -4. 5 -3.7 - .53 -1. 07 -.50 

-5.26 -5. 6 -5.05 -4.91 -4.73 -4.47 -4.1 -.78 -3.6~ -3.79 -4.00 -4.10 -4.02 -3.73 -3.26 -2.69 -2.02 -1. 32 -.629 
1.3 -6.55 -6.16 -5.82 -5.62 -5.52 -5.42 -5.18 -4.78 -4.37 -4.1 -4.29 -4.49 -4.59 -4.50 -4.21 -3.78 -3.26 -2.62 -1. 94 -1.44 
1.2 -1. 30 -8.77 -8.27 -8 01 -8.00 -7.99 -7.74 :i~:~ :b:~ -6 48 -6 49 -~ 59 -~ 61 -6.43 -6 08 -5.~0 -5.0~ -4.26 -~.48 :gJS 1.1 - 4.3 -14.0 -13.8 -13.8 -14.1 -14.3 -14.0 -12.1 -1i. 9 - 1. 7 - 1. 5 -11.1 -10.5 -9. 2 -8.7 -7.75 - .85 

1 -20.1 -20.2 -20.2 -20.5 -21. 0 -21. 4 -21. 0 .-19.9 -18.8 -18.1 -17.6 -17.2 -16.6 -15.8 -14.9 -13.9 -12.7 -11. 4 -10.5 -9 7j 
0.9 -25.6 -26.0 -263 -26.9 -27.7 -28.1 -27.6 -26.3 -24.9 -23.8 -23.2 -22.5 -21.7 -20.6 -19.4 -18.0 -16 .5 -15.0 -14.0 -lL 
0.8 -25.2 -25.7 -26.4 -27.2 -28.3 -28.9 -28.4 -26.9 -25.4 -24.3 -23.8 -23.3 -22.5 -21.4 -20.0 -18.6 -16.9 -15.5 -14.4 :BJ 0.7 -23.7 -24.3 -25.1 -26.2 - 27.6 -28.4 -28.0 -26.4 -24.6 -23.5 -23.1 -22.7 -22.0 -20.9 -19.6 -18.1 -16.5 -15.1 -14.2 
0.6 -25.4 -25.7 -26.3 -27.3 -28.8 -29.7 -29.3 -27.6 -25.6 -24.4 -24.0 -23.7 -23.0 -22.0 -20.7 -19.2 -17.5 -16.0 -15.0 -14.4 
0.5 -28.2 -28.2 -28.5 -29.5 -30.9 -31. 9 -31.5 -29.7 -27.7 -26.4 -25.9 -25.5 -24.9 -23.9 -22.7 -21.1 -19.2 -17.5 -16.4 -15.7 N 
0.4 -31.0 -30.7 -30.7 ::-31. 6 -33.1 -34.2 -33.7 -31. 9 -29.7 -2·8.3 -27.8 -27.4 -26.8 -25.9 -24.7 -23.0 -20.9 -19.0 -17.7 -16.9 0'1 
0.3 -36.8 -36.0 -35.5 -36.2 -37.7 -38.7 -38.0 -35.7 -33.0 -31.2 -30.3 -29.7 -28.9 -27.9 -26.8 -25.2 -23.1 -20.9 -19.3 -18.3 .w 
0.2 -45.2 -43.9 -':2.7 -42.9 -44.3 -45.1 -43.9 -40.9 -37.5 -35.1 -33.9 -32.9 -31.8 -30.6 -29.5 -28.1 -25.9 -23.3 -21. 3 -20.0 
0.1 -42.8 -41.2 -39.7 -39.7 -40.9 -41. 8 -40.8 -38.0 -34.7 -32.6 -31. 6 -30.6 -29.3 -27.9 -26.6 -25.6 -24.3 -22.6 -20.9 -19.4 

0 15.88 16.21 15.56 14.01 11. 54 9.129 8.400 10.08 12.84 14.09 13.11 11.60 11.06 11. 35 11. 42 10.63 9.409 8.805 8.697 8.018 



4· 3.9 3.8 3.7 3.6 3.5 3.4 3.3 3.2 3.1 3 2.9 2.6 2.7 2.6 2.5 2.4 2.3 2.2 2.1 

~J .8 
7.7 
7.6 
7.5 
7.4 
7.3 
7. y 7. 

7 
6.9 
6.~ 6. 
6.6 
6.5 
6.4 
g.3 

.2 
6.1 

6 
5.9 
5.8 
5.7 
5.6 
g.$ 

.4 
5.3 
5.2 
5.1 

5 
4.9 
4.8 
4.7 
4.6 
4.5 
4.4 
4.3 
4.2 
4.1 

4 46.26 
3.9 44.58 43.36 
3.8 42.~5 41.67 40.52 
3.7 39.67 39.20 38.52 37.08 
3.6 36.57 36.23 35.78 34.85 33.38 
3.5 33.39 33.09 32.70 32.12 31. 43 30.44 
3.4 29.94 29.71 29.40 29.13 28.95 28.68 27.61 
3.3 26.20 26.08 25.95 25.90 26.05 26.14 25.60 24.18 
3.2 22.41 22.41 22.43 22.60 22.99 23.32 23.10 22.14 20.62 
3.1 18.82 18.88 19.01 19.38 20.01 20.57 20.57 19.90 18.87 17.70 

3 15.69 15.79 16.00 16. S3 17.37 18.14 18.30 17.85 17.18 16.49 15.73 
2.9 13 .00 13.15 13.45 14.10 15.CB 15.96 16.27 16.01 15.58 15.19 14. BO 14.26 
2.B 10.44 10.63 11.02 11. 79 12.86 13.82 14 .26 14 .19 13.96 13.78 13.67 13.48 13 .07 
2.7 8. ~52 8.283 8.744 9.602 10.76 11. 82 12.37 12.47 12.42 12.46 12.57 12.63 12.51 12.23 
2.6 6. 36 6.463 6.927 7.820 9.C43 10.16 10.80 10.99 11.10 11.33 11. 61 11. 81 11.87 11. 81 11. 62 
2.5 4.961 5.177 5.608 6.489 7.733 8.892 9.567 9.823 10.04 10.40 10.81 11. 09 11.22 11.28 11. 29 11.21 
2.4 3.810 4.043 4.462 5.336 6.595 7.787 8.509 8.826 9.125 9.595 10.0e 10.43 10.61 10.74 10.88 11.02 11.12 
2.3 2.628 2.877 3.303 4.183 5.448 6.653 7.408 7.782 8.161 B.727 9.30B 9.724 9.967 10.16 10.38 10.68 11.00 11.11 
2.2 1. 469 1. 714 2.149 3.041 4.293 5.469 6.221 6.636 7.091 7.752 8.425 8.929 9.25B 9.534 9.821 10.19 10.62 10.88 i o . a5 
2.1 .2867 .5163 .9666 1. 880 3.111 4.236 4.969 5.418 5.943 6.690 7.452 8.044 8.466 8.831 9.190 9.595 10. C5 10.41 0.57 10.57 

:2 -.775 -.$71 -.114 .8116 2.013 3.082 3.791 4.265 4.848 5.669 6.503 7.168 7.671 8.124 8.559 8.999 9.469 9.892 10.2~ 10.50 
1.9 -1. 35 -1.19 -.767 .1268 1.270 2.274 2.953 3.435 4.046 4.903 5.773 6.475 7.026 7.540 8.035 8.512 8.993 9.452 9.93 10.40 
1.8 -1.24 -1.15 -.797 .C099 1. 055 1. 982 2.627 3.100 3.7:)2 4.542 5.399 6.096 6.651 7.179 7.706 8.216 8.713 9.204 9.734 10.30 
1.7 'F6 -.695 -.424 .2703 1.192 2.029 2.632 3.086 3.G53 4.437 5.242 5.908 6.443 6.952 7.4Bl B.013 8.523 9.009 9.542 10.11 
1.6 -. 00 -.219 -.009 .5828 1. 3~5 2.102 2.643 3.g60 3.ij75 4.281 5.~14 5.634 6.13~ g.614 ~.lg6 tU 7 ~Ja; 8.~24 1:HI ~:18~ l' S -.~06 -.3B9 -.lBB .3193 .9~ 7 1. 555 2.00~ 2. BO 2. 79 ~.55 4 ... 0 ~.776 5.23 .649 .0 3 7. 50 
.4 -. 53 -.594 -.38~ .0328 .5 71 .9451 1. 24 ~65H 1. 961 .589 3.~U .646 4.035 4.397 4.724 5.00g 5.pO 5'F7 6.232 5. 7~B 

1.3 -1.22 -1. 08 -.82 -.432 -.034 .2583 .4266 .998B 1.577 2.v .460 2.786 3.105 3.356 3.491 3. 50 3. 78 4.,H8 4.9 1 
1.2 -2.57 -2.29 -1. 89 -1.42 -1.05 -.856 -. 7~1 -.618 -.209 .3632 .8406 1.186 1. 503 1.917 2.006 2.g02 2.025 2.,272 r:~~~ 3.12~ 1.1 -5.81 -5.37 -4.76 -4.08 -3.51 -3.14 -2. 5 -2.50 -1. 96 -1.29 -.673 -.173 .2B89 .7102 .9399 .9 Bl .9735 1.23 1. 90 

-9.26 -8.65 -7.81 -6.88 -6.06 -5.44 -4.92 -4.37 -3.71 -2.96 -2.23 -1.63 -1.07 -.559 -.295 -.301 -.243 .0279 .337~ .6047 
0.9 -12.6 -11.8 -10.8 -9.62 -8.57 -7.71 -6.93 -6.14 -5.34 -4.49 -3.64 -2.92 -2.25 -1. 64 -1. 34 -1.35 -1.28 -.998 -.74 -.535 
0.8 -13.2 -12.4 -11.2 -10.0 -8.89 -7.96 -7.12 -6.39 -5.48 -4.60 -3.69 -2.96 -2.j4 -1. 91 -1.58 -1.65 -i.58 -1.29 -1.07 -1943 
g.7 -13.1 -12.3 -11.1 -9.89 -8.70 -7.71 -6.85 -6.0 -5.29 -4.40 -3.50 -~.82 -2. 5 -1. 98 -1.86 -1.99 - .92 -1. 61 -1.43 - .4 

.6 -13.8 -13.0 -11.7 -10.3 -8.99 -7.87 -6.95 -6.11 -5.26 -4.32 -3.38 - .68 -2.16 -1.76 -1.60 -1.69 -1.59 -1.21 -.962 -.893 l'..l 0.5 -15.0 -14.0 -12.7 -11.1 -9.59 -8.35 -7.30 -6.33 -5.37 -4.36 -3.36 -2.59 -2.01 -1.49 -1. 26 -1. 32 -l.18 -.736 -.422 -.302 
0.4 -16.2 -15.1 -13.7 -:-11.9 -10.2 -8.61 -7.64 -6.53 -5.45 -4.37 -3.31 -2.48 -1.80 -1.18 -.875 -.9C4 -.725 -.217 .1667 .3390 0'\ 
0.3 -17.4 -16.3 -14.7 -12.7 -10.7 -9.10 -7.75 -6.49 -5.25 -4.01 -2.66 -2.07 -1.45 -.809 -.432 -.446 -.283 .2724 .78H 1.113 .x::. 
0.2 -19.1 :-17.9 -16.0 -13-.6 -11.2 -9.30 -7.78 -6.37 -4.86 -3.32 -2.02 -1.22 -.698 -.047 .4364 .4396 .5522 1.136 1. 789 2.319 
0.1 -18.2 -16.8 -15.0 -12.9 -10.8 -9.10 -7.91 -6.87 -5.50 -3.87 -2.49 -1.69 -1.17 -.459 .0926 .0732 .0607 .5891 1.266 1.974 

0 6.450 4.589 3.170 2.880 3.874 4.807 3.999 1. 956 .7447 1.019 1. 767 2.093 1. 745 1.144 .9197 1.217 1.620 2.373 2.580 2.603 



2· 1.9 loB 1.7 1.6 1.5 1.4 1.3 1.2 1.1 1 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 
8 

7.9 
7.8 
7.7 
7.6 
~.5 .4 
7.3 
7.2 
7.1 

7 
6.9 
6.8 
6.7 
6.6 
6.5 
6.4 
6.3 
6.2 
6.1 

6 
5.9 
5.8 
5.7 
5.6 
5.5 
5.~ 
5.3 
5.2 
5.1 

5 
4.9 
4.8 
4.7 
4.6 
4.5 
4.4 
4.3 
4.2 
4.1 

4 
3.9 
3.8 
3.7 
3.6 
3.5 
3.4 
j.3 .2 
3.1 

3 
2.9 
2.8 
2.7 
2.6 
2.5 
2.4 
2.3 
2.2 
2.1 

2 10.71 
1.9 10.84 11.19 
1.8 10.86 11.39 11.85 
1.7 10.70 11. 35 12.08 12.64 
1.6 10.30 11.02 11. 92 11. 75 13.11 
1.5 8.945 9.584 10.38 1 .14 11. 56 10.68 
1.4 7.276 7.824 8.417 8.973 9.362 9.209 8.722 
1.3 5.393 5.806 6.138 ~. 420 6.729 7.294 7.847 8.242 
1.2 3.514 3.760 3.788 .744 3.908 ~.104 6·~F 8.220 9.p5 1.1 2.132 2.06f 1. 591 .9956 .7479 .190 4. 6 6.352 8. 95 10.41 

1 .7673 .491 -.427 -1. 59 -2.32 -.708 1. 659 4.397 7.302 11. 85 16.14 
0.9 -_440 -.911 -2.23 -3.91 -5.07 -3.33 -.647 2.522 6.063 12.95 19.79 25.83 
0.8 -.953 -1.56 -3.08 -4.99 -~.36 -4.63 -1. 86 1. 398 5.044 12.~0 20.57 27'8 8 31.11 
0.7 -1. 53 -2.29 -4.02 -6.19 - .76 -6.05 -3.18 .1750 3.906 12. 8 21.01 29. 9 34.19 39.18 
0.6 -.993 -1. 78 -3.65 -5.99 -7.71 -6.00 -3.02 .4768 4. 314 13 .04 22.07 30.51 36.13 41.79 45.52 
0.5 -.376 -1. 20 -3.17 -5.66 -7.50 -5.76 -2.72 .8850 4.795 13.85 23.27 32.08 38.12 44.27 49.10 53.86 N 
0.4 .2940 -.556 -2.65 ;-5.29 -7.24 -5.48 -2.37 1. 327 5.304 14.69 24.49 33.66 40.14 48. 78 52.78 58.p 65.11 0\ 
0.3 1. 235 .5006 -1. 60 -4.38 -6.49 -4.68 -1. 38 2.641 6.773 16.22 26.32 35.74 42.85 5 .32 57.69 65. 0 72.85 85.19 lJl 
0.2 2.679 2.102 -.065 -3.11 -5.51 -3.69 -.029 4.564 9.166 16.60 28.90 38.51 46.43 54.96 63.83 72.61 81. 82 100.4 125.2 
0.1 2.644 2.360 .2693 -2.90 -5.48 -4. 05 -.292 4.522 9.304 16.42 25.52 33.93 41. 40 49.93 56.34 66.05 74.13 92.79 119.3 131. B 

0 2.680 2.333 1. 023 -.899 -2.62 -2.48 -.773 1. 345 2.164 8.248 15.44 21.47 28.38 36.59 40.81 43.65 46.55 54.23 64.05 61.25 231.2 
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APPENDIX J 

MAP ESTIMATOR AVERAGING KERNELS 

Averaging kernels for the equatorial "summer" and high latitudes 

"winter" MAP estimators are presented here. In each case, results are 

given for two sets of measurement noise statistics. These values are 

given in table J.l below (from table 7): 

TABLE J.l Measurement Noise Variance Statistics 

DATA Channel Noise Variances (r. u. ) 
2 

SERIES A B C D E F 

2 1.5 0.43 0.09 0.02 0.06 0.02 

5 0.07 0.02 0.004 0.001 0.003 0.001 

The averaging kernels are plotted in figures J.l through J.4 
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Averaging Kernels for the Equatorial summer MAP 

Estim~tor, with measurement noise values as for 

data series 2 (table J.l). The dashed line refers 

to the averaging kernel height Z" The spread, 
1 

centre height, resolving length and measurement 

noise propagation noise (i.e. noise radiance) are 

indicated for each figure. These characteristics 

are also given for the following Figures. 
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FIGURE J. 2 Averaging Kernels for the Equatorial summer MAP 

Estimator, with measurement noise values as for 

data series 5 (table J.l). 
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FIGURE J.3 Averaging Kernels for the High Latitudes winter 

MAP estimator with measurement noise values as 

for data series' 2 (table J.l). 
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FIGURE J 4 Averaging Kernels for the High Latitudes winter 

MAP estimator with measurement noise values as 

for data series 5 (table J.l). 
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