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Abstract

Impaired mass transfer characteristics of blood borneacs@ species such
as ATP in regions such as an arterial bifurcation have be@othgsized as a
prospective mechanism in the aetiology of atheroscletesmns. Arterial en-
dothelial (EC) and smooth muscle cells (SMC) respond diffigaiy to altered
local hemodynamics and produce coordinated macro-scgpemses via intercel-
lular communication. Using a computationally designeeraat segment com-
prising large populations of mathematically modelled dedfECs & SMCs, we
investigate their response to spatial gradients of bloatidagonist concentra-
tions and the effect of micro-scale driven perturbationtmrnacro-scale. Alter-
ing homocellular (between same cell type) and heteroeellildetween different
cell types) intercellular coupling we simulated four casesormal and patholog-
ical arterial segments experiencing an identical gradiehe concentration of
the agonist. Results show that the heterocellular calciurfi'jCaupling between
ECs and SMCs is important in eliciting a rapid response wherneleel segment
is stimulated by the agonist gradient. In the absence ofdetéular coupling,
homocellular C& coupling between smooth muscle cells is necessary for propa
gation of C&" waves from downstream to upstream cells axially. Desynibeal
intracellular C&" oscillations in coupled smooth muscle cells are mandatory f
this propagation. Upon decoupling the heterocellular mamé potential, the
arterial segment looses the inhibitory effect of endotiialells on the CH dy-
namics of underlying smooth muscle cells. The full systemmasing hundreds
of thousands of coupled nonlinear ordinary differential&tpns simulated on the
massively parallel Blue Gene architecture. The use of malgsparallel compu-
tational architectures shows the capability of this apgihda address macro-scale
phenomena driven by elementary micro-scale componenkedytstem.
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Chapter 1
Introduction

The scientific method has been predicated on the thesis yHétréaking down”
complex phenomena into its component parts we may be ablertteef under-
stand the natural beauty of our world both surrounding usiaside us. Both
animals and plants are formed from a collection of cells Whit some cases
numbers into the billions. Each cell within three dimensiospace connects to
many providing a unit capable of complex interactions. Wersow at the stage
where through the use of supercomputing technologies waldesto “rebuild”
those parts into a viable whole and thus compare with phenamermally seen
with the naked eye.

One such example of this “connectedness” is the human \atscel Vascular
tissue comprises of billions of specialized cells. Thedks ege tightly packed in
structures that form hollow tubes of various diameters.s€hlabe, categorized as
arteries or veins depending on whether they take blood tavay &rom the heart,
are the primary source of transport of matiterivo, from one organ to another.
Endothelial cells and smooth muscle cells are the two dmesti units of the
vascular wall, that are of interest in this thesis. Thesks ¢efm networks which
give rise to vascular tissue and react to the signals otigigpdocally, upstream
(away from the direction of blood flow) and downstream (indivection of blood
flow). The channel through which this information flows beénwehe connected
cells are known as gap junctions. Through these channasula cells interact
with each other to produce coordinated response by the kaaid=sue in response

3



4 Introduction 1.0

to the blood borne signal/stimuli.

Atherosclerosis is a disease of blood vessels, primarilgregries, in which
the plaques (or obstructions) are formed and occlude theddlow. It is a pro-
gressive disease and at mature stages, can caumsmiaimproper blood supply,
to downstream tissue. Acute case of ischemia can causefamt, or area of
necrosis where permanent damage occurs due to cells deatto daeverehy-
poxiaor lack of oxygen. The coincidence of the atherosclerot@gpés andlis-
turbedblood flow has been indicative of an underlying relationdhagween the
local hemodynamics and pathogenesis of the disease fodeeoaw Caro et al,
1969. Reliable proof of this correlation in mouse models havenb&®own by
only recently Cheng et al.2006. These experiments, however, are not able to
fully elucidate the mechanistic basis of this correlatidnstrong hypothesis has
prevailed for a long time regarding involvement of impainedss transport in the
areas of low wall shear stress and subsequent formatiohefcsgclerotic plaques
(Caro et al. 1969. The cells (ECs and SMCs) have been found to respond the
hemodynamic signals (e.g. wall shear stress) and bloocelaganists (e.g. ATP),
in isolation or in as network, connected via gap junctionslefailed literature re-
view in Chapter2 addresses the multiple facets of the disturbed flow regibes,
associated mass transport impairment and the gap junctnessions in these
region.

Computational models of ECs and SMCs have proven to be a refiabtee of
information on the intracellular dynamics and interacttdmolecules and cell or-
ganelles. Often such information cannot be acquirdad intro conditions. There
are several limitations associated withvitro studies that are beyond the scope of
this thesis. These studies, on the other hand, have cowttileinormously to the
building of the computational models. It is possible to cectrthese mathematical
models, representing an EC and SMC, into large scale multiaeimodels in a
geometry that conforms to the anatomical structure of @&nart his multicellular
model then can be used to simulate onto them, physiologicalévant environ-
ments such as hemodynamics that are characteristic of @mahtifurcation, to
elucidate the mechanisms resulting in terms of the celblyfaamics of the under-
lying cells. This can help understand the mechanism(stra¢lates impairment
in mass transport to the pathogenesis of atherosclerokeseTlare thus the aims
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of this study.

In the Chapter 2, a literature review will be presented thaecothe anatomy
of an artery, the flow conditions and their impact within tlegion of an arterial
bifurcation and the a review of coupled models. Chapter 3 tmgnessively build
on the methodology. Chapter 7 implements the spatially mgrynass transfer
profile on a computationally designed arterial section. @Gdrepand 7 present the
discussion and conclusions on the observed phenomena.
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Chapter 2

Literature Review

2.1 Vascular Anatomy

The human vasculature is a continuous conduit supplyingdoiio approximately
all tissues (exceptions include cornea in the eye is notwaszed). Depending
on what an artery or vein is feeding, the radius of the artng to a significant
extent its structure varies with its anatomical locatiod &mction. A main artery
such as aorta which feeds downstream branches has radius ofder of a cen-
timetre, where as a tertiary arteriole feeding surroundisgpe is has a radius of
merely few micrometers. Thus this variation of radii acribesvasculature makes
it a multiscale architecture. A blood vessel is categoriag@n artery or a vein
depending on whether it is transporting blood into an orgataking the blood
away from it. Surely, there are structural differences leetwthe anatomy of an
artery and a vein. From here on, the discussion will be fotusean artery, as
the transport is vein and its anatomy is beyond the scopeasfitésis.

2.1.1 Layers of Arteries

Figure 2.1 show typical anatomy of an artery. The inner most layenjca in-
tima (tunica=layer), is made up of endothelial cells (ECs) whigh parallel to
the longitudinal axis of the arterial lumen and are the primend direct inter-
face between blood flow and the arterial wall. The middle lagtenica media
is composed of of smooth muscle cells (SMCs). This layer ismthicker than

7



8 Literature Review 2.1

tunica intima. Smooth muscle cells are circumferentiaigeanbled and are ex-
citable (contract and relax). The outer lay@mjca externaalso known asunica
advetitias mainly composed of fibrous connective tissue, collagdns Tayer is
innervated (supplied with nerve endings) and is the maieriate between the
artery and peripheral nervous system. Adventitia is alscwarized with small
arteries, calledasa vasorumfeeding the cells of the inner layers that are not in
direct contact with the bloodnternal elastic membrane or lameiikL) or base-
ment membranas shown in the figure, is a perforated curtain between inginth
tunica.

Vasa vasorum

Nerve

Tunica Adventitia

External Elastic
Membrane — Tunica Media
Smooth Muscle

Internal Elastic
Membrane

Lamina Propria
(smooth muscle and
connective tissue)

— Tunica Intima

Basement
Membrane

Endothelium

Figure 2.1: Figure shows anatomy of an artery, its layers and thereiposiy.
(adapted fronteeley et al(2009.

2.1.2 Anatomical Characterization of Arteries

Arteries are characterized on the basis of the thicknessafd media and tunica
media. The aorta and its branches (e.g. subclavian, comarotict (beginning
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2.2 Localization of atherosclerotic lesions 9

portion), pulmonary, etc) are elastic. This is to help respthe variations in
blood pressure that arise within a cardiac cycle. Histaakly (when studied
under a microscope after staining a tissue section withredlstains), intima of
the large/elastic arteries is thick. Intimal border is dedited by internal elastic
lamena which is does not appear so prominent in the casesiioetateries. Fig-
ure 2.2a shows a high power microscope image of the aortic tissue. tdifica
media is most prominent and thickest of all the layers. Up@mening the cross-
section of an elastic artery, one can see multiple layersMC§ sitting one on
another. This is proportion of intimal/medial thicknessaigharacteristic of an
elastic artery.

Muscular arteries, also termed as distributive arteriedeanches of the main
arteries that supply blood to organs. As shown in Figa@, tunica media is
thinner compared to its thickness in elastic arteries. Hiei$ distinguishable
and intima is thinner than in elastic arteries. Medial lagenainly composed of
SMCs. Examples of the muscular arteries are the coronaryesitéenternal and
external carotid, femoral, radial, and pial artery, to nanfew.

As we go down the scale, the medial layer becomes thinner landayers
of SMCs become significantly less (around 8-10 layers cirewemitially). Distin-
guishing intima becomes increasingly difficult and the IEmiains visible. These
serve as feed artery downstream to which the radius decréatieer and this net-
work is collectively characterized as the resistance i@der The main goal of
this scale of arteries is to maintain perfusion of the dovaash tissue, therefore,
keeping it sufficiently oxygenated as required. Tunica raeslifurther reduced
in thick, down to approximately 2 layer of SMCs, and these &issgre character-
ized as arterioles. Figu2z2c & d shows examples of small arteries and arterioles.
Arterioles feed the downstream capillary network.

2.2 Localization of atherosclerotic lesions

Atherosclerosis is predominantly a disease of large oriprabarteries however it
also occur in small or distal vessels. The definition or detion of small arter-
ies varies with arterial beds where the lesions fégkxbyans et a.2007). Three
arterial beds are of main concern due to their link to motpidnd mortality:



10 Literature Review 2.2

(b)

(© (d)

Figure 2.2: Figure shows histological images of sections of arterssue of dif-
ferent scales. (a to d) show images of an elastic, muscutall srtery and ar-
teriole respectively. The abbreviations used in (a)ere elastic lamellaegend
= endothelial cell nuclei,n = smooth muscle cell nuclef;A = tunica adventitia,
Tl=tunica intima and M= tunica media.(bgf = elastic fibreext= external elastic
membraneint= internal elastic membranes nuclei of smooth muscle cell$A=
tunica adventitiaT 1= tunica intima,TM = tunica media. (cg¢nd= endothelial cell
nucleusn = smooth muscle nucleudyc = red blood cells. (dgnd= endothelial
cell nucleusn = smooth muscle nucleusyc = red blood cells. This information
was adapted from http://www.courseweb.uottawa.ca/negHaistology
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e the cerebrovascular arterial bed, including internal taartery
e the coronary bed

e and network of arteries supplying to peripheries such as &oel fingers
etc.

The localization of atherosclerotic plaque formation i Imaited to these vascu-
lar beds however and involves large arteries bifurcatiorts lzends such as the
aorta, ascending, descending, and aortic arch, abdonurtal, aenal and iliac bi-
furcation etc. Figur@.3shows in a mouse model, the localization map of prospec-
tive sites of formation of atherosclerotic lesions (addftem (VanderLaan et al.
2009).

’ b Figure 2.3: Longitudinal representation of the ma-
) jor arterial vasculature illustrating observed dis-
;10 tribution of atherosclerosis (grey shading) in the
i vasculatures of LDL receptor-deficient mice fed a
5 high-fat atherogenic diet. (1) Indicates aortic sinus;
(2) ascending aorta; (3) lesser curvature of aortic
arch; (4) greater curvature of aortic arch; (5) in-

nominate artery; (6) right common carotid artery;

(7) left common carotid artery; (8) left subclavian
12 % artery; (9)thoracic aorta; (10) renal artery; (11) ab-
/\ ,\ dominal aorta; and (12) iliac arterywdnderLaan

et al, 2009.

Predisposing or triggering factors described Bipgyans et al.2007) involve:
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e genetic predisposition

e age

e race

e gender (weak correlation with race)

e hypertension

e chronic high systolic and/or diastolic blood pressure

e diabetes mellitus (especially importantin the lesionaiation in small/distal
arteries)

e smoking

e hypercholestrimia & hyperlipidemia etc.

These risk factors play a pivotal part in the progressioresidns towards plaque
formation, but the aetiology of lesions has been indicateddincide with the
period as early as prenatal and infancy. Although there@reesisk factors such
as maternal smoking, maternal hypercholestrimia, maltdrabetes and postnatal
usage of breast milk substitutes that correlate signifigamth the incidence of
atherosclerotic lesions at foetal and infant stage, lessieere also found to occur
in some cases in spite of the lack of these risk fackdas(urri et al, 2004 Milei

et al, 2008 Mukherjee 2009.

Bifurcations, curvatures and sharp bends occur systemisalhe vascula-
ture, the focal incidence of atherosclerotic plaque inaempreferential sites and
regions in human arterial system has been of researchshferguite some time
now. In the case of bifurcations, fatty streaks (composethaérophages and
white blood cells and represent early atheroma) and easigris in large arteries
were established to have a significant relationship withdbal hemodynamics as
late as 1960’s.Garo et al. 1969 studied postmortem samples of aortic segments
bifurcating/branching into the coeliac artery or the celiank, superior mesen-
teric and renal arteries, and aortic bifurcation for evicenf lesions at branch-
ing sites, from a mixed/unselected population of cadaveéhey reported a high
incidence of developed lesions and fatty streaks at ther ovda# of the daugh-
ter/branching arteries downstream of flow divider, exceptlie celiac trunk. Al-
most in all cases the inner wall of the daughter arteries wexth and lacked any
physical expression of lesion formation. They hypothesitet low wall shear
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stress (frictional force exerted on the vessel wall due tmdbiflow) and altered
mass transfer characteristics could contribute to formnadif these lesions. The
observation of unilateral involvement of daughter artemelesion localization at
bifurcation and suggested link to limited mass transferodites in these regions
has been seconded by a number of subsequent studies ovenelestkura and
Karino, 1990 Comerford and David2008 Ethier, 2002 Kjaernes et aJ.1981 Ku
et al, 1985 Ma et al, 1997 Mahinpey et al.2004 Nollert and Mclintirg 1992
Tada and TarbelR009.

As described in the previous chapter (Anatomy and physjoldwpter yet
to be written), the blood flows parallel to the long axis of #réery and there
are three types of mechanical stimuli that the intimal laggyeriences simultane-
ously. Figure2.4 shows the directions of these mechanical forces/stimaingc
on an arterial segment (adapted fro@h{en 2007)). Wall shear stress (WSS) is
the tangential component of the stress tensor acting upei@surface. Intra-
mural pressure which acts perpendicular to the intimahgniaries with cardiac
cycle and brings about myogenic response where underlyWigsScontract or
relax thus altering the elastic stress and produces thenoferential stretch. We
focus here on the tangential component of this stress tet@WSS, which has
been found associated to the localization of early lesions.

2.3 Disturbed flow

The nature of systemic flow in non pathological vasculatarey and large lam-
inar, except for aorta where higher flow rates caused by BeBnd exertion
can be observed and are capable of producing mild turbulent fAlso, in the
early systole in cardiac cycle, relatively higher flow ratesld be observed which
rapidly subside (not implying that the resultant flow becerbulent but due to
high higher flow rate it nears the threshold Reynolds numiber r@tio of inertial
to viscous forces in fluid medium) of 2000, past which turbake is observed.
This feature has been observed only in aorta). With decieatiameter and fur-
ther branching from aorta, the Reynolds number drasticalyehses and flow
remains laminar throughout the vasculature for the whotdiaa cycle{ruskey
et al, 2009.
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Although flow is laminar in these secondary branches, the fdbaracteris-
tics are very complex. Flow is pulsatile and velocity prefisge also asymmetric.
The resulting wall shear stress is not only time varying lbs apatially varying
in these arteries. Low wall shear stress region is a arearnposite phenomena
rather than its literal meaning, when looking at its cawsagiffect on atherogen-
esis. In addition to the magnitude variation of the WSS, tladse exists a flow
separation region in this area spanned by the Low WSS profikere lthe resi-
dence times of the solutes, that are carried convectivebyik fluid, are notably
different(Ma et al, 1997). Another phenomenon taking place in this region is the
secondary flows or flow recirculation. By definition, secondiows are fluid

. . Blood Pressure
Figure 2.4: Diagram shows the gener Noitiial Stiese

ation of wall shear stress parallel (ta1 Bloed
gential to the EC surface) by blooc o “oa
flow and the generations of norme i
stress (perpendicular to the endoth

lial cell surface) and circumferentia
stretch due to the action of pressul stretch
[adapted fromChien 2007)].

motions which occur in a plane perpendicular to that of tiséadly directed blood
flow and thus are secondary to the primary direction of m@hie@nem 1992).
Although tricky to measure because of their very low velesit they do have
an effect on the resultant WSS direction (or so to say WSS grgdiénother
phenomenon associated to this region is impairment of thesrtransfer of the
metabolic entities or solutes to which the intimal wall iacgve. Thus the result-
ing magnitude and direction of WSS influence the concentrdimundary layer
of these entities and hence the response of intimal cellsigcstimulus. The dy-
namics of this phenomenon are discussed in Section 3. Thectioh of these
phenomena is characterized as low wall shear stress efiddha characteristic
of flow is called disturbed flow.
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(recirculating [‘low)}

cross-section of
carotid sinus

low/zero flow
(stagnation point)

(a) streamlines showing the veloc- (b) The stagnation point (marked by arrow) migrates spa-

ity in different regions of common tially due to the sudden onset of flow. Cells under develop-

carotid (CCA) branching into inter- ing eddy at any location are experience temporal gradients.
nal (ICA) and external carotid arter- Cells between the step change in geometry and the dashed
ies(ECA). Near to the apical region, line experience spatial gradients due to the movement of the
high shear stress is cumulated where recirculation zone downstream.

as disturbed flow is observed on the
lateral/outer side of the bifurcation,
especially in the sinus of ICA

Figure 2.5: Flow orientation in regions susceptible to atherogenésisiie and
Frangos2007).

2.3.1 Patterns of disturbed flow at lateral wall of arterial bifur-
cations

Arterial blood flow is pulsatile and the absolute WSS varieghwardiac cycle
continuously. In straight geometries in vasculature, 8liows unidirectionally
and there is no recirculation of flow. In these regions, theetaveraged WSS
or mean pulsatile shear stress (MPSS) is positive (posipessenting forward
flow). MPSS greater than 6 dynes/predominates throughout the arterial sys-
tem(White and Frangqg2007). Even with the laminar flow in these regions, the
WSS changes with phases of cardiac cycle such as early systalsystole, early
diastole and late/end diastole. These phases govern thigargsselocity profile
and hence the WSS. Thus we do witness moderate amount of tipendient
WSS gradient in these regions but all in all the steady staargiress value does
not change.

The proximal and distal areas immediate to branching of thexias and ar-
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terial bends experience a different story, especially siberal wall of the vessel.
Here recirculating zones are evident as shown in Figusa In this region flow
departs from its conventional trajectory and moves awawfitee wall producing
secondary flows, defined in the previous section. The flowteedly detaches
from the wall due to adverse pressure gradient and consefioereversal. The
point where flow reattaches itself to a location distal toftbe detachment region
is known as stagnation point because of zero WSS there. Thksrissspatial and
temporal gradients in this region. By definition, spatialdijeat in WSS is the
difference of shear stress between two nearby points ofl atcaltime. Temporal
gradient is fluctuation of WSS over a small period of time atghme location.
Using a step flow apparatus in vitr@&lagov et al. 1988 showed that due the
down-stroke of systole in a cardiac cycle or sudden chandlewnin their case,
the recirculation zone can migrate downstream thus spittie stagnation point
and returning back during diastole (see Fig@rgb). Thus, with pulsatility, the
stagnation point oscillates spatially. Due to the flow rea&ri.e. negative flow,
the MPSS in this region is low. At a given location, the WSS leeis in time
because of the spatial oscillation of recirculation regaod this is measured by a
relative index called oscillatory shear index (OSI), andetined by equation 1.

B ’fJTWd'[‘

0SI=05x [1- =1
Jo |tw|dt

2.1)

Ty IS the WSS at a specific location on the vessel wall and the GnaifT time, typ-
ically of the order of one or more cardiac cycles. Thus OSlfkantuate between 0
to 0.5, 0.5 being highly oscillatory thus representing séoee reversal. Magnetic
resonance imaging based studies coupled with computafiaichdynamics ap-
plications have attempted to investigate the causativenpiad of oscillatory flow

in the regions of interest. Figu&6 shows the mapping of OSl in carotid sinus of
ICA. By looking at the figure it can be observed that the large3tv@alues (repre-
sented by red in Figur2.6b) coincides with the patches of the vessel experiencing
low time averaged WSS at or around bifurcation in Fig2u@a This means that
the intimal layer of this region will be experiencing a sphéind temporal gradient
of low magnitude wall shear stress simultaneously.
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Figure 2.6: Time averaged hemodynamics in a realistic model of caratieha
Some areas under low WSS in (a) also experience oscillatasytfias facing a
synergistic spatial and temporal gradiént(st et al, 2007).

2.3.2 Effects of disturbed flow on vascular endothelium
Cellular morphology

Vascular endothelial cells form the surface or intimalropiof the arterial lumen
and is exposed to hemodynamic and or humoral stimuli broingbttheir vicin-
ity by bulk flow. In addition to being reactive to various btbdorne solutes,
the endothelial cells also respond to alterations in WSS aisdfound capable
of changing the intracellular haemostasis of a vasculaotadial cell. This is
not only manifest biochemically but also affect the cellsrpimlogy. A substan-
tial number of in vitro studies have shown effect of flow on tytoskeleton of
an endothelial cellChiu et al, 1998 Colgan et al.2007 DePaola et a].1999
Jeng-Jiann et 3l2004 Malek et al, 1999 Sakamoto et al2010. In static or no
flow conditions, where WSS is low or zero, the endothelialcafipear polygonal
in shape under a microscope as opposed to when laminar fldwhigh WSS,
where cells are elongated in the direction of flow. Under bathinar flow with
low WSS and disturbed flow conditions, ECs express similar malggical be-
haviour as when under stagnant flow. Also, while elongatetbua laminar flow
with relatively moderate to high WSS, the ECs are in close @bmtdh neighbour-
ing ECs. Figure.7illustrates the EC elongation and alignment in the directd
flow which is capable of producing moderately high WSS. Thikitze adhesion
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(a) Effect of steady shear stress on bovine brain microvascuiar e
dothelial cell (BBMVEC) morphology. Following shear stre€s0
dyn/cn?,24h),BBMVEC realignment was monitored by phase contrast
microscopy (i and iii) and standard fluorescent microscopgdamine-
phalloidin staining for F-actin; ii and iv). Dotted arrowgghlight align-
ment in direction of flow. Images are representative of 3 inddpat
experimentsColgan et al.2007).

Static Sileér
(b) Bovine aortic EC under static and flow condi-
tions. Under no flow condition cells have random
shape but under shear the shape is more homoge-
neous and definitivelzima, 2006).

Figure 2.7: Influence of fluid shear stress on EC cytoskeleton.
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allows more surface area for cell - cell contact and betteroellular communi-
cation either via paracrine or gap junctional communigati&ynder high WSS

ECs respond by activating the rearrangement of endothglieskeleton. One of
the possible mechanism for shear stress stimulated rasting of microtubules

Is proposed byTzima 2006, as shown in Figur@.8, which involves membrane
bound G protein activation followed by a complex downstrgamatess which rear-
ranges not only the cell’'s own cytoskeleton but also comeated with adjacent
ECs to allow the expansion in the longitudinal direction.

Integrins

Figure 2.8: Model for mechanotransduction. Shear stress activates integrinsh whic
bind to extracellular matrix. Ligated integrins transiently deactivate Rho, wéacises
disassembly of stress fibers. Ligated integrins also activate Rac at thesteam edge

of the cell, which facilitates alignment of the newly formed stress fibers in tieetitin of
flow. Polarized activation Cdc42 mediates reorganization of the microtubgéizing
centre (MTOC). GTPases also control gene expression and regatiithelial junctions.
Ras GTPase is activated through G proteins and regulates gene axprasder flow
through extracellular signal regulating kinase (ERK) and C-Jun-N-telrkinase (JNK)

Disturbed flow

as well as endothelial nitric oxide synthase(eNOS) activafi@m{a, 2006.
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Cell migration

Another important effect of WSS on morphology of EC layer ikted to ge-
ometries where flow impingement can occur, for example tlex @b an arterial
bifurcation. In vitro studies have shown that local hemaayits profoundly ef-
fect EC migration and proliferation rates in these regiohsthe apical region
of bifurcation, an impinging flow is observed. This is chaesised by having a
stagnation point (where WSS is zero and WSS gradient is zermwwed by
high WSS regions on both side where WSS gradient has also aeachaximum.
(Szymanski et al.2008 created such regions using an inverted T shaped flow di-
vider where flow would enter from the top and then go sidewalgsmweaching
the divider. The bottom of this inverted T shaped conduié (Bgjure2.9 where
ECs are cultured on a cover slip).

4D com

s
g

Flow Field -o-MMC treated
L 1000 £ i cal —a-untreated
=
E 800
3 6w 1
111
/ 400
/ 0! 1 2, 3 4 5 6 7 8 9 10
: ! Distance (mm)
AN 1
7 N S b) 1400
z [ T
203 § 83 A | 3o i
¥ g 1200 q.“" 2= :
Stagnation & 1000 y e
coverglass Point H 3 {I I i
H 800 /4 | :
1 nooim [=-72vor i | i
. 600 1HAEN] Wil
Acceleration : 0 1 2 3 4 0 1 2 3 4
Zone Distance (mm) Peak Location
(High WSSMSSG) distance (mm) from impingement

(a) 2D sketch of inverted T shape conduit (b) (a) Cell density vs. distance for ECs treated with

used in the experiment. The velocity mag- and without Mitomycin-C (MMC), an irreversible in-
nitude, direction in the impingement flow hibitor of cellular proliferation after exposure to high
field, and the three flow zones (I, II, Ill) are flow (Re=250) for 48 h. (b) Representative cell density
also shown peak for untreated cells exposed to high flow (Re=250)

for 72 h, showing a shift downstream compared to 48
h. (c) Peak location measured from the impingement at
48 and 72 h experiments under high flow.

Figure 2.9: Migratory behaviour of EC seen in the case of impinging flowmi
icking that seen at spices of arterial bifurcatidgsf{manski et al2009.

At the beginning of the experiment, the region where stagngtoint was
formed, cells presented random polygonal shape with a imitell density as
its adjacent regions on both sides. In regions with high WSSW#e elongated
in the direction of the flow. With passage of time, the cell slgndecreased in
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the area of low or zero WSS and increased in the surroundirtig\M8S region
(where WSS gradient is also high) but was unaffected in thesaveyond where
WSS gradient was either low or non existent. This behaviousigted in the
presence of proliferation inhibitors showing that the dahsity increase in the
regions of high WSS and high WSS gradient was not because oéthgrowth
but ECs migrated from low or no WSS regions to high WSS and thisatian
was promoted by existence of WSS gradient.

Cellular proliferation

Local flow patterns have also been found to affect the groaté or rate of prolif-
eration of ECs. Laminar flow with adequately high WSS reduce# Bihthesis
and ECs are arrested in cell cycle thus they age slower anclikadurn over
time of such populations is high&#vies 2000. In the areas of disturbed flow
such as bifurcation points, ECs age fastergke 2003, thus the proliferative rate
is higher that the laminar flow (high WSS) regions. Aged ECs pcedess ni-
tric oxide (NO), and generate free radicals such as supdg@uions{(seng et al.
2010. Thus, laminar flow with high WSS acts as atheroprotectienagompared
to the disturbed flow in branching point and bends, that eragms atherogenic
processes.

Disturbed flow and endothelial calcium dynamics

As has been established earlier, the correlation betweplea fluid flow, low
and/or oscillatory WSS and atherosclerotic plaque loctdindirmly exists, yet
less is known about the mechanistic basis of formation of#rly lesions. WSS is
a known stimulus for second messenger mediated signaliuatien in the ECs
that leads to important downstream intracellular processel perturbs cellular
haemostasis. These effects include manipulation of ialidar C&* concentra-
tions, activation of gene expressions specific to produadioproteins that bring
about definitive changes in endothelial cytoskeleton atetiafy vasomotor tone,
in dose dependent manner, which is thought to be mediatedhay i& known
today asEndothelial derived relaxing factor (EDRFvidely accepted to be ni-
tric oxide (NO). NO is a potent vasodilator that diffusesitite medial layer of
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the artery and enforces relaxation of contracted SMCs. Hhedlat Nitric Ox-
ide Synthase (eNOS) is a enzyme that when activated irst@@duction of NO
from an intracellular substrate L-arginine(L-Arg), in theesence of oxygen. Of
multiple pathways for the activation of eNOS, bioavaildpibf cytosolic C&" is
one. In response to certain external stimuli such as WSS aristgainding to
specific receptors located in plasma membrané! €an enter the cytosol of an
EC via specific and/or non specific €&hannels, thus increasing the intracellular
C&* concentration and providing means of eNOS activation amseguent NO
production. Figur@.10depicts this process.

NO rapidly diffuses past basement membrane and into the Ski@sime-
dial layer where it activates an intracellular hemoprogailuble guanylate cyclase
(sGC) which catalyze the conversion of Guanosine triphagpl@l P) into cyclic
Guanosine MonoPhosphate(cGMP). cGMP then activates #apipntity called
protein kinase G (PKG) which performs a number of importagutatory cell
functions including the relaxation of SMCs. PKG disables @#&" influx path-
ways and also desensitizes the myosin light chain kinaseQi)l-the building
block in the contractile cytoskeleton of a SMC, to?Caalmodulin(C4*-CaM)
complex. PKG has also been found to induce gene expressimh whables the
potassium(K) efflux via C&* activated K™ channels. All these concurrent pro-
cesses result in SMC relaxation. Hence, NO activation of &Gfdthway to bring
about vasodilation through SMC relaxation is partially elegent on the Ca in-
flux into and EC in response to external stimuli such as agbimsling or WSS.
Not much literature exists on the response of coupled ECs/SMdisturbed flow
as a unit but the information on how isolated cells or homeges populations of
ECs or SMCs react to steady and unsteady flow is available.

2.4 Mass Transport and Atherosclerosis Localization

Whole blood carries many solutes which sever as either ligamdpecific recep-
tors, or are to be excreted or to be transported to distarsnsrg These blood
borne species vary in size, mass/molecular weight, diffiysielectrostatic prop-
erties and several other factors that come into accountterméing their mass
transfer characteristics. Amongst these blood borne spece vasoactive solutes
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Figure 2.10: Schematic diagram of endothelium-derived smooth musdéx+e
ation via nitric oxide (NO)/cGMP pathwayéng et al, 2005.

such as vasodilators (e.g. histamine, adnosine, acetiyiehdradykinin, nora-
drenaline, substance P etc..) and vasoconstrictors @egoaine triphosphate and
adenosine biphosphate (ATP and ADP), phenylephrine, aetiot angiotensin Il,
norepinephrine etc..) which are of interest here. Thesge®kerve as agonists to
specific receptors expressed by EC surface and upon attathotwate complex
downstream processes that result in a number of agonisfispterations such
as reorganization of cellular cytoskeleton, gene expoessivhich initiate further
downstream processes such as cell proliferation or apisptastivation of ex-
ocrine processes, or even release of agents that furtleet #ie cells in periphery
such as in vasomotion; to name a few. Local mass transfeacteaistics of these
molecules heavily rely on the hemodynamics of that regiddarg et al. 1969
first hypothesized the correlation of impaired mass transfeegions of disturbed
flow and early atheroma. In a subsequent publicatitar¢ et al, 1971) they elab-
orated that the altered mass transfer characteristicsjfisjpdly for cholesterol
in their case, were coupled to low WSS profiles. Cholesterokéseted out of
the cell into the blood stream and carried to the liver where metabolized. In
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pathology cholesterol accumulates in the cell leading totoyicity. According
to the authors, WSS has a sweeping effect on the concentrdtadrolesterol on
the wall surface hence maintaining the concentration grador further efflux of
cholesterol from wall phase to fluid phase. In the areas ofW®S, the reduc-
tion of this sweeping effect diminishes and the concemmabioundary layer of
the surface cholesterol thickens, thus lowering the driv@® molecules moving
from inside of the cell to the outside on the wall surface. sT¢auses retention
of cholesterol inside the cell. This hypothesis was furdessonded byKjaernes
et al, 1981). Thus in a historic perspective there exists this notiomadlvement
of impaired mass transfer in the regions of disturbed flow.

Later advances in computational techniques and imaginghties have im-
proved the mechanistic understanding of the altered massgort coupled to
the disturbed flow. Using computational fluid dynamics foealistic geometric
model of human carotid arteryM@ et al, 1997 computed the mass transport
characteristics at and around carotid bifurcation. Emigh@as given on the mass
transport of small molecules such as oxygen and is suggtésied may also im-
ply to other blood borne species with relatively low diffusy e.g. ATP and ADP
in ambient conditions. The velocity profiles of their comgidnal fluid dynamic
(CFD) study showed disturbed flow characteristics partitytan the lateral wall
(outer wall) of sinus located immediately after the poinbdtircation in the in-
ternal carotid branch (ICA). This included both substahtikrge recirculation
zones and areas of flow separation followed by reattachnidhiia distal to the
flow separation region. The specie concentration in thimregyas reduced when
compared to the rest of the locations in geometry where flos walisturbed.
Coupled with the thickening of the hydordynamic layer (a timmnmobile layer
of fluid that always exists at a solid/moving fluid interfaeegs the progressive
thickening of specie concentration boundary layer (thgteof the region from
the wall to the centre of the axis devoid of specie). The #ad concentration
boundary layer extended upstream of the bifurcation pee® Figur.11). Inter-
estingly, the authors also found that the peak of the conaonh boundary layer
did not coincide with the minute region of flow separation vehthe WSS was
0, but was located slightly upstream to it where low WSS edist€his region
where low WSS existed would also have nonzero WSS gradientnBlogam of
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the flow reattachment the concentration boundary layersfaahel becomes thin
once again.

Cross Sections of Concentration Boundary Layer

Figure 2.11: Region of flow recircula-
tion correlates well with thickened con-
centration boundary layer. Cross sec-
tional views show that the concentra-
tion boundary layer is convoluted in
the sinus. However, the thickest con-
centration boundary layer does not co-

" incide identically with flow separation
boundary layer (Ma et al, 1997.

Other subsequent studies focusing species of similar sipgher important
larger molecules such as low density lipoproteins (LDL}waimilar diffusivities,
have also been conducted with more contemporary techniguealing more in-
formation on the mechanics of the mass transfer in regiotisaitered flow char-
acteristics. Some studies have attempted to model theefitgeometry Com-
erford et al, 2006 on the species mass transfer to the wall where as other have
modelled the effects of flow characteristics such as puisa{@arakat 2007),
Reynolds numberMahinpey et al.2004. (David, 2003 considered the depen-
dence of local specie mass transfer as a function of local derived parame-
ters such as WSS and its spatial variabilityKagzempur Mofrad et gl2005
have modelled the mass transfer of small molecules suchyagenxand ATP in
stenosed arteries. Thus this problem has been looked uporvarious angles but
all these studies focus on the hemodynamics and the ressiitacie concentration
on the wall. The biochemical influence of the alteration inantration boundary
layer vasoactive substances on the vessel wall has raretydtedied Comerford
and David 2008 Comerford et al.2008 Plank et al. 2006ab). (Plank et al,
2006k modelled the effects of spatial variation of WSS orf Gdynamics of an
EC by coupling a mass transport model of ATP and an E€ @gnamics model
in 2D backward facing step geometry. This geometry simdlat@lening of an
artery and recirculation zones and stagnation point ocpgast a wedge. WSS
varied as a function of axial location and ATP concentrabarEC surface is de-
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pendent on both the axial distance and local WSS in this sitiuy.fact that ECs
produce ATP which in turn stimulates the cell itself in autoe and neighbouring
cells in paracrine manner, is also included in the model a®asing function of
WSS. C&" influx via IP; dependent and independent pathways due to either ATP
or WSS stimulation respectively is taken into the account.uRgsas shown in
Figures2.12(a)to (c) show that the steady state ATP concentration is spatially
varying in the areas where WSS gradient exists. MoreoveikauiMa et al,
1997, the minimum ATP concentration coincides with the stagmgpoint where
magnitude of WSS is zero. The €aoncentration is lowest in the recirculation
zone and minimum at the stagnation point. The magnitude afrmam and min-
imum C&* however is a function of the flow velocity but the spatial adion
feature is retained even at higher laminar flowzorferford et al.2008 used the
model presented byP{ank et al. 20060 to numerically study using CFD, the ef-
fects of arterial bifurcation geometry on the eNOS produrctind C&* dynamics

in a near realistic geometry. The localization of spati@dyent in ATP concen-
tration conferred with thela et al, 1997 finding and occurred at the outer wall
just upstream of the bifurcation region and followed theargl WSS profile very
closely.

Spatial variation of ATP concentration in arterial regiavigh disturbed flow
is evident in steady state scenarios. The fact that the flemarad Reynolds num-
ber fluctuates over the period of a cardiac cycle which ctssisa systole phase
where flow accelerates due to the emptying of contractingésftricle of the heart
and pushing the blood into the arteries. This is followed logeeleration which
relates to the closure of the aortic valve and initiationtdd tefilling of the left
ventricle. A diastole phase follows the end of the systoletvis relates to the re-
filling period of the left ventricle for the next systole. THew remains relatively
steady in this phase. Thus WSS varies with pusatlity at tlegiarivall in straight
segments. In regions of disturbed flow the time varying WSSilpeoare differ-
ent then in a straight segment and the very fact that the egblerotic lesions
occur in these regions, these profiles are referred to asogitome or atherogenic.
Thus it would be logical to ask the question whether the ntassport also shows
time varying characteristics atheroprone regiosarékaf 2001, Comerford and
David, 2008 have studied the time varying characteristics of the raime con-
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Figure 2.12: Spatial gradients in WSS and ATP concentration at arterfalda-
tions. (a),(b) and(c) show stable steady value of WS§,), ATP concentration
() on EC surface and intracellular €aoncentration (Cg, respectively, plotted
against axial distance (x) for two different flow velocitetiere x=0 is the reat-
tachment pointRlank et al. 20060. (d) shows the ATP contours with limiting
streamlines overlaif=75 deg and Re=500 at the outer walladmerford et al.

2008.
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centration in regions of disturbed flow numerically.

ATP (uM)

il

Figure 2.13: Comparison of ATP topology(a)Steady,(b)time averaged. Al-
though the surface concentrations are different to a cedegree there are very
similar characteristicsGomerford and Davic2009.

(b)

(Comerford and David2008 contributed some vital information regarding
the ATP mass transfer characteristics in steady and ungfeasitile flow. The
authors did an intensive CFD study in a realistic porcineitcétion which was
focused at investigating the effects of pulsatile flow on¢bacentration bound-
ary layer of ATP in non-uniform geometry such as near the ¢diras and gave
emphasis to the outer walls of the proximal regions of paaadtdaughter vessels
in the branching areas. Figuel3shows compared the ATP concentration distri-
bution in time invariant spatially non-uniform flow profile {a) as opposed to the
time varying case irfb). It is evident that although the level of depletion of ATP
in the areas known to have reduced mass transfer is exagdenasteady flow
case compared to the time varying, the pattern or locatimagmains unaffected.
Moreover, even in the case of pulsatile flow the ATP surfaceeatration did not
show any noticeable transient behaviour. Figlifetshows this by comparing the
early and end systole flow were the velocity profile are disively changed but
surface distribution of ATP concentration remains rekyiunaltered, suggesting
that the mass transfer of species such as ATP with high Pealaber i.e. low
diffusivity as compared to advective transport, dose nange transiently under
time varying flow. The authors attributed this limited treams behaviour of ATP
concentration to the low diffusivity of ATP.
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Figure 2.14: Comparison of hemodynamics and resulting ATP distribution i
the iliac artery in the region of femoral bran¢atime=0.15 andb)time=0.27.
The size and strength of secondary flow is considerably grehtring systolic
deceleration (time=0.27), however ATP distribution doesahange significantly
due to the very low diffusivity Comerford and David2008.
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2.5 Intercellular communication and atherosclerosis

Appropriate tissue perfusion is mainly regulated by thepbyipg arterial diameter
that controls the resistance of the feeding arterial trektlans the flow in it Pohl
etal, 1993. Thus to alter the conductance of the arterial conduitles to be a
means of communicating the message from the tissue end tgp#teeam vascu-
lature which could react by increasing the blood flow by véatidn. Ascending
or conducted dilation is a concept where by the dilation efithssels start from
arteriolar scale moving up to the secondary or muscularies{@/it and Wolflg
2009. To make this coordinated dilation possible, it is necesHzat the vessel
segments which are made up of individual ECs and SMCs, worktiegas a unit
and bring about the change in diameter. Intercellular comoation provides that
pathway to establish such a network through intercelludgrjgnctions.

Gap junctions are intercellular channels that directlyrsan the cytoplasm
of adjacent cells, allowing the passage of current and ssigalialling molecules
(molecular mass< 1,000 Da), such ag'Cand IR, (Figueroa and Duling2009.
They are constituted by channels made of protein calledeanr(Cx). A col-
lection of six connexins form a connexon, or a hemichanneko fiemichan-
nels, contributed one from each apposing cell forms a fanati gap junction.
Hemichannels remain close unless docked with the complemehemichannel
in the adjacent cell.

A connexon or hemichannel can be formed of a single type ohexin, in
which case it is called a homomeric channel or of a mixtureooihexins forming
a heteromeric channatgefliger et al.2004). The constituency of hemichannels
forming a gap junction directly influences the functionaperties of that channel,
such as ion permeability, selectivity to solutes, its opegbpbility and its subcel-
lular localization. It is becoming increasingly evidenatihe heteromeric nature
of formation of hemichannels could be a means of fine tunieg#iectivity of the
channel{ohnstone et gl2009. Two hemichannels on adjacent cells can interact
and form a functional gap junction in either of the two mamsn&omotypic or het-
erotypic. A homotypic junction is one where all the twelvanexin subunits are
identical. In heterotypic junction, each hemichannel immbmeric and of differ-
ent connexin isoformHackauskas et aR0073. On cell-cell level, gap junctions
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formed between identical cell types are known as homoeeljuhction and be-
tween different cell types it is called heterocellular jtion. EC-EC homocellular
contact is well documented in both mardébpng et al.200§ and microvessels
(Segal and Benyl992. SMC-SMC communication has also been demonstrated
to conduct vasoconstriction through gap junctions in ates (Figueroa and Dul-
ing, 2008.

All the discussion that follows will consider homotypic gamctions from
here on. Intercellular transport of ions or metabolic speaiuch as G4 IP; ,
cGMP, cAMP, ATP, glutamate, glutathione and monovalens guch as NgaK*and
CI" which act as charge carriers form the basis of the interdegltwupling. There
can be two topologies forming the network comprising of tyjueis of cells. Cells
can couple either homocellularly (E€EC or SMG-SMC) or heterocellularly
(EC+SMC or SMG~EC). Beny, 1999 suggests that there can be four possible
coupling modes which are plausible in propagating inforamafrom the point of
stimulation or where the signal arises.

1. Transmission of metabolic species e.g.2Gand IR, which traverses the
cytoplasm of the receiving cell and passed on to the appasaitig This
mode of transmission would pass the message to very shtahdes at a
very slow rate.

2. Intercellular exchange of second messenger e.g! &@wl IR, which trig-
gers an intercellular release of Caia C&* induced C& release (CICR).
The speed of propagation will match that of diffusion but &ycarry the
signal to finitely long distances.

3. Between non-excitable cells like ECs, rapid electrostatigpling which is
made possible by the close apposition of cell membranesjatawt cells
may take place. This modes cannot traverse long distan@ubeof the
exponential decay in the transmitted charge with increpdistance.

4. Electrostatic coupling between excitable cells like SMkscause of hav-
ing voltage operated Gachannels), which is rapid and theoretically could
propagate the signal for infinitely long distances.

Keeping in line with these observations &eny, 1999 we consider the intercel-
lular coupling via three media, €3 IP; and electrostatic or membrane potential
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Figure 2.15: Schematic representation of an intercellular gap jundtietween
two adjacent cells (adapted fromié¢se et al.2007)
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homocellular and heterocellular coupling between appmpseils. Association of
these coupling media to relevant connexins constitutiggcibnnexons through
which these ions pass, has been made in previous sectiojufgans in Chl).

2.5.1 Localization of vascular connexins

Three connexin isoforms, Cx37, Cx40 and Cx43 are commonly egpckin vas-
culature Arensbak et a].2001; Johnstone et gl2009 van Kempen and Jongsima
1999. The expression is not uniform systemically (i.e. is hegeneous) and
varies with specie, vascular bed and in stasis and pathdldglyet al., 2007).
Cx40 has been recognized as one of the most commonly expressedxin in
ECs in general and in SMCs in muscular and small arteries Kempen and
Jongsmal999. Cx37 is also expressed in most if not all small arteries ated a
rioles Ebong et al.2006 Gustafsson et gl2003 Isakson et a).2006 Isakson
and Duling 2005 Toma et al.2008 van Kempen and JongsinE999 Yeh et al,
2003. Cx43 in ECs is more heterogeneous and site specific. .Cx43 imBEs
been reported in areas with disturbed flawa( et al, 2004 DePaola et a].1999
or in tissue manifesting pathologi(\ak et al, 2002).

In SMCs the connexin expression is much more heterogenedwsametimes
absentin a few vascular beds. Cx43 expression has been wagelsted in elastic
and muscular arteries (aorta and carotdefisbak et a).2001;, Haefliger et al.
2004 Kwak et al, 2002 while there have been disparate reports about expression
of Cx37 by SMCs in few species\(ensbak et a).2001 Haefliger et al. 2004
Kwak et al, 2002 Simon and McWhorte2003 which can be due to intra-specie
difference. Cx40 in SMCs has been rarely been reported andapsiyall artery
to arteriolar scaleRurt et al, 2001, Kwak et al, 2002 Little et al,, 1995 van
Kempen and Jongsm&999 Zhang and Hil] 2005.

Propagation or spread of a local stimulus in the intercatlmletwork of an
artery is oriented either longitudinally (i.e. parallelttte vessel axis, upstream
and downstream) or transversely (into the wall to the SMCschvare connected
to the ECs via MEJs). Homocellular coupling enables the togial transmis-
sion where as the heterocellular coupling enables thevieass signalling. Both
the homocellular and heterocellular gap junctions have lr@elicated in patho-
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Figure 2.16: Myoen-
dothelial gap junction.
Transverse section ol
an artery viewed by#€

electron microscopy s, |
showing the projection’ "??/
of an EC through the, °
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indicate  homocellular =
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junctions Gandow and SM ﬁ '
Hill, 2000. B /A

genesis of atherosclerosis. MEJs provide means of physcdéhct between ECs
and SMCs. Projections of ECs protrude from the perforatedriatelastic lamina
to come in close apposition to the underlying SMC, as showngarge2.16

Advancement in experimental technique has enabled ideattdn of the con-
stituency of these gap junctions in a variety of specie $iga@scular beds. Using
Transwell™ (Corning) insert (see Figur2 173, mouse ECs and SMCs were co-
cultured and allowed to form the MEJs, Fig@&d7bshowing the cell cell contact
between EC and SMC and the relevant fluorescent membraneereddtming
a MEJ in IEL. In this studyléakson and Duling2005 aimed at examining the
constituent connexins and gap junctional communicatiawéen ECs and SMCs
via the MEJs. Both Cx40 and Cx43 were significantly expressdtea¥iE] level.
Cx37 was absent in this domain but was abundantly found whembellular
EC-EC or SMC-SMC populations were allowed to grow in these Jnas™.
Using a charge neutral dye, biocytin(MW=357Da), interdalicommunication
was monitored. The authors confirmed that both Cx40 and Cx48iloted in
transfer of the dye from ECs to SMCs and eliminated the presemmde of Cx37
in MEJ domain. Figur@.17cshows the status of transfer of biocytin from EC to
SMC in the presence and absence of all gap junctional bld@aeGlycyrrhetinic
acid (1&-GA). In the same study, using connexin specific gap jungtibibitors
Gap27%and Gap2%'*2 and letting a charged dye, Cy3 (MW=767Da, Z=-1), pass
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through the MEJs, the authors suggested that the formedchanmles might be
heterotypic and their conductance could depend on thenstonetry of Cx40 and
Cx43. Thus this indicates a possibility that this stoichitmenay alter the extent
of heterocellular coupling with varying connexin specifieraili or in different
vascular beds.
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VASCULAR SMOOTH MUSCLE

B 'ﬁ EOC
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VSM

(@) A TranswellM (b) A: formed myoendothelial re- (C) Effect of gap junction inhibitor
(Corning) insert.ECs gion. B: physical EC and SMC 18a-GA on biocytin transfer from
cultured on top side and projections . C: EC (red) and EC to SMC.
SMCs at the bottom. SMC(green) membrane marker as

we go down vertically in the tran-

swell from top to bottom.

Figure 2.17: Gap junctional communication via MEk&kson and Duling2009

2.5.2 Effect of hemodynamics on local connexin expression

Blood flow has been shown to alter connexin expression in b@th &d SMCs.
(Rummery et al.2002 did a 12 week long study to examine endothelial connexin
expression (for Cxs 37,40&43) in caudal artery of spontaslohypertensive
male rats (SHR) and compared the results with Wistar-Kyoto fW&/pe nor-
motensive rats, using immunohistochemistry. The onseypétiension in SHR
was observed at the age of 9 weeks with significant increasgsiolic blood pres-
sure. Cx40 expression in ECs was significantly low in SHR at kaeeell be-
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fore the onset of hypertension. After 12 weeks their wasiSagmt decrease in the
expression of all the Cxs with prominent decrease in the tdenbiCx40 plague
(cell-cell contacts forming gap junctions between celis)}ECs from WKY, there
was no change in amount of Cx expression over this period &f tinus showing a
link between flow characteristics and Cx expression. Reducfi€x37 and Cx40
was also demonstrated in aortic ECs of hyperlipidemic mi@ (et al, 2003 of
which Cx37 expression recovered after certain pharma@duniervention.

In diseased the alteration of Cx expression in normal andpagital tissue is
most evident. The extent of alteration is not an abrupt juramfon constituency
of Cxs to another but is more differentialKyak et al, 2002 studied the ex-
pression of connexin in ECs and SMCs of in three segments of rerascle-
rotic plaque, non diseased, early atheroma, and advanbedbata in aorta of
LDL receptor deficient mice fed with high fat diet for 14 weeksgure2.18is a
schematic representation of the differential pattern ofnexin expression found
in different parts of the atherosclrotic plaque. Antibadd# respective Cxs were

Figure 2.18: Schematic draw-
ing of an artery containing
an atherosclerotic lesion s
shown. Expression patterns c
the 3 connexins are indicates
for the nondiseased part o
the vessel, the shoulder of th

neo-intima

cells

|
J

e
lith !

plague, and the centre of thi PR S R ST

advanced lesiorkfwvak et al, I S S S—"%

2002 undiseased vessel shoulder of advanced plaque
the plaque

used forimmunolabeling the tissue for the analysis, thisstbuld label the mem-
brane presentation of the relevant connexin in intimaljméeoal or medial layer.
Cx37 and Cx40 but not Cx43 were present in nondiseased endothelihereas
only Cx43 was found in the medial tissue. At the shoulder ofatieroma, EC
layer presented Cx43 only and no expression of Cx37 and Cx40ouas f Cx37

was expressed by SMC of medial layer near this region. In raatheroma,
no connexin expression was found in endothelium however3@ ks present in
SMCs of neointima (the newly formed intimal layer consistaiggndothelial and
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one or two layers of SMCs recruited from medial layer). Fomadgtof the Cx
expression please see Table léivak et al, 2002).

(Gabriels and Pautl998 studied the connexin expression in EC at arterial
bifurcation. Aortic ECs of mice generally expressed Cx40 nratance where as
Cx37 was also present in most if not all the ECs from regionsidensd atherore-
sistant. At points where abdominal aorta either branched nenal artery or bi-
furcated into common illiac arteries, Cx43 was strikinglyegulated. These sites
are associated with disturbed flow. Figgd9a&& (b) show Cx43 immunofluo-
rescence at these sites. Of interest is the observatiorCk# was expressed
immediately downstream of the ostium (opening) in the binanessel and ex-
tended further for short distance after which the expresgamished. In the case
of flow divider, Cx43 was most localized at the apex and notextslownstream
in the daughter branch. Another important finding was thepssion of Cx40
and Cx43 upstream of the ostium but the absence of Cx37. Cx3iheskits ex-
pressed downstream of the ostial edge where Cx43 expressisiuss. This was
confirmed by inducing flow disturbance in the aortic arch byggal coarctation
(deliberate narrowing of vessel by surgical ligature). Séhesites were originally
negative for Cx43 but after the coartation, the Cx43 was sigaidly upregulated.
These results strongly suggest that Cx43 is upregulatedstyrded flow.

In vitro studies examining flow mediated connexin regulatias given greater
insight into the their relationship with the WS®)dPaola et al.1999 used a
parallel plate flow chamber with backward facing step geoyriet obtain flow
dynamics exhibiting disturbed flow with flow separation aadirculation zones.
A monolayer of bovine thoracic aortic ECs was cultured on agleover slip
and fluid was allowed to pass over the cells. Four zones ofr Stesss gradi-
ents (SSGR), progressively decreasing with increasingd distance, were also
defined in this study, as shown in Figl2eQ Along with Cx43 mRNA, protein,
gap junctional coupling was also monitored by dye transéwken cells of the
monolayer. Lucifer Yellow (LY) (MW=457.3Da, Z=-2) was usear fintercellu-
lar dye transfer. Sustained increased in Cx43 mRNA was obdéeneCS under
SSGR I&ll, 5 and 16 hours after exposure to fluid shear. Inscafider SSGR
&IV the mRNA expression increased at 5 hours but returnethasal level at
16 hours.
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Figure 2.19: Cx43 upregulation by disturbed flowg@briels and Paull999

Under no flow condition (control in this case) there was matie(punctate)
expression of Cx43 protein on the cell membrane. At SSGR I&fter 5 hours,
the Cx43 protein density increased and localized in peregarctegion. This
means most of the Cx43 was internalized and not making amcekltontact.
This disruption in the pattern of Cx43 protein localizatioassalso evident in
SSGR l1&IV after 5 hours. After 30 hours the protein expiesaspatter in ECs
under SSGR I&ll was still disorganized but in cells expecieg SSGR 1l1&lV,
the punctate pattern was restored. ECs exposed to SSGR liMi¢ elongated
in orientation even at a moderately high WSS of magnitude dgres/cm. Af-
ter 5 hours ECs injected with LY either under SSGR I&Il or SSERIV passed
the dye to less number of cells compared to control. After @r$, cells under
SSGR IlI&IV passed the dye to farther neighbours compareBE@s in region
with SSGR I1&ll. An EC although under SSGR 1&Il passed the dgkatively far-
ther compared to its 5 hour reading but the communicationneass wide spread
as a cell SSGR IlI&IV or control. Thus Cx43 expression of mRNApootein or
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even gap junction formation is not only regulated by magtetaf local WSS but
also the WSS gradient.

This flow mediated connexin regulation was further invegeg by Ebong
et al, 2000 in similar experimental setup but with human aortic ECs. @alho-
layer was exposed to laminar flow with a moderately high WSSladyines/crf.
The authors used synthetic connexin memtic peptides whaokesas connexin
specific gap junction inhibitor to study the intercellularedtransfer (LY) under
flow. Under control (no flow) condition, the intercellularelyransfer was very
limited but increased upon exposure to flow. This increase tmae dependent
and kept on increasing for 24 hours. Inhibition of Cx37 and Cg4f junctions
did not stop the dye transfer. Blockade of Cx40 gap junctiogsiicantly re-
duced the intercellular communication. Thus the study kated that Cx40 was
significant in establishing intercellular communicatigtween ECs under steady
flow condition. This again points out the differential anoimstlus dependent na-
ture of connexin expression in ECs.

From the above information, some corollaries can be driie@s generally
express Cx40 and in large number of cases Cx37 in tissue undistunbed flow.
Cx43 expression is elevated in the ECs at sites where flow Hestee occurs
such as arterial bifurcations and branch points. Reviewhegexperimental re-
sults from different groups suggest that at bifurcatiohs,dlteration in connexin
expression from one isoform to another is not abrupt but dugldecrease in


Chapter2/Figures/depaola.eps

40 Literature Review 2.6
Cx40 and Cx37 and an increase in Cx43 with locations where Cx4@CaA4a
coexist, as shown byJabriels and Papll998.For SMCs, they are coupled pri-
marily by Cx43 and there is some evidence to support the existef Cx40 in
small arteries and arterioles. Cx37 hemichannels were stmwake homocellu-
lar gap junctions byléakson and Duling2009 in SMCs. Table2.1lists possible
scenarios that will implemented later to investigated'@gnamics in cells under

spatial gradients of stimuli and coupled in configuratiasted in this table.

Case| Homocellular coupling Heterocellular coupling
SMC EC SMC+~EC | EC~SMC
1 |V Ca&IP; V, Cat? V, IP3 V, IP3
2 |V, Ca, IP; V, Cat? V, IP;, C&" | V,IP3,C&*
3 |V,Ca'IPs |V, Cat,IPs | V, IP;,C&" |V, IP;, Ca*
4 |V, Ca", IP; IP3 IPs3 IP3

Table 2.1: The various coupling modes establishing intercellular wamica-
tions between cells in stasis and pathology. (V=membratengial coupling (via
Cx37), C&*=Ca* coupling (via Cx40), IR =IP; coupling (via Cx43))

2.6 Models of vascular ECs and SMCs

Calcium is central in major cell signalling cascades and gkpivotal role in
regulation of vascular tone and blood flow. In excitablexslich as SMCs, in-
tracellular C&" concentration can oscillate upon either humoral, nervousez-
trogenic stimulation and result in many direct and indireabhsequences. This
free unbound cytosolic Gacan bind to another endogenous molecule calmod-
ulin (CaM) and modulate cytoskeletal contractililty by &ating the myosin light
chain kinase (MLCK) which enables the sliding of myosin he@ther intracellu-
lar utilizations of this nascent €acan be but are not limited to, eNOS activation
to make NO in ECs, binding to regulatory proteins to initiatsaacade leading to
exocytosis, binding gated ion channels to allow fluxes otggeions in and out
of the cell, to name a few. A cellular oscillator is a requigsrhof the occurrence
of vasomotion, and it is modelled as a series of events fayraifeedback loop,
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where inertia in one or more steps in the loop ensures osoilldAalkjaer and
Nilsson 2009.There are three essential components of a cellular asaill

1. a cytosolic oscillator to increase intracellularCa
2. a system for removal of €3 and

3. asystem of transduction of extracellular stimuli

2.6.1 Cytosolic Oscillator

In SMCs of A7r5 (a cell line of rat thoracic aortalatter and Wiey 1992
showed the Ca wave, which moved in the direction of longitudinal axis was
a consequence of oscillations in intracellular’Ceoncentration. Blockade of
sarco/endoplasmic reticulum €aATPase (SERCA) pump in an SMC inhibited
this C&* wave pointing out a pivotal role of SR €arelease in C# oscillations
(lino et al, 1994. C&* wave is when C& upon release from ER/SR traverses to
other compartments in the cytoplasm and propagates in thedba spiral wave.
These finding suggest that the primary origin ofCaesides in intracellular do-
main. In rabbit portal vein voltage operated?Cahannels (VOCC), Na-Caex-
changer (NCX) and a current through non-selective ion cHangsenvolved in
inducing an oscillatory increase in intracellular®Caoncentration l(ee et al,
2001).

Of vital importance is the influence of agonist mediate¢gl Héceptor activa-
tion, an ER/SR membrane bound receptor, followed by relea&R(SR lumi-
nal C&" in rat portal vein myocyteRoittin et al, 1999. This increase in intra-
cellular C&* is dose dependent and exhibited frequency and amplitudeilaod
tion (Berridge 2007). Blockade of IBRR completely inhibited the oscillations in
Ca&* concentration Boittin et al, 1999. Following the activation of receptors,
spread of this G4 release from intracellular stores is not by simple diffusbmit
involves a regenerative release of?@yy a process called ainduced C&' re-
lease (CICR). Ryanodine receptors, also ER/SR membrane boweptoes; con-
tributes in the release of €avia CICR from ER/SR upon activation and blockade
of these receptors also significantly inhibit the?Caave in an SMCI{no et al,
1994). In some instances the emphasis on inclusion of ryanodnesaential
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mediator in inducing CICR has been relaxed and is suggesteéadeguate 1P
availability alone is sufficient to produce intracellular®Cascillations Qalkjaer
and Nilsson2005.

In SMCs from some small calibre vessels, the ER/SR @lease in conjunc-
tion with C&* removal mechanisms is sufficient to induced intracellulaf* ©a-
cillations but in relatively larger bore arteries such asemteric artery where ag-
onist activation predominantly induces vasomotion, VOC@sraquired. These
L-Type voltage gated Gachannels open on depolarization of plasma membrane
and allow influx of extracellular Cainto the cytosolic spacéNglson et al.1990.

For VOCCs to open, the membrane depolarization can be an eksmulus
originating from electrical coupling between two adjac8MCs or the intracel-
lular rise in C&* concentration following CICR can trigger the opening of these
channels. It has been demonstrated by a number of studiem#mabrane de-
polarization precedes a large Taransient in SMCsHaddock and Hill 2005.
The increase in cytosolic €aconcentration makes intracellular side more posi-
tive compared to the extracellular side of the plasma menabtfaus depolarizing
(or making more positive) and reduce the electrostaticigra@cross the plasma
membrane. This allows the opening of VOCCs and extracellulat @ahes into
the cell. The open channel probability of VOCCs in excitabliésdas high, i.e.
maximum number of channels existing in the plasma membrahepen simul-
taneously thus allowing a large influx of €aThus this is a fast channel and the
response time after depolarization is quick.

2.6.2 Removal of cytosolic calcium

Excessive retention of Gain the cytosol is toxic to the cell therefore, all the ad-
ditional C&* released as consequences of different signalling pathwayst go
somewhere or be utilized to regain basaf Gancentration and membrane poten-
tial. C&" is constantly removed from the cytosol by three main actie@assive
pathways: (i) N&/Ca* exchanger, (ii) extrusion via plasmalemmaPO¥ Pase,
and (i) and the refilling of intracellular stores of €an SR through a sarcoplas-
mic/endoplasmic G4ATPase pump, also called the SERCA pump?'@an also
be removed via gap junctions. High €aoncentration is a driving force for dif-
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fusion of C&* and other monovalent ions and some neutral molecules (mlalec
weight <1000 Da) through to a neighbouring cell connect wigrcellular gap
junction.

2.6.3 Signal Transduction

The influence of the extracellular environment must be ttaosd into an “in-
tracellular friendly” form via signalling pathways. This crucial to be able to
responds to the external stimuli. For this, plasma membcan&ins membrane
bound receptors which can either induce conformationahgéd in some ion
channels and activates them, or it can induce a cascadeabioresawhich result

in the production of @econd messenger molecsleh as IR in the cytosol. Fig-
ure 2.21 shows one such membrane bound apparatus that has beefiadanti
increasing intracellular B concentration in a number of cell types, upon binding
of the receptor to its specific agonist. Agonist such as AliRj$to the puriner-
gic (P2Y) receptors expressed on the EC surface, activiiten@ protein coupled
receptor complex (GPCR) which then activates the membranedopliospholi-
pase C(PLC). PLC activation allows phosphorylation of phasigiglinositol 4,5-
bisphosphate (PHp generating IR that is then released in the intracellular space.

Multicellular models constructed from single vasculal cabdels have been
used in previous studies, investigating various functimmsequences in networks
of coupled cells. The scale of these models, however, hasleited to that of
microvasculature and its physiology. Some examples of studiies have been
cited in the following literature review.

Jacobsen et a(2007 investigated the role of cyclic guanosine monophos-
phate (cGMP) in arterial vasomotion. Vasomotion is theicyariation of the ar-
terial diameter induced by €aoscillations in the SMCs. The significance of this
cyclic alteration of arterial radius plays a vital role iteaing the peripheral vascu-
lar resistance and thus plays an important part in contrattefial blood pressures.
Single cell model of SMC was employed here to construct a leolupetwork of
SMCs. In addition to the standard €anflux and efflux pathways, their SMC
model included C& buffering in both SR domain and cytosolic domain. In addi-
tion to that, a cGMP sensitive €aactivated chloride channel was also included.
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Figure 2.21: Simplified schematic diagram of the steps leading from rexeqti-
vation to C&* release from the SR. Transmitter noradrenaline (NAd) bindbe
receptor which then interactswith the G-protein (G), legdio the replacement
of GDP with GTP and the subsequent dissociation of the Gepranto subunits.
The subunit GGTP binds to a site on PL€and this activated unit initiates an in-
teraction with membrane-bound B|Ratalysed by C4; leading to the hydrolysis
of PIP, and the production of . This diffuses into the cytosol where it opens
IP; -sensitive channels in the SR, allowing the release &f @d#o the cytosol.
(adapted fronBennett et al(2005).
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From the perspective of the computational layout, the nurabmtercellular gap
junctions coupling the SMCs was a function of the surface axeaslapping be-
tween two SMCs, hence resulting in an asymmetric couplingngth for each
SMC with its nearest neighbours. Figu2e22 The gap junctional transfer of
ions was modelled as a function of both the potential difieeeand concentration
difference between two coupled SMCs.

This study tested the effects of cGMP on?Cdynamics of coupled SMCs
simulating a microvascular arteriole. Their results shiwepermissive role of
cGMP in establishing the intercellular synchronizationhaf C&* oscillations. It
was suggested that cGMP activates cGMP sensitié &xivated chloride chan-
nels which causes tight synchronization between SR (&dease, the membrane
potential depolarization, and the influx of extracellulaCa

(@) | (b)

Figure 2.22: Cell and vessel model. (a) the compartments considered in the
model are the plasma membrane, the cytoplasm, and the &sop reticulum
(SR). The picture shows the components related to each of gdwapartments:
Na'/K*-ATPase (1), N&9Ca*exchanger (2), plasma membrane&GATPase (3),
sarco(endo)plasmic reticulum €aATPase (4), SR calcium release channel (5),
cytoplasmic calcium buffer (6), SR calcium buffer (7), cGMénsitive calcium
dependent chloride channel (8), calcium activated patassihannels (9), volt-
age operated Cachannel (L-type calcium channel; 10), and gap junction.(11)
(b) Vessel model. Example of a single layered cell plate usélde simulations

is shown. The plate forms a tube by making end-to-end cantaath spindle-
shaped cell couples to neighbouring cells through gap jomet(black double-
barrel structures) (figure and caption adapted frdat¢bsen et al2007))

Coupled cell models comprising computationally coupledlgiiC and SMC
models have been used to study the physiological basis ofeastivity in small
arteries and arterioles.D{ep et al, 20095 coupled ECs/SMCs where each cell
was modelled as a capacitor coupled to a nonlinear resistbttee intercellular
gap junction was modelled by an ohmic resistor, as shownenFiqure2.23
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Using this multicellular structure simulating a resistamctery, they investigated
the spread of the electrical signal following a local agbsisnulation, initiating
either in the endothelium or the SMC layer. Their resultead®d that mem-
brane potential changes did not spread equivalently toreflinnulated cells but
depended heavily on the orientation and the strength oflcmupMembrane po-
tential responses originating in endothelium conductedenadficiently (i.e. to
farther distances) than the SMC layer initiated signal. Bubsequent study by
Tran and Welsi{2009, using the same multicellular infrastructure modelling a
skeletal muscle feed artery, a dominant mechanism was pedpfor the poor
conduction of membrane potential change initiating in SM@el. The authors
attributed this to the loss of charge due to intercellulaceical coupling between
SMCs for which the local agonist stimulation could not eleciglobal membrane
potential change. Furthermore, the spread of focal phphyilee (a potent vaso-
constrictor) stimulation which resulted in a global vasustoiction, was proposed
to be membrane potential independent. The dominant mesthanithe spread of
this vasoconstrictive response was suggested to be the SRn0Ailization and
the activation of IR receptors on the SR in SMCs.

Similarly, Kapela et al.(2010, coupled very detailed models of ECs and
SMCs to construct a multicellular unit of rat mesentericrdote coupled by non-
selective gap junctional transfer. The study was aimedettnducted vasore-
activity and the role of myoendothelial junctions. Withpest to the membrane
potential dependence of the spread of the signal, theiftsesere in agreement
with Diep et al.(20095 and endothelium dependent spread was more efficient in
the case when myoendothelial coupling was strong. In the cheseak myoen-
dothelial coupling, the SMCs showed poor conductivity betdhstimulated cells
became sensitive to any further extracellular currenty®tgo suggested that the
conduction amongst ECs was favoured by Bdupling rather than the intercellu-
lar C&* diffusion between ECs.

Coupled EC/SMC models have also been useddmnigsberger et a(2009
to study the role of endothelium in arterial vasomotion. gBnECs and SMCs
modelled by ODEs were used to construct multicellular maxfehn arteriole
coupled via heterocellular and homocellular coupling. SEhenodels are further
elaborated in Chapte8 and5 where the computational infrastructure has been
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——_ Smooth Muscle

Smooth Muscle Endothelial
A Cell Cell

.~ Endothelium

Figure 2.23: (A) the virtual artery was 2.2 mm long and comprised of onetay
of endothelium (red) and one layer of smooth muscle (blaBlgch arterial seg-
ment (n = 44) consisted of 48 endothelial cells and 30 smoatécia cells. Cells
were treated as discrete elementswith defined physicaldiilmes, gap junctional
coupling and ionic conductance. Neighbouring smooth neusells were elec-
trically coupled to one another as were neighbouring erediatihcells. Every
smooth muscle cell was randomly coupled to two endothe&#t ¢red dot de-
notes myoendothelial contact site). (B) equivalent circeiresentation of the
virtual artery. Each cell was modelled as a capacitor calpieparallel with a
non-linear resistor representing ionic conductance optaema membrane; gap
junctions were represent by ohmic resistoi3ief et al, 2005
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discussed.Koenigsberger et a(2009 found that the presence of endothelium
modulated the oscillatory behaviour of underlying SMCs. &fiects of endothe-
lium derived factors were tested and the endothelial hygarzation was found
to be a significant factor in this modulatory effect of enddilhm on the SMC
layer and abolished vasomotion.

In a subsequent studifoenigsberger et al200§ used the same computa-
tional infrastructure (coupled circumferentially to forantube, as shown in the
Figure2.24) to test the role of pressure in modulating the vasomotiarterioles.
In this study the SMC single cell model was extended to hadiisaas a variable.
This was done by couplinglai and Murphy(1988 myosin light chain kinase
(MLCK) to the C&" dynamics of a SMC. This addition implemented to make a
compliant arterial model. The results of study showed tih@sgure increased cy-
tosolic C&* concentration in the SMCs. This increase was capable of inguc
vasomotion in an artery with steady state radius or it cadistbwasomotion in
the case where arterial radius oscillated.

All the models of coupled vascular cells discussed above,adiners not in-
cluded in this review, address the scale 8fdrder arteriole or small arteries, in
the case oKoenigsberger et ak200§. The present study is intended to em-
ploy the mathematical model coupled cells to investigataulege dynamics in
atherosclerosis. Atherosclerosis is prevalent in museutaries and the diameter
of muscular arteries is in the order of millimetres compéarethe diameter of an
arteriole which is of the order of few hundrean. Amongst other objective, this
project aims at providing a computational framework whistcapable of simu-
lating physiologically relevant scale in the case of atkelerosis. The chapters
following this literature review is an effort to achieve thien in a scalable manner.
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Homocellular
communication
Heterocellular

communication

Figure 2.24: A cylindrical grid of SMCs (outer layer) superposed on a aytioal
grid of ECs (inner layer) simulates an arterial section. E@saaranged parallel
and SMCs perpendicular to the vessel axis. Cell geometry ioappated by a
rectangle. The width of an EC is taken as twice that of an SM@ tla@ length of
an EC 1.3 times that of an SMG#&ndow and Hill2000. With a size of a single
SMC of 5 mm and a mean vessel diameter in the order of 150 mm 3MCs are
necessary to surround the arterial lumen. Each cell is atedevith its nearest
neighbours on the same layer (homocellular connection)aiicthe cells on the
other layer directly superposed on it (heterocellular emtion) oenigsberger
et al, 2006.
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Chapter 3

Computational Method:
Single Cell Models

To simulate a physiologically valid arterial segment, appiate mathematical
models of contributing entities are required. These modedghen put together
in a computational layout representing the desired gegnaetd are solved us-
ing a robust numerical solver and integrated over a givegea an independent
variable(s). This chapter presents the mathematical nod@T and SMC used to
study the coupled vascular cell populations, the numenthod and numerical
solver of choice and lays out the programming infrastrietuhich is used to lay-
out appropriate geometric aspects in order to simulateagybtrarterial segment.

3.1 Background

In a cell, the transport of charged speciess, through the plasma membrane are
often at the very core of the complex cellular processes. pl&dgma membrane,
a phospholipid bilayer, is an interface for the cell with #dracellular space.
Chemical species, e.g. molecules and ions, charged or heutvge into and
out of the cell through the plasma membrane, though gatésdediannels Nu-
merous groups of these channels have been characterizegowand many are
to be investigated. One thing is clear is that the propedid¢sese channels vary,
thus their function significance and their roles in intr&dal and intercellular pro-
cesses also vary according to the properties they exhibésd properties include

51
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conductance, permselectivity, facilitation of active aspive transport, size exclu-
sion to allow selective molecules, voltage gating and rexrepediated gating, etc.
Despite such complex nature of its existence, the celldredatbehaviour can be
modelled, in its simplified form, asRC circuit, as shown in Figur8.1 This can
help investigate the conductance of the plasma membrarsitng ionic charges
with time and hence look at their current voltage relatignsh

\ .
out
app
membrane membrane
leak
_______ Na™* kKt A
capacitance -------
V. i
in app

Figure 3.1: The equivalent electrical circuit for an electrically aetimembrane.
The capacitance is due to the phospholipid bilayer separtie ions on the inside
and the outside of the cell. The three ionic currents, oneNf@r, one for K,
and one for a nonspecifc leak, are indicated by resistanths. conductances
of the Na& and K' currents are voltage dependent, as indicated by the variabl
resistances. The driving force for the ions is indicated iy $ymbol for the
electromotive force, which is given in the model by the ddéigce between the
membrane potentidl = Vi, — Vot and the reversal potentiardll et al, 2002.
lapp is a current that can be experimentally applied using patmE technique

to study the current/voltage characteristics of an ion nkan

The model utilizes the cell phospholipid bilayer asagpacitanceaccumulat-
ing ionic chargejonic permeabilitiesare modelled as variable resistors and the
electrochemical driving forcesnodelled as batteries. Often we are interested in
the dynamics of how the concentrations of ions, moving in aatof the cell,
reach their steady states. This information gives insidlie interaction of the
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membrane boungbn channelkhrough which it is transported and the transported
species. For instance, for'Kthe current flow through a single*Kon can be
written, using Ohm’s law, as

Ik = —0k(V —Vk) (3.1)

where g is the conductance of Kchannel and Y is what is called theever-
sal potentialor Nernst potentiabf K*. In the real world, there are more than one
ions passing through an ion channel, with varying condwaanThus total ionic
current through an ion channel can be approximated as a sathtbe currents
or ionic fluxes through the channel, such that,

lion = Z_gi(V—Vi) (3.2)

Employing Kirchoff’s law, equatior8.2 can be translated into asrdinary dif-
ferential equatioror ODE. Since the membrane is modelled as a capacitor, the
capacitative current through it can be given by

dv
lcap=C——
cap dt

But Kirchoff's current law states that sum of all the curreimtshe circuit be
Zero, so

(3.3)

|cap: Iion‘Happ (3-4)

where hpp is a current that can be experimentally applied using patne
technique to study the current/voltage characteristiesiabn channel. Therefore,

Ol = 3 GV V) +lapy 35)
In order to solve the equatiad®h5, which is an ODE in time, the dependence of
g onV must be known, formally callesloltage dependent gatingroperty of
an ion channel. To model the activation and inactivationrofan channel (i.e.
whether if it is in conductance or non-conductance modé)ydesuppose that an

ion channel can assume either of the two staipsen(denoted byO or activation
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) or close(denoted byC or inactivation ). The transition between these two states
is reversible hence,

k+
C=0 (3.6)

K
wherek™ andk~ are the reaction rates or the rate of transition from closed
state to open state and vice versa. Let the rate of tran€tienC be given by

4 =k*[C]

, where|C] denotes concentration of channel molecules in closed Satelarly,
the transitiorC — O can be given by

i =k [0]

, Where the rates of transitiok, have units o6~*. Let [O] = fo and[C] = fc be
the fractions of channels open or closed respectively, thetf, + fo = 1, then
j— andj., the fluxes of transition between states, can be written as

- =k fo (3.7)

=k (1-fo) (3.8)

In terms of these fluxes, the rate of chang®pén channle fractioor fo can be
written as,

dfo . .
W—H—J— (3.9)
= —k fo+k"(1—fo)
o k*
=—(k”+k )(fo—m)

Let ﬁ =T1andf, = % then equatiord.9becomes,

dt T

(3.10)
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lon channels composed of proteins with charged amino adiéschains re-
side on both the intracellular and the extracellular sideb@® plasma membrane.
The potential difference across the membrane potentiataethby the charge dif-
ferent of the side chains, can influence the rates of opemgciosing of the
ion channels. Arrhenius expression for the rate constasst theat the membrane
potentialV contributes to the energy barrier for the transitiofsl(et al, 2002):

—AVT

kt Oexp =T ) (3.11)
kK O exr(_é\_l/_) (3.12)

For the expression in equati@m, the rate constants will have the form,

kT =kiexp—aV) (3.13)
k™ =k, exp—BV) (3.14)

where constanit] andk; do not depend oN. Substituting these new forms of
k™ andk™ in equation3.9, after rearraging, gives,

1
> =17 (ko /K ext(a— BV)) (549
and
. 1 1 (3.16)
kiexp—aV) 1+ (ko /k3exp(a—pB)V) '
Let
_ 1 3.17)
S= B_a 3.
e In(is /K

then, by substituting these definitions in equati8riband 3.16 we get,

1
T Itrexg—(V—Vo)/S)

(3.19)

0
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and
- expaV) 1

ki 1+exp—(V—Vo)/S)
At membrane potentidl, f. is the fraction of channels open at the equilibrium.
T is the characteristic time (isr 1) that fo takes to reach this equilibrium.

(3.20)

Depending on the sign &,, the ion channel opens or closes upon depolariza-
tion of membrane potential. “+” sign & implies the activation of the channel
on depolarization where as ‘S characterizes inactivation of the channel on de-
polarizing membrane potential. FiguBe2a show examples of the open channel
fraction at equilibrium of an activation and inactivatioatimg with depolarizing
membrane potential. FiguB2b shows how the dependence of characteristic time
constantt on membrane potenti&. The peak off is determined by the value of
Vo Where as the spread of the curve is determined by the valGg oh the case

12

1.00

inactivation

075 |
¢ o050 |

025 | activation

0.00

.75 -50 25 0 25 -80 -60 -40 -20 0 20
V(mv) v (mV)
(a) (b)

Figure 3.2: (a) Equilibrium open fractionsff) for an inactivation gate\, =
—50mV) and & = —2mV) and activation gate/y = —50mV) and & = 5mV)
as a function of voltage. (b) The characteristic relaxatimest for the activation
and inactivation gates in (a) as a function of voltage, wiaiehpeaked around the
values ofV, and have a width determined By (Fall et al, 2002.

wherea = —f3,

- Q
t= cosh((V —V,)/2%) (321)

where
1

-~
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The expressions fof, andt can be written in terms of hyperbolic expressions,

V-V
2>

: ) (3.22)

and
expV (%5E))

T =
2\/ko kg cosH((V — Vo) /2%)
The above expressions model the dynamics of voltage deperate chan-

nels. In the mathematical models discussed in the followegtion, the voltage
dependent ion channels are modelled by equaio?2®and3.23

(3.23)

3.2 Mathematical model

(Koenigsberger et al2005 published a mathematical model for coupled ECs and
SMCs as a system of first order nonlinear differential equati®DES). This is

a sufficiently detailed model covering all essentials setio&ection2.6. Essen-
tially for a mesenteric artery EC and SMC, it efficiently acotsufor the essential
mechanisms of I induced cytosolic G4 release and the cascade of events fol-
lowing it, in both cell types. The set of ODEs describing SM€ll dynamics in
the Koenigsberger model compare well with the experimemsillts published
by Lamboley et al.(2003, where rat mesentric arteries were stimulated with
phenylephrine (PE), a potent vasoconstrictor. The set cE®Describing the
EC Ca&* dynamics inKoenigsberger et a(2005 model comes frontoldbeter

et al.(1990 & Schuster et a2003 and the cytosolic G4 response upon stim-
ulation by Bradykinin (a vasoconstrictor) fits well to the exipnental results by
Frieden et al(1999.

There are three major component models that work togethierno a func-
tional coupled cell model; a single EC and SMC model, coufeaquations
modelling gap junctional coupling of homocellular and hetellular nature be-
tween the cells. Each component is discussed here separatel
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3.2.1 Single cell SMC model

A single SMC is modelled by a set of 5 ODEs in time. The stateées consid-
ered for a SMC are:

1. Free/unbound cytosolic Eaconcentrationd)

2. SR C&" concentrations)

3. plasma membrane potentis) (

4. open state probability of aactivated potassium channets)(
5. cytosolic IR concentrationl()

All concentrations are in micromoleg 1), membrane voltage in millivolts (mV)
and open channel probability is dimensionless. Values afiditons of the rate
constants are listed in Tabfel.

A linear combination of individual transmembrane ionic #8xand transport-
ing in and out of the SR constitute a time dependent expredsioeach state
variable. At any time t, these a balance of these ionic fluxetaigs the instanta-
neous value of unboundin uM. These ionic currents or fluxes can be grouped
together according to the location of their their respectihannels which they
pass through. I induced C&" release, CICR, SR uptake by SERCA pump and
C&"* leak from SR are associated to SR membrane bound channélsx dr
C&* via VOCCs, C&' activated potassium channels, Na/Ca exchanger and all
other monovalent ionic current mentioned here pass thrabghnels which re-
side in plasma membrane.

IP; induced C& release, denoted bysJ is a function of IR concentration
available in the cytosol as a consequence of its agonistndigpe formation and
degradation/metabolism by JPkinase A. EquatiorB.24 gives the dependence
of the proportion of maximal rate of {Pinduced C&" release from intercellular
stores on the cytosolic §?concentration andirlcan be modelled by Hill equa-

tions as
|2

— 3.24
K2z +12 (3.24)

Jp, =F
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Adequate increase in €an the cytosol following the its release from SR initiates
C&* induced C&' release (CICR), modelled by equati8i25 J:cr is a function

of both the C&" in cytosol and in SR. Because SMC is an excitable cell, the
rate constan€ for this C&* flux is kept substantial as compared to the EC thus
small variations in concentration of either cytosolic or SB* will result in an
amplified response. With high affinity binding capacity of?Can the inside
and low affinity binding on the cytosolic side of the SR mennierat,cr can be
expressed as a product of two Hill equations

& c?

Jeicr = CWW (3.25)

Removal of cytosolic C4 is done by three pathways (EATPase, SERCA pump
and Na/Ca exchanger) and together with the cytosolic otmilla forms the basis
of oscillatory mechanism of cytosolic €aconcentration. sk uptakemodels the
replenishment of SR luminal €aby pumping in the cytosolic Ca back into
SR via SERCA pump. This is a €aATPase that resides in the SR membrane
and equatior8.26models this refill. dr yprakehas been shown to have a sigmoidal
dependence on cytosolic €aoncentration with a Hill coefficient of Zall et al,
2002, thus
C2

Jsruptake™= BW (3.26)
Again, in order to maintain oscillatory behaviour of the SMfig authors have
kept the C&' uptake rate in SR, relatively high than what is set an EC. Thesojt
is never devoid of free Gaand there is a basal concentration that is maintained.
Jeak models C&" leak as a linear function of the SR luminala, as follows

\JLeak — LS (3 . 27)

Here, L is the maximal rate of leak from SR.

Although a number of plasma membrane bound ion channelsioota differ-
ent proportions of extracellular €a into the cytosol, most significant channels
are included in this model. In equati@28 J,occ models the influx of extra-
cellular C&* through voltage gated €achannels and is a function of the SMC
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membrane potential Notice the negative sign in equatiBB5preceding vocc.
Relative to the C&# Nernst potential (¥ ), the more positive or depolarized the
membrane potential, the more the channel allow$ @apass through into the
cytosol from extracellular space. Closure of these chanselsntrolled either by
hyperpolarization induced byd{ channels (described in equatiBr8l) or inacti-
vation of VOCC (when denominator in equati8r28becomes large), thus dimin-
ishing the flux through these channelggck channels can therefore be modelled

by
V—Vcy

1+ e [V-Vea)/Red

Jvocc = Gca (3.28)

In addition to SERCA pump, few plasma membrane channels de@tat in
removal of cytosolic CH. Jaca in equation3.29models the plasma membrane
Na/Ca exchanger. The influx of Naersus the efflux of G4 via this channel is
driven by both the cytosolic Gaconcentration and the plasma membrane poten-
tial. Therefore, at highee, C&* will be pushed out of the cell but at the same
time the rate of this efflux will also be limited by the exterfitdepolarization of
membrane potentialand with more negative increasing the rate of efflux, such
that

C
J =G —(V— 3.29
Na/ca= Gnarca; - CNajCa(V VNa/Ca) (3.29)

Plasma membrane bound{ATPase pushes out the cytosolic?Canidirection-
ally to extracellular space. In equatiBr80the rate of efflux of C# is a function
of v andc. J4 models the C# efflux through Ca-ATPase as

Je = Dc (1+ V_Vd) (3.30)
Ry

Influx of Ca* into the cytosol either from intracellular stores or exaladar
space, depolarizes the membrane potential. Because ofewiy ereated im-
balance of the charges inside the cell relative to the osit$ebir exists a gradient
driven force or potential to neutralize the charge imbadario response, Hons
move out of the Kspecific channels which, upon activation by?Cins, open
and let K'pass through to extracellular space. This repolarizes #malmane po-
tential close to its resting state to regain electrostatiéldrium. These channels,
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known as C#& activated K channels or I&,, thus rectify the membrane depolar-
ization caused by the asignalling in response to an exogenous stimulus. Since
this compensatory response kicks in with a delay i.e. aftemweytosolic C# has
increased to a certain level, they are also called delay&diees. Equatior8.31
models the efflux of K ions from the k.channels under the membrane poten-
tial gradient where as the activation of open state of theaarmels, ,modelled by

K activation IN €quation3.32 is a function of both the andv, therefore

Jk = GK(J)(V—VK> (331)

and
(c+cy)?

(C+ Cw)z + Be*[(V*VCas)/RK]

Other ionic currents include trafficking of monovalent isugh as K, Na“ and
Cl'. Membrane bound Na/K pump pushes odKd brings in Nafrom extracel-
lular space, where as chloride channels are influencedasyfollows:

Kactivation -

(3.32)

Jor = Gei(V— Vi) (3.33)

and
Inak = Fnak (3.34)

Cytosolic C&* concentration can now be stated as a sum of all the contridputi
ionic currents either adding to or removing the free unboGatt from cytosol.
The ODE forc in time can be written as

dc

at - Jip; — Jsruptaket Jeicr — Jeft + JLeak — Jvocc + Inaca (3.35)

Similarly, with respect to the inside of the SR, dynamics in SR will be a sum
of currents leaving the SR domain and currents refilling ihefefores can be
written as

ds
a = JSRuptake_ Jeicr— JLeak (336)

An ODE for the membrane oscillator of a SMC can also be fortedldrom the
constitutive ionic currents from membrane bound chanedlser entering or leav-
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ing the cell, with intracellular side as reference and thasoeed side being extra-
cellular, time dependentcan be written as

dv
i Y (—Inark — Jei — 2dvoce — Inarca— Jk) (3.37)
The open channel probability ofd&channels, the main indigenous source of hy-
perpolarization in a SMC, with respect to time can be writtethie form of an

ODE as
dw

dt
And finally, cytosolic IR concentration, not bound to receptors on SR, can be ex-

/\ (Kactivation_ w) (3-38)

pressed as a balance of its agonist dependent formatiorParidriase dependent
metabolism or degradation. The dependence of formatioB;0bh the activation

of membrane bound PLC by agonist is considered as a paradp@@%omsf where
rate of the dynamics of the conversion from agonist stinnutatio formation are
deemed much faster than the time scale at which agonist stvatien changes
on the extracellular side. Also, the degradation @f Has also been modelled as a
linear function of instantaneousjRconcentration. Together, these two can form
the intracellular IR dynamics as

di
a - JP'—Cagonist_ Jdegrad (339)

where Jegrader€lated to the cytosolic FPconcentration as
\Jdegrad: kl (3.40)

where K is the rate constant forslPhetabolism. Later we eliminate thﬁ_a,agomstterm
from equation3.39 when simulating the effects of spatial variation on coupled
cells. Koenigsberger et gl2005 used this term to simulate the sympathetic ner-
vous stimulation applied to the SMC layer in the coupledsceise to account
for the action of agonists such as acetylcholine. Followtng stimulation, the
authors demonstrated the effects of endothelial derivegxktpolarization factor
(EDHF) on the C# oscillation in SMCs. Here, since the effects of blood borne
vasoconstrictor, ATP, is examined, its more logical to eilate the parameter that
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can locally stimulate a SMC.

3.2.2 Single cell EC model

Principally, an EC model will have the a similar constitugas a SMC model but
with a few differences to make it a relatively non-excitabédl, as it physiologi-
cally is. C&* and membrane potential dynamics can not sustain oscilatot
do show transient behavioukoenigsberger et a(2005 also included a moder-
ately comprehensive model for a single EC. K i@hd SR dynamics resemble that
of the SMC model described above. ZCdynamics, with a few inclusions such
as, C&" influx through nonselective ion channels and a constafit i@fux from
channels which contribute a very small proportion of Czompared to the other
ions passing through them, and exclusions such as elimmafiVOCCs, differs
from the SMC model. The authors have employed the membraeais model
published bySchuster et a[2003 which was used to examine electrophysiology
of an porcine coronary EC upon stimulation of a potent vdatal, Bradykinin.
An important feature contributed by the membrane potemtiadlel of Schuster
et al. (2003 is the hyperpolarization of membrane potential which playvital
role in endothelial dependent relaxation, as an alteraath\NO pathway. Param-
eters or rate constant, defined in TaBl, are set so that the EC cannot sustain
oscillation.

A single EC is modelled by a set of 4 ODEs in time. The stateatdes
considered for an EC are:

1. Free/unbound cytosolic €aconcentrationd)
2. SR C&" concentrations)

3. plasma membrane potentig) (

4. cytosolic IR concentrationl()

The C&" dynamics of an EC, similar to that of a SMC, can be defined as a §um o
constitutive ionic currents evaluated instantaneousighghat:
dc -

at Jipy — jIVERuptake"‘ Joicr — Jert + J~Leak+ jcv:ation+ i) (3.41)
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where, similar to the SMC modele, is modelled as Hill equation ihin equa-
tion 3.42 Joicr is modelled as a product of two Hill equationsS@andc respec-
tively in equation3.43, with different cooperativities or Hill's coefficients, dn
Jer and J ea are modelled as linear functions ofand s respectively in equa-

tions3.44and 3.45 .
I

Jpy =F RNY (3.42)
- ~ ¥ &
=Cos o= A4
Jeicr C§,2+§25§+54 (3.43)
Jer = DE (3.44)
ieak: Eg (3-45)

Refilling of cytosolic C&" in ER by SERCA pump is defined in as function of
¢ with a Hill's coefficient of 2 (because it has two €ainding sites at the cy-
toplasmic face), as in SMC model, but the teBris set so as to suppress any
oscillatory response, and can be written as

~ ~
JERuptake: B—Ezb—f—é? (3.46)

Jeation IS the C&* influx from nonselective cation channels. With the relative
permeability Ra:Px:Pca (1:1:0.7) the C& influx through these channels is con-
stituted by extracellular C&and is essentially sensitive to @} as modelled
by equation3.47. Originally modelled by $chuster et al2003 and adapted by
(Koenigsberger et gl2005, the hyperbolic tangent was used to fit the data for
the porcine coronary EC, whose open channel probabilityvidla sigmoidal
curve. The opening of the channel is highly sensitive tcaicetlular C&" and is
relatively independent of the membrane potential excepthi® influence caused
by the electrostatic gradient on hyperpolarization. Thpengolarization of the
membrane potential encourages the opening of the chandehanC&* influx
through these nonselective ion channels. Other than tlestethe membrane po-
tential and C#& influx through these channels is uncouplégl,ﬁc,n therefore can
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be modelled as

Jeation = Geat(Eca— V) % (1+ tanh(w)) (3.47)
cal

Intracellular C&" dynamics in this EC model is a balance of three major ionie cur
rents, Jer uptake Jeation @NdJes. The influence of extracellular €aon the cytosolic
Ca* concentratiort is largely depicted by the availability Sfarion as this is the
only source of influx of extracellular acontribution in this model. Keeping this
in view, theJey must be greater than bodlg yprakeaNdJaiorcOmbined at all imes
to ensure that G4 entering the cell from outside, under any stimulus, dose not
retain intracellularly. Thus could reach a peak value as a transient increase when
stimulated, which then decreases to a basal level afteetheval of the stimulus.

With respect to the interior of the ER, €alynamics consist of a summation
of CICR and a constant Ealeak currents leaving the ER domain whereas refilling
by SERCA pump is the only means to restore luminal*dead inside ER. Thus
ER C&* dynamics represented [§ican be written as

s =~ ~ ~

ai Jeruptake— Jeicr — JLeak (3.48)

Membrane potential dynamics in this model come fr@ul{uster et al2003.
In their study on porcine coronary EC, they found that the amég stimulation,
the reversal/Nernst potential (the equilibrium potentvlilere net current across
the membrane becomes zero) was very close to that ahid was predominantly
contributed by K transmembrane flux, other ionic species contributing aigieg!
ble share to it which they callagsidualcurrent. This residual current comprised
of an inward N& orK* current and an outward Gturrent and is modelled by

INResiduaI: éR (V— vrest) (3-49)

Upon agonist stimulation, the outward hyperpolarizing ¢trrent was con-
tributed by two distinct C& activated K channels (k,),a large conductance
BKca channel, activated by cytosolic £a and membrane potential, modelled
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by

IBKCa:O;‘l<1+tanh(~ N(Iogloc—ZZ(v—y)—zx ~ ))
2 Mgy (V+ X (10g10€ — 2) — y)“ + Myp,

and a small conductance gkchannel which was sensitive to intracellularCanly,
and modelled by

(3.50)

Iske, = 076 (1+tanh<(|ogm§—_m3s))) (3.51)

S

Thus the total current outward*Kcurrent through K, channels is a sum of the
currents from these two & channels is different conductances and therefore can
be written, along with a membrane potential activation fiom; as

Tk = Giot (V= Vi) (Tacy + sy (3.52)

Since voltage across the plasma membrane, which acts liapeaitor, is

dav ¢
dt C
therefore by summing all the transmembrane fluxes the meralpatential dy-
namics can be written as
dv 1/~ =
a - _C_m <|K + IResiduaD (353)
The intracellular IR dynamics are similar to that modelled for a single SMC
in section3.2.1 Agonist induced IR formation is modelled by a free parameter
ijCagoniSyvhereas intracellular B degradation is modelled biegaq andl there-
fore can be written as _
d =~ ~
a = ‘JPLCagonist_ \]degrad (3-54)

In the case of an EC, the teﬁn%gonistis retained and is varied spatially in the
later chapters to simulate the variation of agonist coma#ioth and the consequent
PLC induced intracellular §? generation.
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3.3 Numerical method

In several cases, analytical solution to a set of ordindfgrdintial equations dose
not exist. For these cases, numerical approximations t@xthet solutions are
used. Each ODE of the the two sets representing a SMC and ardpEatively,
is of the form,

y =f(t,yt)),  ylto)=Yo (3.55)

where t is time betweea <t < b and rate of change ofis not only dependent
on time but also on itself. FronKpenigsberger et gl2009 it is known that the
cell models have oscillatory response to a particular rarighe stimulus or in-
put parameter. This is a result of some constituent fast bovd grocesses and
the time varying dominance of a slow or fast process at diffetimes, making
the set of ODEs stiff in nature. Thus in an oscillatory st#tés expected that
the rise time will be contributed by certain very fast prae=ssfollowed by their
saturation, and consequent dominance of fast and then stme$ses accounting
for the refractory period before the next oscillation aggvIn addition to that, the
dependence of each variable on other state variables Jisk&bby the negative
or positive feedback mechanisms obtained from underlyimgiplogy, also make
the ODEs nonlinear due to difference in time scales. Exasnplét can be the
interaction of SR C& with intracellular C&', intracellular C&" with the mem-
brane potential and the delayed rectification by, i response to depolarized
membrane potential. Together these equations present putationally expen-
sive problem because of variable cost of computation wighirme interval and
the computation expense dictated by the speed of the dohpnacesses.

In practice, higher order Runge Kutta (RK) methods are usedlte such
problems because of their superior convergence and $yaleititures. %' order
explicit RK method is a common choice. Other higher orderiekphethods can
also be used and some implicit methods will also producelteesiith stability
and accuracy. Using other methods adds to the computatiosal To solve an
ODE such as equatidh55 an explicitp!" order RK uses the present value of the
y at time step to approximatey(t + At) at the next time steft + At), At being a
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small increment in time such that

S
Yin+1) =Y + Zl biki (3.56)
1=

where
ky = h f(tn, yn)
ko = hx f(th + Coh, yn + az1ka)

ks = hx f(tn +Csh,yn+a51k1+ ...... +a57s_1ks_1)

Herenis thent" iteration,h is a constant time step sizeis the number of stages,
a,bé& c are the coefficient corresponding as given in the Butcheegabla method
for writing the coefficients for a given method) of the methmeing used. An
implicit method uses the value gfboth at the present time sté@nd the next
time step(t + At) to approximatey(t + At), such that the following equation is
satisfied

G- (Y +Yn+1) =0 (3.57)

From the above condition it is noticeable that there is araestep involved in ap-
proximating the solutioy(t + At). This extra step ensures stability while dealing
with stiff ODEs of the sort

y = [lly+ f(t) (3.58)

wherel is large, therefore the derivative is heavily dependeny.obhus implicit
methods do ensure solution of such an equation in propasedriterval but at the
expense of additional computational cost of an added stégn, Ahese methods
are algorithmically complex to write as computer progra@s the other hand,
when dealing with equations liK&58 an explicit method takes small time steps
to ensure a stable solution which is well within the definedrebounds. These
methods however are relatively easier to code.
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Explicit methods can be made faster by use of extra stageke mhintaining
the order of the method, i.e. its characteristic accuragyréaluce a reliable ap-
proximation in comparison to its exact solution (if it eslstEmbedded methods
are constructed to estimate the local truncation error ofi &K step taken. The
local truncation error is the error caused by one iteratibiiexcomputing an ap-
proximation to the exact solution gft). To achieve this estimate in an embedded
method, an extended Butcher tableau is constructed by lgabfitwo methods
one with orderp and another with ordgn— 1. The(p— 1) order step is given by

S
Yinr1) =Ym + 'Zlbi* i (3.59)
i=

and k is identical for both the!" and (p — 1)!" order methods (* relates to the
lower order method). The local truncation error for suchteesee is the difference
of the approximations from both the methods

Eni1=Ynil1—Yni1 = h_zl(bi —bi)ki (3.60)

which isO(hP) (i.e. € scales agP). Given the error tolerance, a new step $izgy
can be calculated using the estimaggd;. This makes the step size calculation
adaptive to the complexity of the latest approximation tkn®swvn as adaptive step
size control. The idea is that the solver should carefullgctenany small steps
where solution exhibits stiffness, as we go forward in tired may take large
steps when the solution behaves relatively smooth. Baseleoperformance of
the solver and the nature of the problem, the improvementfficiency can be
tens to hundred fold$fess et a].1992. Given the information o® the attempt
would be to keep it in desired bound for accuracy of the smtutFor an embedded
RK5(4), if hy is the step taken by the solver to produce an eegrthen the step
sizehg that would have produced an ermrcan be calculated by

£ 1/p

ho=nh
0=" ¢

(3.61)

Here & represents desired accuracy, also termedbksanceor tol. Thus if
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€1 > &, the equation tells how much to decredmeand if &1 < &, it tells how
much can the next step be safely increased. Generally, @saasere embedded
methods are solvers of choice, the solutygt) is a vector representing the vari-
ables in a system of ODEs, as in our case. The magnitudessa thpresentative
members of this vector may be several orders different framanother. In this
case, desired accuragy, may differ. To include this feature of defining accuracy
control of individual elements of the solution vectabsolute tolerances defined.

C implementation of % order Runge Kutta (RK4) was tested on single cell
models for an EC and SMC respectively. The algorithm was abkolve the
systems of ODEs with a fixed step size af #. For the coupled systems of
ODEs, a the maximum step size @t was required and this was irrespective of
the simulated number of cells.

To solve the coupled system of ODEs, a embedded RK pair BS@e&yed
by Bogacki and Shampin@ 996, was also tested. RKSUITE, described in detail
in Section3.4is a software written in C++ that implements BS(4,5). Thisisa 7
stage method with an accuracy of fifth order and is acclairndxtmore efficient
than the popular Erwin Fehlberg 's (RKF(4,5)) and J R DormardiRJ Prince’s
(DP5(4)) pairs. Generally, when a RK code is implementeduses defined in-
stances of independent variable (time in our case) may raatiye met because
of the adaptive step size selection which estimates neptsste dictated by the
local truncation error of the last successful step. In otdeget the solution at
user specified points, interpolation is usually used, trst 0bis problem depen-
dent. An interesting feature of BS(4,5) is the lack of dependeof local error
of the interpolant on the problem. The local truncation eafathe interpolant is
a function of local error of the last step (or end of the stéathematical intri-
cacies proving the superiority of this method over RKF(4/4) ®P5(4) can be
reviewed in Bogacki and Shamping.996. RKSUITE, in addition to BS(4,5)
pair also implements BS(2,3) and BS(7,8). BS(2,3), also impleed ade23
in MATLAB, is popular for computation of mildly stiff probleshn BS(7,8) is an
efficient higher order method which is used when high acqumeequired of
BS(4,5), thus making it a computationally expensive choR®(7,8) in that case
is more efficient.
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3.4 Numerical Algorithm: RKSUITE

RKSUITE is a robust numerical solver written bgrankin et al, 1997) to solve
initial value problems for a first order system of ODEs of thenf 3.55 Both
Fortran and C++ versions are available and the later is usddsrstudy.y is a
vector ofN solution components for a system of ODEs ansl the independent
variable, time in the present case, for which interval isr ukdined. RKSUITE
has two integration codes to choose from UT and CT. Dependirigenature of
the problem and/or algorithmic approach to solve it, oneheftivo options can
be used. UT stands for ‘Usual task’ and is employed when isol@t sequence
of specific points is required, whereas CT, acronym for ‘Coogtéd task’, is for
integrating for a solution betwedga;t andteng. Another way of using CT is to
reset thdenq repeatedly to obtain relatively short time intervals towgessolution
of mildly stiff problems.

RKSUITE implements 3 RK methods, namely BS(2,3), BS(4,5) and B%(7
Depending on how tight the global error tolerance is regljicme method is su-
perior than the other in terms of its efficiency. In the caseal¥ing the ODEs
presented in sectio.2, the BS(4,5) was found most efficient. It was able to
solve the coupled systems of ODEs 10 times faster than gpthie same set of
equations with & order Runge Kutta (RK4)RKSUITE is an object oriented
algorithm where an instance of class RKSUITE must first bekado Call to
founding function, namelgetup is mandatory before any other function is called.
Some compulsory initialization parameterssetupinclude:

e neq: Integer number of equations or state variables

e tstart: lower bound of time interval (double precision)

e ystart: an array of initial values of each state variableufde precision)
e tend: lower bound of time interval (double precision)

e tol: relative error tolerance (double precision)

e thres: an array of threshold applied on the valug(af) whereL = 1...neq
at every time step, below whighL) is insignificant (double precision).
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e method: An integer number representing the RK pair to be useidtegra-
tion. 1 for BS(2,3) pair, 2 for BS(4,5) pair and 3 for BS(7,8).

e task: selection for executing either using UT or CT code

e errass: a parameter of type boolean, which itaet will enable estimation
of global error for each solution componatit) whereL = 1...neq

e hstart: initial step size to be taken (double precisionelfto 0.0, the code
will automatically select an appropriate first step sizeakihis the choice
in the present study case when using using CT. While using Uaiallel
code where equal step size is taken at each iteration, thestis size is
nonzero.

e message: a parameter of type boolean, which ifrsetwill enable printing
the error message on stdout.

tol is the desired relative accuracy in the solution and mustebe-8.01. The
smallertol is, the more correct significant figures we get, thus more caation
is usually required. Error tolerance is applied on the smtuvalue by test the
conditiontol x maxsiz€L),threqL)), wheresiz€L) is the average magnitude of
y(L) over one time step. thregL) is smaller than the present valuesif€L ), the
value oftol is considered so that the solution is correct to those maynifszant
figures (e.g. iftol = 1074, then the code will make the effect to minimize the
error to 4" significant figure). In the case whaizgL) is smaller tharthregL),
than the tolerance will be matchedtt «threqL). This is very helpful when the
solution components are varying at different orders of ntages. In the present
study,tol = 10~* to 10-® should be sufficient to include any significant change of
magnitude in any state variabkiiregL) has also been set to 1 which helps retain
a uniform criteria of tolerance as the fluctuation in the ealin all the solution
components is relatively of the same order of magnitude.edeer, as nominated
in the RKSUITE manualBrankin et al, 1991 as relative tolerance test, this is a
recommended criteria that should be implemented.

The accuracy criteria discussed in the above paragrapHesnsdlection of
appropriate step size as the solution proceeds in time. &<thtask is opted
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to solve the system of ODEs under consideration, this acptep size selection
helps proceed in the solution in time, swiftly. In the latecson where we discuss
the parallelization of the code, UT is the task of choice heeaof its suitability
on the parallel platform and will be discussed thegistart is a double precision
array of the same size gsolding the initial values for each solution component
in y. Initial values of each state variable greatly influencettimee evolution of
the solution towards its steady state or bistable/oscijatesponse. The steady
state or oscillatory behaviour remains unaffected by chmnthe initial values.
Since the steady state or oscillatory behaviour is the niajars of the study, we
assume solution components have initial values as if theg @wephysiological
equilibrium. We present the effect of initial values on tlwdusion in each cell
both in single cell models and in coupled cells later in Chagpdeand 5.

Once thesetuphas been called and parameters are set, the solver candx call
recursively. In the serial algorithm programming our syst#f ODEs CT is used
to integrate. The function CT has following mandatory argotse

e ComputeDerivatives(t,y,dxdt): This is a function to evaguall the deriva-
tives. In our case, call to this function by CT will invoke ewation of the
right hand side of equations like350r 3.41etc.t is the current time after
taking the step. Depending on the accuracy set irsétep the expense of
computation is judged by the calls made by CT to this functioside the
body of the function ComputeDerivatives, call to anotherction, namely
fluxes, is made which holds expressions for all the individuarents men-
tioned in the single SMC or EC modelupdated at previous step is passed
as argument to this function which then evaluates all theeots and re-
turns their updated values to ComputeDerivatives. Thesatapgdcurrents
are then used to update a derivative vedixdt (where the size of this array
is same ay) and returned back to CT.

e tnow: Current time (double precision)

e Vy: Solution vector where the updated values of the solut@mnmonents are
returned .

e yp: A vector to hold the solution vectgrfrom previous time step (double
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precision array).

e cflag: This is an integer in which error (from 1 to 6) is retwtné& his can
be monitored and decisions can be made according to theimgarror.

To ensure stable and accurate solution CT is called repeatsdaoshort time
interval. The span of this interval is betwegmowandtend At the completion of
first iterationtend which was set irsetup is incremented and CT is called again
betweertnowandtend until tsjng IS reached. After completion of each iteration,
the updated can be written in files to record the results. Within the timeeival
defined by the user, CT may take humerous small steps accdalihg stiffness
of the problem. If the solution is consistently smooth ovestfiew small step, CT
inherently calls UT to do the integration over a large timepstThis mixing of CT
and UT increases efficiency in compute time when dealing stithproblems.
Importantly, fluxes(A,y)s a function called byComputeDerivatives(t,y,dxdt)
to evaluated individual ionic currents, as stated in sest2.1& 3.2.2 each
time ComputeDerivatives is called by CT. Results of these ewalns are stored
in a double precision arrak of length equal to the total number equations ex-
pressing the ionic currenty.in the input vector to this function, which hold the
values of solution components from latest step. Upon retwuthe calling func-
tion, ComputeDerivatives, the components of the akeagre used to evaluated
the rate of change of each state variable which is a sum oégponding ionic
currents (as given in respective equatiort,gf..). This rate of change at tintas
stored in arraylxdt[], whose length is equal to the number of solution components
or neg Flowchart3.3gives a schematic of the C code implementing RKSUITE to
solve either SMC or EC single cell model mathematically egped in previous
sections.
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Input: t, y[]

ComputeDerivatives(t,y,dxdt) Return: dxdt]

l

These are command
line arguments

Declar A[] to A'is a doule precision
store evaluated | - - - | array of length, number
Declare instance of fluxes/currents of expressions of ionic currents
class RKSUITE

call 'fluxes(A,

~g. number of equations (NEQ),
Initialize parameters of 'setup’ - -{ t_now,t_end, tol,
thres, y_start

evaluate dxdt[]
as linear combination of repective
ionic currents held in A[]

while
t_now< t_final

fluxes(A,y)

call CT for solution between
tnow <=t <=t_end

resides in
rksuite.h

Declare and define constant
double precision representing

call ComputeDerivatives
recurssively until the
step size is successful

!

check 'message’ returned
from CT

=

write array 'y’ into
output files

v

increase t_end
some predefined interval

close all I/O files

print to stdout
"RKSUITE failure"

call reset’ ) )
to tell the code about resld.es n
new t_end rksuite.h

rate, dissociation constants
and half maximal values
(listed in Table 1&2)

¥

Evaluate expression of
indvidual currents and store in A[J

End of program

Figure 3.3: Execution of C code for solving system of ODEs with RKSUITE for
either a single SMC or EC.
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Chapter 4

Cellular Dynamics of Single Cell
Models

In previous chapters the physiological processes and thieemmatical model ex-
pressing the G4 dynamics of a single vascular SMC and EC were discussed.
These physiological processes are interconnected throegative and positive
feedback mechanisms and give rise to complex, agonist otnatien dependent
responses. The time evolution of cytosolic’Caoncentration becomes signifi-
cant when considered to have a direct influence on downstpeacesses where
cytosolic C&* concentration regulated cell processes, e.g. cytoskebsigen-
tation, growth, apoptosis and development. The presentsfonc andc in a
single vascular SMC and EC is to elaborate the cellular dycsof an uncoupled
cell under agonist stimulation. Single cell dynamics argigpalarly responsible
for morphological reorientation of an EC and regulation oficactiliity of SMC
which signifies the importance of understanding thé& @gnamics in the two cell
types in uncoupled environment. This chapter, thereferetended to translate
the cellular dynamics approximated by the models to theoresiple physiologi-
cally cellular processes in each cell type.

77
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4.1 The Basis of C& Oscillations in an Uncoupled
Vascular SMC

Vasoactive substances such as blood borne species, @&asmitters and biome-
chanical stimuli such as fluid shear stress and circumfialesttetch, can induce
C&* transients in cytosol of vascular cells, both ECs and SMCss @ytiosolic
C&* increase, especially in response to vasoacticve agonisitsas acetylcholine
and ATP etc.., is via IP dependent pathway in both types of cells. Purinorecep-
tors (RY) on SMC cell membrane bind to specific agonists on theiraeatular
side which stimulates the G protein complex and consequaivedion of mem-
brane phospholipid PLE The activation of PLG catalyses the hydrolysis of
PIP,, another membrane bond phospholipid Pi&sulting in the formation of 1P

. This is a fast process compared to the time scales over veiicér the down-
stream intracellular processes operadeyer and Stryerl 988 or the transport of
agonist on the extracellular side takes place. It is theeafwodelled as a lumped
parameter which when increases, simulates the increalse agbnist stimulation
on extracellular side and consequen IBroduction on cytosolic side. The in-
creasing intracellular i concentration is regulated by the activity ogIRinase
(IP3K), which phosphrylates it to JRwvhich dose not bind efficiently to YR on
the SR membrane. Figudelis a schematic of the intracellular events following
the new presence of $Pupon agonist stimulation.
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. IP, + depolarization = hyperpolarization
¢ Ca* . K " lon channels

Figure 4.1: Schematic of a single SMC showing cellular dynamical preess
(1)Agonist binds to the purinoreceptors¥ on the SMC cell membrane activat-
ing the G protein complex, which then activates membranatd&thospholipase
C (PLC). PLC activation catalyses the hydrolysis of Pi®form (2) IR that is
then release in the cytosol. This nascent Ifinds to the SR membrane bound
IP; receptor (IRR). (3)IP; bound to IRR enables release of €aions from
the SR into the cytosol. (4) The €arelease from intracellular store sensitizes
the IR further which releases more €aeferred to as CICR, thus making a
Ca* rich domain in the cytosol of the SMC. The excess of intratalCa* de-
polarizes the membrane potential. (5)The IRduced and CICR Cadepolarizes
the membrane potential.(6) SR has low affinityQainding sites on the cytosolic
side of a channel which passively (fuelled by ATP) pump$*®ack inside the
SR, by SERCA. Cytosolic C&dencourages the replenishment of the intracellular
stores via this pathway. (7) €adeaks from SR consistently under concentration
gradient between cytosolic and SR luminafCand keep the Cain equilibrium
during non-stimulated state of the cell. (8)The membrarmeization result
in the influx of C&* from VOCCs which will close upon repolarization in the
following steps. (9) CaATPase pushes out cytosolié*@a extracellular space.
(10)C&", in addition to other pathways, is pushed out into extratallspace via
Na/Ca exchanger. (11) Binding of €dons to K-, opens Bk, channels in SMC
causing K efflux and membrane repolarization. (12) Influx of ©hs add to the
repolarization.
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For investigation of the response of a dynamical systenmesgmted by set of
ODEs, to the change in a parameter value (e,.gbagonistin this case), a bifurcation
diagram is a common representation. The solution may remehn équilibrium
point or fixed pointas the independent variablgnfe in our case) progress, or
it may enter gperiodic orbit (a solution that repeated itself in time). HAopf
bifurcationis said to have occurred when solution of a dynamical systepaids
from an equilibrium solution to a stable periodic orbit, arevversa, with a smooth
variation in the parameter value. Such behaviour is a conpteme while dealing
with nonlinear dynamical system.

Examining the response of the model of SMC with changig,_], ., two
Hopf bifurcations occur. For a change oOGSgJPLCagonistg 0.19 uM/s, the SMC
model is simulated for a time interval of<0t < 1000 seconds. Figud2aplots
the peak maximum and minimum ofbetween time interval € t < 1000 seconds
against d'-cagonist' In Figure4.23 the solution reaches to an equilibrium before the
JpLcagonist IS INCreased to 0.078M/s. Here, the first Hopf bifurcation occurs and
the solution starts to oscillate with respect to time. Thes®llation are sustained,
i.e. they do not dampen as time increase. This oscillatohateur of the cy-
tosolic C&" concentration persists unti,LLQ;agonist:OiGQJM/s, where the second
Hopf bifurcation occurs and the solution changes its respdrom oscillatory to
assuming a steady state equilibrium, with respect to tinieés gives rise to three
domains of the solution, with respect to the paramedgL,, ... In domains 1 and
3 the solution attains equilibria, and the domain 2 is astmly. Time course of
cytosolic C&* concentration is depicted in Figude2bat a &Lcagonistvalue from
each domain.

The three domains occurring in the bifurcation diagram am@marable to
Koenigsberger's model results(see Figureddnigsberger et gl2005) for an
uncoupled SMC. The results of Koenigsberger's model hava takdated with
the experiments conducted lhyamboley et al(2003, where the plot identifies
three distinct domains of responses corresponding to lamgerate and high ago-
nist concentration.

The negative and positive feedback mechanisms workingdivigual pro-
cesses shown in Figurel and the difference in their time scales because of their
differential cooperativities (i.e. the number of ions reqd to be attached to cer-
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(a) Bifurcation diagram showing the response of the solutiosystem of ODE represent an uncoupled SMC. The re-

sponses can be divided into three disticnt domains with ctgpehe parameter value{s,._lcagonist. Two Hopf bifurca-

tions occur at ﬁLCagonist:O.WilM/s and .ﬂ;,_cagonistzo.mqu\/l/s respectively, and is named domain 2 (demarcated

by dashed lines). In domains 1 and 3 (solid lines), the cy‘mﬁt&2+ concentration of a SMC attains an equilibrium with
distinct steady state values.
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(b) Time evolution of cytosolic C&" concentration in a SMC stimulated with (A)0@W/s, (B)0.luM/s and
(C)0.1uM/s, from solution domains 1,2 and 3 respectively.

Figure 4.2: Cytosolic C&* concentration in SMC versussL«},dgOnisr
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tain ion gated channels to increase the open channel piityadives rise to the
three domains witnessed in Figude2a Thus to understand the basis of oscil-
lations, it is important to review how the individual curtemespond to a certain
level of stimulation. Nascent §P, upon binding to the I5R activate the release of
luminal C&" from SR, ¥, The rate of this C#4 release follows the rate at which
cytosolic IR concentration is maintained. CytosolicsIfs regulated by the its
generation and its metabolism by IP3K, as expressed iniequ&aB89 Figure4.3a
shows the proportional increase ip,Jas cytosolic IR increases. The difference
in the slopes of the two curves comes from the fact that aioemtamber of 1B
molecules is required to bind to thesR to activate the channel. This model con-
siders two IR molecules as the requirement for release offGam SR where
as other models{apela et al.2008 Meyer and Stryerl9889 model this current
with three ip molecules. This newly added cytosolicClrther sensitized the
IPsR to cytosolic IR which results in an enhanced release of SR*@anoted
as Zcr in equation3.25 (also shown in Figurd.39, although other models in-
clude C&* dependence to express theRP sensitization via cytosolic Gacon-
centration Kapela et al.20089. Notice that the Jcr increases rapidly soon as
Jp, reaches a steady state value corresponding to the cytdBgliavailability.
After Joicr reaches a peak, the decreasing slope can be attributed rtefithieg

of the intracellular stores via SERCA pump, its rate denotedshYpakein €qua-
tion 3.26 Figure4.3bshows the time evolution ofsd yprakein CONjuNCtion with
the dynamics of the luminal or SR €where loss o8 coincides with the increase
in Joicr. A C&* leak current operates at all times from SR into the cytosdl an
is dependent on cytosolic €aconcentration (also shown in Figudedh). This is
important to maintain the equilibrium &aconcentrations both in the cytosol and
SR in the absence of any extracellular stimulation.

The increase in cytosolic €adepolarizes the membrane potentigl\Which
otherwise was at a resting potential (approximately -40md)erned by an equi-
librium of ionic concentrations inside and outside the.cdlhis depolarization
enables the opening of plasma membrane bound voltage ede@at* chan-
nels (VOCC), denoted bydcc, through which extracellular Gamoves into the
SMC cytosol and further depolarizes the membrane poteriiglire4.3cshows
the time evolution of ybcc andv. Notice that the depolarization in membrane
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potential, i.e extracellular side is more negative thamacllular side, makes
Jocc more negative. Since the termoedc in the ODE for cytosolic C& dy-
namics, equation3.35and3.37, is preceded by a negative sign, this implies that
the more negative the extracellular side relative to thesmniic side, more the
open state probability of VOCCs, therefore higher the influ€afthrough them.
Conversely, the repolarization of membrane potential tdwats resting voltage
reducesvbce. This becomes significant when considering the forced pgiar-
ization (i.e. exacerbated negativity of extracellulare3idf the membrane poten-
tial in the EC-SMC heterocellular electrical coupling sagma

In order to bring the cytosolic Gaconcentration to its basal state,’Cafflux
currents continuously remove €drom cytosol to the extracellular space. Plasma
membrane bound CaATPase, denotedsasagdtively transport Ca from cytosol
to extracellular space where as*INa&*antiporter, denoted asy.ka brings in
two Na' ions and removes three €dons in exchange from cytosol. Both these
currents are shown in Figue3d Equations3.30and3.29 modelling ¢ and
Jvaica@re dependent on bothandyv, therefore the maximum efflux occurs when
cytosolic C&* is maximum and membrane potential is depolarized.

Increased cytosolic Gaconcentration and the membrane depolarization cou-
pled to it has an effect on the cytosolic" Koncentration. Plasma membrane
bound, large conductance €activated K channels (I&,) are responsible for
efflux of K* from cytosol to extracellular space. This efflux of ions with sin-
gle positive charge has a significant effect on the membratenpal. As the
name suggests, two €dons attach to the cytosolic side of this channel and equa-
tion 3.32models the activation of this channel. Figdr8eshows the time course
of the K" current through this channel along with its open state driiba . Ef-
flux of K* ions from this channel tends to repolarize the membranes teedting
potential and in doing so, the &anflux through VOCCs also decrease. Simulta-
neously, C&" efflux through CaATPase also increase and the consequerie is t
decrease in cytosolic €aconcentration, as shown in Figude3f. Correlating
the time courses of the above processes provides a betterstaiding of their
influence on the cytosolic Eaconcentration of the SMC.
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4.2 Agonist Effects On SMC C& Oscillations

The bifurcation diagram in Figuré.2ahighlights the steady state responses as
three domains those are elicited by the different range,s_@E[ggnisr The cytosolic
C&* concentration in domain 2 oscillates upon stimulation Fh&‘aﬂomst between
the range 0.07®M/s, where the first Hopf bifurcation occurs, and 0.u60's,
where the second Hopf bifurcation is seen. For domains 1 arnide3cytosolic
Ca&* concentration attains a steady state equilibrium. Thdlasons produced

in the cytosolic C&" concentration are sustained and do not wane with time. The
frequency and amplitude of the €abscillations seen in domain 2, are inversely
related. The amplitude of the €ascillations, as shown in the Figude2a in-
creases with enhanced sensitivity ﬁ@cggomstbut as the parameter values increase
further, the amplitude decrease. The frequency of th& Gscillations, which is
the inverse of the period of an oscillation, increases vhmincreasingplcﬁgonisf
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as shown in Figurel.4. A depiction of the relationship of amplitude and fre-
guency of the oscillations is presented in Figdté. Upon occurrence of the
first Hopf bifurcation, where domain 2 starts from, the imse in the amplitude
of the oscillations is steep. The frequency decreasesligjtiwith increasing
amplitude, and then increases gradually, urmt%%onistzo.loaiM/s, where the
C&* concentration oscillates with an amplitude of Quk. Progressive increase
in JpLCagomst from that point on results in consistent decrease in ang#itf the
C&* oscillations and an increase in their frequency. A_Tca]gonist=0.16QJM/S
the second Hopf bifurcation occurs and the steady stat@mespof the system
changes from an oscillatory to equilibrium behaviour.
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Figure 4.5: Amplitude and frequency relationship of the sustained’©acilla-
tion (calculated when the system has attained equilibrioh® SMC stimulated
by a range of plcagonisl, (0.075< JpLCagomstg 0.160uM/s). The red markers rep-
resent the start and end of Hopf bifurcation seen in Figu?a The arrowheads
indicate the direction the curve takes with increasi;snga\gjonisr Amplitude first
increase, then decreases, as frequency of oscillatiomeaise with increasing
Jchagomsl, until oscillation ultimately cease. The maximum numberostilla-
tion with largest amplitude is observed at stimulation b%a}gomstzo.105uM /s
(highlighted by blue marker).
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Figure 4.6: Figures (a to d) show the effect of increasing agonist on taeform
of the cytosolic C& oscillations in a SMC. Oscillations in (a to ¢) are sustained
oscillations where as those in (d) damp to a steady state vath time.

A cell is said to beexcitableif an induced membrane depolarization, which
perturbs the plasma membrane from its resting potentisiliit®in generation of
anaction potential The cell tends to regain the resting membrane potential and
in that effort allows passage of ions into or out of the celptdl the polarity of
the cell membrane back to its resting state, a process knewepalarization
there by producingepolarization currentsin the case of the agonist stimulating
a SMC, it perturbs the established equilibrium of the membiaotential by initi-
ating a depolarization phase vialihduced C4' release from intracellular stores
and following downstream cascade. Several cellular pgagslescribed in Fig-
ure4.lat part in this effort. The oscillations in €aconcentration is a result of the
attempt by the system to regain that equilibrium. The ttaorsdf the system from
steady state equilibrium response to an oscillatory domsaine to the difference
in time scales of the fast membrane potential kinetics aadélatively slow ion
channel kinetics. This is responsible for the influx and &ffdi Ca?* into and
from the cytosol. The major contributor to the membrane tezation is the
opening of voltage operated €achannels which exhibit fast kinetics, i.e. they
open and let extracellular €ain the cytosol upon slight depolarization caused
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by IP; induced C&' release from SR. The major participant to the membrane
repolarization, the K, channels, are strongly dependent on cytosolié"Can-
centration, i.e. each B¥ channel requires binding of two €aons to open and
allow K* efflux, thus are known as delayed rectifiers. Th dependen&g pbn
C&"* ions makes the membrane repolarization a slower procespareahto the
membrane depolarization.

Increasing FJLCagonist increases the P induced C&' release from SR, and
also increases the subsequesntrl The elevated availability of Gaions in the
SMC cytosol increases the probability of opening of tkepresented by state
variable w), thus enabling a relatively fast repolarization responk&reasing
Jchagonistvalues further results in reaching an equilibrium stateralilee cytoso-
lic Ca?* availability has increased so much that the repolarizasi@gimultaneous,
thus eliminating the time difference between the two preesshence no €aos-
cillation.

4.3 Ca* Dynamics of an Uncoupled Vascular EC

Unlike a vascular SMC, an EC is not an excitable cell. Follapimduced mem-
brane depolarization or agonist stimulation, cytosolié'@ancentration increases
transiently but does not oscillate. A reason, for this iligbof cytosolic C&* to
oscillate, could be the absence of high conductance VOCCBh ésik type chan-
nels) in the endothelial plasma membraxié(s and Droogmans2001).

Both B X and RY receptors are expressed on the luminal side of the endothe-
lial surface. BX allows influx of extracellular C# into the EC cytosol upon
simultaneous activation by shear stress and ATP bindipg.Hwever, is a G pro-
tein coupled receptor and is stimulated by a range of agomstuding ATP. The
agonist induced I? generation following the agonist binding to thgYPreceptor,
causes IR induced C& release from intracellular stores. This¥aelease and
the subsequent Eainduced C4' release results in membrane depolarization and
opening of a nonselective cation channel. An influx of moteviaand divalent
cations from these channels (with the relative permegitit.: Pk :Pca (1:1:0.7)),
allows further depolarization. In the presence of excegssojic C&*, the C&" ac-
tivated K channels (lgz) open and pump out Kto the extracellular space. Based
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on their conductances, two types of vascular endothelialhave been charac-
terized. B, or large conductance & have higher K conductance (160-240
pS) than &, the small conductanced (10-40pS) (edoux et al, 2006 Nilius

and Droogmans200]). Efflux of K* repolarizes the membrane potential which
further becomes negative, upon loss of cytosolié*@aa refilling of intracellular
stores and efflux of G4 via plasma membrane bound aTPase and Na/Ca
exchanger. This excessively negative membrane poteattatined as hyperpo-
larization. Figured.7 provides a schematic of the cellular processes involved and
their permissive or inhibitory effects on other intrac&luor membrane bound
processes.

Using the model described in Secti@m®.2 for an uncoupled EC the time
course of the processes in Figyrd can be analysed, following agonist stimula-
tion, modelled b)l]vpLCagomsf Four state variable, cytosolic €aER C&* , mem-
brane potential and cytosolicJRare considered in the case of an EC. Figug&
compares the cellular dynamics of an EC, stimulated ﬁagbagonistzo.luM/s, at
which the cytosolic C& concentration of a single SMC would oscillate. In the
case of an EC, the cytosolic &aransiently increases following the4Pbinding
to IP;R, followed by the CICR. This produces two rates of increase insglic
Ca&* curve (as seen between 0 to 10 seconds and 10 and 40 secoiglga?ts),
first corresponding to the tPinduced C&' release (8, in Figure4.8and the sec-
ond corresponding tﬁUCR). With the increase in cytosolic €athe K efflux also
increases, thereby hyperpolarizing the membrane poteatia-67.0 mV, which
is more negative than the value attained by a SMC stimulaiddtive same ag-
onist level. The hyperpolarized plasma membrane causesigages replenish-
ment of the ER luminal G4 and extracellular G4 influx through nonselective
cation channels. Since the rate constantﬁém,ptakeandjmmare lowered for EC
(in TableA.2) as compared those used for SMC (in Tahl&), the resulting time
scales for the two expressions are so long that neither thebnmaae potential nor
the cytosolic C& concentration, oscillates.
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Figure 4.7: Schematic of an uncoupled EC showing cellular dynamicatgsses.
(1)Agonist binds to the purinergic £§¥) receptors on the EC surface, activating
the G protein coupled receptor (GPCR) which then activates breeme bound
Phospholipase C (PLC). PLC activation allows phosphomgtetif PIR, (2)PIR
gives rise to IR that is then release in the intracellular space. This nasgbgn
binds to IR receptor (IBRR) on the ER surface. (3)}Pbound IRR induce release
of C&" ions from the ER into the cytosol. (4) The €aelease from intracel-
lular store sensitizes the 4R further which releases more €ahus making a
Ca* rich domain in the cytosol in both EC and SMC. The excess oaastitular
C&* depolarizes the membrane potential. (5) ER has low affinitdibg sites

on the cytosolic side of a channel which constitutes a punipccéhe SERCA
pump. Cytosolic C& encourages the replenishment of the intracellular stdees v
this pathway. (6) CH leaks from ER consistently under concentration gradient
between cytosolic and ER luminal €aand keeps the Cain equilibrium dur-
ing non stimulated state of the cell. (7) The increase insntio C&* favours
the influx of extracellular C4 from nonselective cation channels. (8) CaATPase
pumps out cytosolic Ca to extracellular space. (9 and 10) In ECs activation of
Kca Upon binding to C& ions intracellularly at B., and &, let K" move
out of the cytosol. This hyperpolarizes the membrane piatentl1) Although

K* efflux is the main repolarizing current, residual currenaimhy consisting of
monovalent ions) also contribute to membrane potentiallegfzation.
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Figure 4.8: Time course of the state variables of an EC model, followiregdon-
sistent stimulation o.ﬂpLCagomst:O.luM/s. Cytosolic C&'increases on the expense

of ER C&*. Increase in cytosolic Caconcentration coincides with hyperpolar-
ization in membrane potential. lonic currents respondiiéncrease in cytosolic
C&* are shown in (e) where as those removing it from the cytosoira(f).

4.4 Agonist Effects on EC Cellular Dynamics

In Section4.2 it was shown that the agonist stimulation produced an agorly
C&* response in a SMC in which amplitude and frequency of thellagon
were inversely related. In a single EC, the?Caoncentration does not oscil-
late at any agonist level. At anibLCagonistvalue, a C& transient is followed by
a steady state equilibrium value, as shown in the Figuga. Both, the peak of
the C&* transient and the steady state equilibriunt'Gancentration initially in-
creases with increase ac, s At relatively highedec, ., (approximately at
ijcagomst:O.160u M/s onwards), this trend changes and the peak éf @ansient
and the steady state equilibrium concentration of the ofioE€a* starts to de-
crease. Figurd.% depicts these trends. With the increaﬁﬁg;agonistvalues, the
period of the transient, highlighted by the arrowheads guFe@4.9a, decreases.
This is because of the dependence of'Gancentration on G4 influx through
nonselective cation channels, denoted.as, in the model.

The membrane potential hyperpolarization can be attribtwethe involve-
ment of the B, and &, channels. As equatidh50suggests, Kefflux through
Bk, depends on both the cytosolic Laoncentration and the membrane poten-
tial. Both, membrane depolarization and high cytosolié'@ancentration favour
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the K* efflux through the B, channels. The outward*Kcurrent through B,
channels is more sensitive to membrane potential than ttosaljc C&*. Two
C&* ions are required to bind the &aspecific sites on the 8., channel located
on the intracellular face. Following the agonist stimwatand sudden increase in
the cytosolic C&, this channel opens and repolarizes the membrane vedfkix.
Simultaneously, the Caremoval takes place consistently via plasma membrane
C&* ATPase and refilling of SR. The progressive repolarizatiomembrane po-
tential results in closure of the @, channels. Thus, although the conduction of
these channels is large, the open time is not prolonged.

Sk, Channels, which are sensitive to Laoncentration such that higher
C&* concentration increases the kfflux from these channels. This channel
is kept open and Ks pushed out constantly, so long as there are enoughiGe
in the cytosol to activate its gates, irrespective of theesththe membrane poten-
tial. S, channels are, therefore, the source of hyperpolarizationemnbrane
potential. The impact of the residual current, as expresstte equatior8.49 is
trivial on the total K efflux.
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Chapter 5

Computational Method and
Ca* Dynamics of Coupled EC/SMC
Model

Previously, the single cell models of a SMC and an EC, and t&lular dy-
namics were discussed. Anatomically, an EC and SMC whioreses structural
building blocks of the vascular tissue are structurallgiobnnected through inter-
cellular gap junctional. Cell cell contact is necessary lfier formation of the gap
junctional plaques. Specific proteins called connexinsftire structural unit of

a gap junction, a hemichannel or connexon, which traverses the intracellular
domain (golgi complex) into the plasma membrane domain cii @@posing cell.
When the two hemichannels come in contact, a process caltaxkitty’, con-
formation changes occur in the constituent connexin pnadeid functional gap
junction is formed. This gap junction allows passage of iagsvell as neutral
molecules of limited molecular weight (<1000 Da), incluglibut not limited to
C&*Na",K*,IP; etc. Three connexins (Cx37,Cx40 and Cx43) are commonly ex-
pressed in the human vasculature. The single channel gapgoal conductance
varies with the constituent connexins and in most instaiscadtage independent
(Fall et al, 2002 Johnstone et gl2009, although many new models are consid-
ering voltage dependent gating properties in modellingeshateromeric (having
multiple connexin stoichiometry) gap junctions.

99
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When modelling the gap junctions on a cell level, the net cotahce can be
represented by a constant which is equal to

mean number of open channelghe single channel conductance.

Two cytosolic oscillators of cells connected via interakdl gap junctions can
synchronize by including a gap junctional current. Let @s,example, consider
two cells idealized as isopotential(having uniform poi@rdacross the whole cell)
compartments. For cell 1, the gap junctional current frothXéo cell 2 can be
written as

l12 =—0c(V1—V2) (5.1)
and for cell 2 it will be

l21=—0c(Vo—V1) (5.2)

whereg, is the net conductance from all existing gap junction betwtbe two
cells andv; andV, are their membrane potentials, respectively. This curient
added to the current balance equation for both the cellsthath

dV;
Cmd_tl = —lion1+ 112 (5.3)

for cell 1 and dv
Cmd_,[2 = —lion,2+ I2,1 (5-4)

for cell 2, wherelion 1 is the sum of all transmembrane ionic currents in ifAe
cell, andCy, is the cell membrane capacitance. As the direction of gagtijmal
transfer is from cell 1 to cell 2, the added terin, will work as a sink in equa-
tion 5.3andl,; as source term in equatid4. Hence cell 1 and cell 2 are said
to beelectrically coupledelectrical being the medium of coupling as the quan-
tity, the difference of which establishes the drive for tlag gunctional current, is
membrane potentid in this case). Subtracting equatibr8from 5.4yields

d(Vs— V.
rl%r£z4w—w) (5.5)

wheret = C/gc is a time constant such that if cell 1 was perturbed (e.g. by
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an exogenous current influx), the two oscillators will réabtish uniformity or
synchronize with an effective time constantrofif after the perturbation, the two
cells are such that; = V,, then the cells are said to be tightly or strongly coupled.
For this to happenyc should be large. I¢ is small, i.e cells are weakly coupled
then the response by the cellular oscillator, at best, caanbiphase, but not in
phase (i.8/1 # V, even afterr seconds).

5.1 Incorporation of intercellular coupling in single
cell mathematical models

(Koenigsberger et 312005 models intercellular gap junctional coupling in the
similar to the equatiob.lor 5.2 The media of coupling, however, are not limited
to electrical coupling but G4 and IR, coupling are also established between
cells. This is because of the existence of Cx37, Cx40 and Cx43uyaions
between the populations of ECs and SMCs and coupled EC SMC giams.
There are two possible topologies of coupling between tlecwils, homocellular
and heterocellular coupling, as shown in Figarg

Cells are said to have homocellular coupling if the adjointedj is of the
same type i.e an EC coupled to another EC, or a SMC to another SMCEC
is coupled to a SMC or vice versa, it is termed as heteroegladupling.

For n number of SMCs or ECs, eadft cell is homocellularly coupled to a
nearest neighbowt" cell electrically by an expression modelled as

VSMCHSMC — _gZ(V_vk) (56)

whereVSMCc-SMC s the electrical coupling between #h andk® SMC. g is the
electrical coupling coefficient (equivalent tg7) and is related to the net electrical
coupling conductancé asg = G/Cn, with unit (s™1), whereCy, is the cell mem-
brane capacitance of the coupled SMG@sand vy are the membrane potentials
of theit" andk" neighbour SMC respectively. Similarly for an EC, the elexctti
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Figure 5.1: Schematic of a coupled EC and SMC showing'C#P; and mem-
brane potential dynamics. (1)Agonist binds to the puriiee{@2Y) receptors on
the EC surface, activating the G protein coupled recept®@R) which then
activates membrane bound Phospholipase C (PLC). PLC activalows phos-
phorylation of PIP2, (2)PIP2 gives rise toslRhat is then release in the intra-
cellular space. This nascentslPbinds to IR receptor (IR R) on the ER/SR
surface. (3)IR bound IR R induce release of Gaions from the ER/SR into the
cytosol. (4) The C# release from intracellular store sensitizes the IP3R éurth
which releases more €athus making a C4 rich domain in the cytosol in both
EC and SMC. The excess of intracellular’?Cdepolarizes the membrane poten-
tial. (5) ER/SR has low affinity binding sites on the cytosaide of a channel
which constitutes a pump called the SERCA pump. Cytosoli& €acourages
the replenishment of the intracellular stores via this wath (6) C&* leaks from
ER/SR consistently under concentration gradient betwetsolic and SR/ER
luminal C&* and keeps the G&in equilibrium during non stimulated state of the
cell. (7) In an EC, the cytosolic Gafavours the influx of extracellular Cafrom
nonselective cation channels. (8) CaATPase pushes outoligt@* to extra-
cellular space. (9 and 10) In ECs activation ofKupon binding to C&ions
intracellularly at Bk, and Skg,, let KT move out of the cytosol. This hyperpo-
larizes the membrane potential. (11) Althoughéfflux is the main repolarizing
current, residual current (mainly consisting of monovalens) also contribute to
membrane potential repolarization. (12) The lncentration increases in SMC
cytosol via transmission of lPfrom coupled EC. This If attached to IPR to
activated downstream 4Pinduced C&' release. (13) The Pinduced and CICR
C&* depolarizes the membrane potential. (14) The membrandategadion re-
sult in the influx of C&" from VOCCs which will close upon repolarization in
the following steps. (15) G4, in addition to other pathways, is pushed out via
Na/Ca exchanger. (16) Binding of €dons to Kc,0pens Bk, channels in SMC
causing K efflux and membrane repolarization. (17) Influx of @hs add to the
repolarization. (18) Medium for intercellular communicat via homocellular
gap junctions can either be €alP; or membrane potential coupling. (19)Hete-
rocellular gap junctions can couple an EC and SMC vid'Q#&; or membrane
potential coupling. Hyperpolarized EC membrane potermzal hyperpolarized
SMC plasma membrane and consequently close VOCCs.
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coupling to thet" EC neighbour is modelled by

VEUEe— gy (7-T) (5.7)

The values o€, andCNIm are taken as constant and are listed in TalésandA.2.

In addition to the electrical coupling, second messengexisp such as €&(40
Da) and IR (=~ 220 Da) can also pass through the gap junctional pores. Hgicot
(i.e whose hemichannels are made up of one connexin isofGx#) gap junc-
tions prefer the passage of £aa divalent cationfieyman et al.2009 where as
homotypic Cx43 gap junctions have large pores and are leasgelselective of
the three vascular connexins constituted gap junctionsesodilow passage of §P
molecules, a bigger and charge neutral mole¢tde(s 2007). Although Cx43
gap junctions have low single channel conductane@0pS) compared to the ho-
motypic gap junctions formed of either Cx37 or Cx40 but the eanfspecies
that can pass through these pores is extended compared@zdiieand Cx43 gap
junction, including C4&" ions and other monovalent molecul@sgkauskas et al.
20070). C&* and IR coupling, driven by the concentration gradient between an
it SMCs and a neighbouring coupl&d SMC, is established by

Jgg = 7ME = — Peay (6= ¢) (5.8)

Jipy C7MC = —ppp, Z(' — ) (5.9)

wherepca andpip, respectively are the Gaand IR coupling coefficients between
SMCs. Thec andcy are the cytosolic Ga concentrations antiand | are the
cytosolic IR concentrations in th&" and the neighnouring™ SMC. Similarly,
intercellular C&* and IR fluxes between coupled' and the neighnouring™
ECs can be written as

I =~ ﬁCa; (E-&) (5.10)

I O = —Pipy ;(T— ) (5.11)
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To establish heterocellular coupling between an EC and SMva&ce versa,
electrical, C&" and IR, coupling are taken into account. From the physiological
aspect, myoendothelial junctions exist in the intimal fagkthe arterial tissue.
Projections of EC plasma membrane protrude from the pardoigpresent in the
internal elastic lamina and come in close contact with tempEmembrane of the
underlying SMCs $andow and Hill2000. Homotypic gap junctions consisting
of Cx37, Cx40 and Cx43 hemichannels have been demonstratediduvaas-
cular beds of a number of mammalian and human arterial gsgsekson and
Duling, 2005 Lamboley et al.2005 which lets second messengers{Cand IR
) pass bidirectionally (i.e SMC to EC and vice versa). Thenefheterocellular
electrical, C&* and IR, coupling from arit" SMC to ann" nearest neighbouring
EC can be mathematically expressed respectively, as

IR = —Peay (€~ Cn) (5.12)
n

\/SMEEEC ~G3 (v—Vh) (5.13)
n

Iy C7EC = —Pp, z (1—1n) (5.14)

Heterocellular coupling between an EC and nearest neigirtgpm™ SMC can
be written as

IELTMC = —Pea§ (€ cm) (5.15)
m

VECHSVE = _G Y (V- V) (5.16)
m

I MC = P, 3 (I = Im) (5.17)
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5.2 Values for intercellular coupling coefficients

There is not much information available in the literaturgareling the whole cell
conductance or the mean number of formed channels on thacsuof coupled
cells compared to single channel conductance of homotygpgunctions which
is rather well documented. The reason behind this is thediron of methodolo-
gies to do such experimentation. Furthermore, the exgnesdiconnexins differs
in vitro in a dual voltage clamp experiments or euesitu methods when using ar-
terial segment thaim vivo. There is no suitable live cell or dynamic measurement
technique available yet which can quantitate the numbeomoféd gap junctions
in a cell appropriately, either in ECs or SMCs, in a physiolagenvironment.
In the case of electrical coupling the macroscopic mean wctadceG has been
estimated byan Rijen et al(1997 to be 30nS wheredsdington et al.(2000
estimated the macroscopic homocellular electrical rasc in ECs to be 38
(or G=1/3MQ = 333nS). For structural characterization or localizatbthe gap
junction, Van Rijen et al.(1997) used staining (immunofluorescence) of human
umbilical cord vein and artery endothelial cells, in sitwlamvitro (cultured). For
functional characterization, dye coupling using Lucifell¥w was used. Double
voltage patch clamp technique was used to measure the gjaglginction con-
ductancelidington et al.(2000 grew a monolayer of microvascular endothelial
cells in vitro and mRNA and the connexins expressions weteddsr presence.
This was validated by the immunocytochemistry for the gagefions. For evalu-
ating functional cell coupling, hyperpolarization curt@as injected in a cell on
one side of the monolayer and recorded on the other extre®agsel function
was used to predict the spread of electronic signal andcieltatar resistance was
computed using the recording of the propagated currents.

As g = G/Cy, Van Rijen et al.(1997) results yield ag, one order of magni-
tude less than achieved by usingington et al.(2000 evaluation ofG. Therefore
in the interest of coherent use of the parame@+80nS is used here, also cho-
sen by Koenigsberger et gl2005. The membrane capacitance value between
ECs is~ 30pF Gchuster et al2003 and for SMCs it is 10pFRarthimos et aJ.
1999. Thus, for homocellular electrical coupling between SMC&mamoto
et al, 2001 calculated the macroscopic gap junctional resistanceOb® (or
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G=1/90MQ = 11nS). Therefore the value of homocellular electricalpimg co-
efficientsg andg, for SMC and EC respectively, is 1000s

Although there has been some information on the single aiammductance
of Cx40 and Cx43 formed gap junctions, to the best of our knogéetie infor-
mation on a cell's macroscopic or net conductance of intielae Ca* and IR
transfer is not available. Kpenigsberger et gl2006 treat these values as free
parameters and set the coefficients such that homocellufarcGapling between
SMCs is able to synchronize the €ascillations of five coupled SMCs in con-
junction with the electrical coupling. SMCs are essentjallgakly coupledpca
set to 0.05. EC homocellular €acoupling coefficientPc, has also been set to
0.05.

For heterocellular coupling, ECs and SMCs are coupled via @heesthree
media. Macroscopic intercellular resistance across ngatelial junction has
been estimated byraémamoto et a).2007) to 900MQ, with the net capacitance
between the two cells being20pF, therefore making the heterocellular electrical
coupling coefficient 56°1. For C&* and IR transport across myoendothelial
junction, information on permeability is scarce amgbénigsberger et gl2005
set coupling coefficient to 0.85 for C&* and IR . (Kapela et al.2009 re-
duce the heterocellular Pcoupling coefficient by dividing it with the number
of heterocellular nearest neighbours coupled to an EC or SM({3.argument is
plausible and same logic may apply to heterocellulat*@aupling. In the lat-
ter chapters, we test the effects of weakening the hetéutsretoupling strength
between ECs and SMCs according to the number of nearest neightaupled
to each cell of each type. Other studies suchJasdbsen et al2007) modelled
the gap junction current as a function of the effective ccindarface area, the ion
specific permeability (distinguished by its valency) and thembrane potential
difference between the two cell. This study confines to lggtatic gap junction
coupling coefficients as the first step towards understgniie dynamics of the
response of the coupled cell however the dynamic aspeotslinted by Jacobsen
et al, 2007 can be incorporated in the future work.



5.3 Coupling topology 107

5.3 Coupling topology

The layout of the cells in the anatomical layer, tunica imtjrof an artery dictates
the intercellular coupling topology of each cell, i.e thember of homocellular
and heterocellular nearest neighbours and their locatibmghe present study,
SMCs or ECs are homocellularly coupled in Van Neumann’s neaeighbour
topology with a range 1. Therefore, each cell, EC or SMC, iptaihomocellu-
larly with 4 other nearest neighbours cells of the same tgpshown in Figurg.2

]

| 4> 1 <4
]

@ (b)

Figure 5.2: Topology for computationally interconnecting SMC-SMC in éad
EC-EC in (b) via homocellular coupling.

Anatomically, an endothelial cell, while stretched undewficonditions, lies
longitudinally or parallel to the axis of the artery. A SMC, thre other hand, lies
circumferentially, wrapping the artery around its londitual axis. An endothe-
lial cells is~ 50-141um long and 5-1xm wide (Haas and Dulingl997 Sandow
and Hill, 200Q Sandow et a).2003. A SMC is~ 50-10Qum long (based on the
state of their contractililty, either contracted or reldxand 2-&m wide Haas
and Duling 1997 Sandow and Hill2000. In the present case the the aspect ra-
tio of the two cells is set such that an EC is approximatelytim@&s as long and
twice as wide as a SMC. The cells are approximated as a reetanglwith the
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aspect ratio set above, 13 SMC are coupled to one EC longdligiand 5 ECs
are coupled to one SMC circumferentially via heteroceflataupling. Figures.3
depicts a single block of coupled ECs and SMCs which is creates degment
which can be extended longitudinally as well as circumfeadlg for a longer or
thicker arterial segment. Cells on the circumferential lataures are periodically
coupled to simulate a closed arterial loop circumferelytidlhis enables the com-
putation algorithm to implement spatial gradients of agbsiimulus not only in
the longitudinal direction but also in circumferentialettion.

Figure 5.3: 1 EC long coupled block of cells with 13 SMCs longitudinallyueo
pled to an EC and 5 ECs circumferentially coupled to 1 SMC. Thewa(with
dashed black line) depicts the homocellular periodic dogpbf SMCs or ECs
situated on boundary. C shaped arcs in blue are SMCs wrappngd, the rect-
angular slab like structures in grey, the ECs. The red interections represent
homocellular couple and the green ones represent the hetielar coupling. For
simulating a wider diameter, the number of cells will in@eaircumferentially,
however, the nearest neighbour number of each cell typeraritlain conserved
(i.,e. 1 EC coupled to 13 SMCs longitudinally and 1 SMC coupke& ECs cir-
cumferentially).

5.4 Numerical Algorithm

A structured C program uses the basic computational imiretstre, described
in Section3.4, to numerically integrate the intercellular dynamics otle@on-
stituent cell of a coupled population of ECs and SMCs. Based®ndbr defined
length and diameter of the desired arterial segment, thaidigh generates two
Cartesian grids, one for ECs and SMCs each. Each element ofithes gr cell.
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Each cell is defined as a structure with members includingnfieemation of the
row and column, the boundary tag, the place holders for thie stariables and
transmembrane ionic and gap junctional currents, and icdke of EC, the local
values of the stimulus, i.e.ptl;agomsf the boundary tag is an identifier for each
cell encoding the information about where the cell residethe Cartesian grid.
Figure 5.4 shows the possible boundary tags and the locations of theideh-
tified by them. The boundary tags help identify how many n&tameighbours a
cell will have. Corner cells will couple to only two nearesigieours. Cells in
color coded in red and blue will have 3 nearest neighbours.cHEfis color coded
with green and yellow have four nearest neighbours suchh Eeltat ™" column
of the green row couples to the cell @ column of the yellow row. This creates
the periodic boundary condition and the vessel is a closagl larcumferentially.
All the cells in grey, in Figuré&.4 are coupled in the same way as in Figar2

5.4.1 Non-reflective boundary conditions

At Jpic,yonis; VRIUES N domain 2 of Figuré.23 the cytosolic C& concentration
of a SMC oscillates. The frequency of these oscillationsedep on the value of
the ‘LLCagonist stimulating the SMC. For a population of homocellularly claap
SMCs in a longitudinal setting, the oscillation may be re#teldback into the com-
putational domain. This reflection can be caused by the aellse boundaries,
(tagged 1,2,3 and 4,5,6 of Figused) as they have no adjacent cell to couple to
(see cation of FigurB.4for description of boundary tags). A boundary condition
is therefore required which can safely lets the oscillatierit the computational
domain. To this end, these boundary cells have been madesick that the flux
from them to a preceding cell in the longitudinal directisrzero. Thus, ifcouple

is the gap junctional flux formeell; ;) with boundary tag 3, to theell; ;_1) with
boundary tag 9 then

dICouple o
& =0 (5.18)

Thus,cell; j_1) will always be a source for the coupling boundary cell and t$i

shown by the unidirectional black arrows in Figurd. Same rule applies to the
EC Cartesian grid in the longitudinal/axial direction. Aetbompilation stage of
the results, these boundary cells with tags 1 to 6 are disdaadd only the cells
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with boundary tag 9 is written into the files containing thsuiés.

2 9

4

-

3] 6 7] 8 0

Figure 5.4: Homogeneous populations of either ECs or SMCs are set in a Carte-
sian grid. Each element of the grid is a structure containghgvant information
for that cell regarding its location, the state variablesays for transmembrane
ionic and coupling currents, the boundary tag, and the Istwaulus value in the
case of an EC. The cells at the boundaries are tagged with baasddentifiers.
1,2,4 and 5 means that a cell (i,j) is a at one of the four ceroéthe Cartesian
grid. Tags for other color codes are shown at the bottom ofjtlie Red and blue
cells are tagged as 3 and 6 respectively whereas green dod yellor code the
cells with boundary tags 7 and 8 respectively. The cellsrggig to the interior of
the grid, colored grey, are all tagged as 9. Notice that theers cells communi-
cate with only two nearest neighbours, whereas either 3 onfhwunicate with a
maximum of three nearest neighbours. Cells with tags 7 and 8aupled to four
nearest neighbours such that a cell with tag 7 has its fordhesé neighbouring
cell with tag 8 and vice versa. This creates the periodic dagncondition.

5.4.2 Solving Coupled Cells Model with RKSUITE

After demarcating the boundaries of the computational domRKSUITE is
called to solve the system of coupled ODEs. The basic praeeafithis call has
been discussed previously in Sect®#d for a single cell model and Figute5is
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a schematic representation of the implementation of theriihgn for the system
of coupled ODEs. The solution vector used by the RKSUITE is afrBy of type
doubleand it can hold as large a number of elements as the memorg obthput-
ing platform can accommodate. The vector length is the mataiber of equations
neq or total number of state variables of SMC population + total number of
state variables of EC population.The relative and absolute tolerances are set to
1e~*for enhancing the accuracy for the case of simulating cabqeédls. The com-
pute time for solving the computational domain depends ersite of the domain
(i.e the cell load) and the spatial profile of the agonist emtiation. Excessively
high tolerance values may also result in longer compute tioeeto unnecessary
addition of compute cycles, without any notable change ouescy. Figures.6
relates the increase in compute time with the increasingocational load (i.e
total number of cells).

Noteworthy is the asymptotic increase in the compute timihapayload or
number of cells in the computational domain, increase. énddse of serial ex-
ecution on one processor pb 575is able to simulate a computational domain
consisting of 1000 cells (ECs+SMCs) acceptably quickly. A patational do-
main of 1000 cells will have 18500 ODE to solve. Thus cell |oad bottle neck
when executing the application on a serial platform. Otheans such as mul-
tithreading will can be employed to reduce the compute tiotethe results may
still be insufficiently satisfying when the goal is to simid&ery large populations
of coupled cells. The is due to the inherent dependencidsediinctions evident
in the Figure5.5 where the core body of the program computing the single cell
and coupling fluxes at each time step, are not mutually exeusThis implies
that no threads can be initiated to solve these two funcsansitaneously. The
significance of these two functions in terms of the contrdoutowards compute
time has been highlighted in Figuke7, which shows that most of the compute
time is spent in these two function while solving the compiatel domain for
100 real time seconds. Following the hierarchy, each fonatall made taom-
puteDerivativedy the RKSUITE, is followed by a call to the functi@mngle cell
andcouplingsuccessively. This can be confirm by comparing the numbealts c
in the Figure5.7. Each call tosingle celland a subsequent call to the function
couplingresults in the evaluation of ionic current for each cell)daled by the
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Input: t, y[]

J_PLC,t_final,
# of cells

Declare instance of
class RKSUITE

I

These are command
line arguments

Globally declare instances
of structures
smc and ec

Structure definition contains
variables, storage for single cell
and coupling fluxes and local
J_PLC values

¥

Initialize parameters of 'setup’

€.9. number of equations (NEQ),
- -] t_now,¢t_end, tol,
thres, y_start

I call my_boundary()

while
t_now< t_final

call CT for solution between
tnow <=t<=t_end

resides in
rksuite.h

close all I/O files

call ComputeDerivatives
recurssively until the
step size is successful

b

print to stdout

check 'message’ returned
from CT

"RKSUITE failure"

=

write array 'y’ into
output files

v

increase t_end
some predefined interval

'

call 'reset’
to tell the code about
new t_end

resides in
rksuite.h

End of program

| L G G L T I IR

ComputeDerivatives(t,y,dxdt) m="| Return: dxdt]

Evaluates ionic
currents for each cell

Evaluates intercellular coupling
currents for each cell

evaluate dxdt[]
as linear combination of respective
ionic and coupling currents

my_boundary()

Tags each cell with a boundary tag
which encodes the cell's location in the
computational grid

I L L L

I single_cell(y,t) I

Declare and define constant
double precision representing
rate, dissociation constants
and half maximal values
(listed in Table A1&A2)

v

Evaluate expression of
indvidual currents

[ N N L]

coupling(t)

A

Evaluate the net intercellular
gap junction flux in or
out of the cell with respect
to each existing
homocellular and heterocellular
nearest neighbour

[ L L]

Figure 5.5: Execution of C code for solving coupled systems of ODEs ftis ¢e
populations of SMCs and ECs interconnected with intercelgpacie and electri-

cal coupling.
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evaluation of the respective coupling currents, which regkese two functions
computationally expensive.

x 10"

—— .3

6

—— (N

w0 =
T T

CPU time (sec)

)
T

?.5 2 2.5 é ; 4.5
Log1 O[total cell load]

Figure 5.6: Figure shows CPU time versus the size of the computationabhdom
in terms of cell load. The execution time increases afterlial@ad of ~ 1000
cells is reached. A comparison between low level (-O3) agthdst level (-O5)
compiler optimization shows the reduction in the computeeti The simulations

were executed on a single core (processor) of [BVb675system.

Another method of speeding up the execution is using a coteization op-
tion that comes with most of the standard compilers. In tlesent case IBM’s
XL C , an C++ compiler for AlX or Linux operating systems, is used¢aoonpile
the code. Depending on the level of the optimization cho#esmcompiler can
apply changes to memory management and consider archéesgeacific param-
eters (on which the program is being compiled) to maximizeube of resources,
while compile the code. Figure6shows the effect of selecting increasing levels
of code optimizations performed by the compiler.
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ngranularity: Each sample hit covers 4 bytes. Time: 77.39 seconds

Figure 5.7

% time cumulative self seconds calls self total name
seconds ms/call ms/call

21.4 16.57 16.57 1451156 |0.01 (0.01 .coupling [8]

18.5 30.90 14.33 224437 0.06 (0.24 .step__ TRKSUITEFP
FAPAT2_vidPdN24T3
RAN34T8bT3T4Rb
[6]

12.9 54.02 10.02 1451156 |0.01 (0.01 .single_cell [9]

4.4 57.43 3.41 224437 0.02 [0.02 -stepb__ 7RKSUITEF
iPdT2dN32Rd4bT2
[11]

4.3 60.79 3.36 1451156 |0.00 (0.02 -computeDerivativ
es FdPdT2 [7]

3.4 63.41 2.62 . loglo [12]

3.0 65.75 2.35 1550942 [0.00 |0.00 -max FAT1 [13]

55
2.5 67.66 1.91 -_exp [14]
2.3 69.47 1.81 7255780 [ 0.00 |0.00 -logl0  Fd [186]
0

0.0 77.39 0.00 1 0.00 (0.00 |- tie_ Q3 3std7_LF
S O......... XTw
[445]

(a)
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ngranularity: Each sample hit covers 4 bytes. Time: 6.81 seconds
% time cumulative self seconds calls self total name
seconds ms/call ms/call

19.7 1.34 1.34 519068 0.00 |0.00 .coupling [7]

18.5 2.60 1.26 77231 0.02 |0.05 .step_ 7TRKSUITEFPFd
PdT2_vidPdN24T3RdN3
AT8bT3T4Rb [5]

16.2 3.70 1.10 519068 0.00 |0.00 .single_cell [9]

16.2 |4.80 1.10 .__vrec_GR_ [8]

8.1 5.35 0.55 .__vexp GR [10]

6.0 5.76 0.41 519068 0.00 |0.01 -@3QcomputeDerivati
ves__ FdPdT2 [6]

4.6 6.07 0.31 __x1 tanh [13]

3.5 6.31 0.24 .1logl0 [14]

3.2 6.53 0.22 9896 0.02 |0.04 .formi_ 7RKSUITEFPF
dPdT2_viT2PdN44bN24
[12]

1.2 6.72 0.08 51596 0.00 |0.08 .ct__7RKSUITEFPFdPd
T2_vRdPdN23Ri [4]

0.0 6.81 0.00 1 0.00 [0.00 |-tie Q3 3std7 LFS_..
.. XTw__ [417]

(b)

Figure 5.7: Callgraphs showing the computationally expensive funstionthe
two cases of code optimization (-O3 and -O5) by the compfemctions high-
lighted in yellow are related to the main program, greenecaby the class in-
stance RKSUITE, and those highlighted by light blue are matictions listed
in math.h, called by other external functions iterativelly. both callgraphs, the
function couplingandsingle cellare two of the three most expensive functions.
Notice that the number of calls to the functiocmmputeDerivativessingle cell
andcouplingare same in both cases, with or without optimization. Thefinow-
ever, accounted for by the calling function (denotedskif secondsshows that
most of the total time is spent in either the functiwouplingor single cel] both
of which are called by the functiocomputeDerivatives
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Although the reduction in execution time is significantnitieases as a func-
tion of number of cells in the same manner. Other methodslagtspeedup the
execution time of the code are, compiling with math.h and wgTmanagement
libraries specifically designed for the machine architexton which the code is
to execute.

Also, the implementation of spatial non-uniformity in thgoaist stimulation
will result in the solver taking smaller steps because ofitleeeased computa-
tional complexity. The reason for the increase in compjeidtthe contribution
of gap junctional current from neighbouring cells which pglated and taken into
account at each time step. A more innovative solution togfoblem is discussed
in the next chapter.

5.5 Cellular Dynamics in Coupled ECs/SMCs

In Chapters 3&4 the cellular dynamics of a single, uncoupBMC and EC were
discussed. The aim was to understand how the dynamical\stateles inter-
acted with each other and result in a time course of intralkeellC&* dynamics

that is agonist level dependent. In this section, the fagupon the C& dynamics

of cells when coupled to their nearest neighbours via hothdaeand/or hetero-
cellular coupling. Small homocellular populations of SM@sl&Cs are coupled
as a first step to investigate how homocellular coupling ¢gecethe cellular dy-
namics in each cell type. Later, single SMC is coupled to arfdGtudying the

effects of heterocellular coupling.

5.5.1 Homocellular SMC coupling effects

Physiologically, intercellular gap junctional plaquesidze found between vas-
cular SMCs. To incorporate such homocellular coupling inghesent computa-
tional environment, intercellular coupling is modelled ttne equation$.6, 5.8
and 5.9, for membrane potential, €aand IR homocellular coupling. To under-
stand how cellular dynamics evolve upon agonist stimutatiells are coupled in
the manner shown in Figu8 SMC or EC, shaded in grey, is stimulated with
JpLcagonis=0-1 HMIs, from 100-200 seconds of the total 300 second simulation
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(b)

Figure 5.8: SMCs (a) and ECs (b) are connected via homocellular couplihg. T
cells on the extremities (drawn in dashed line) serve as @eemt sinks to make
the computational domain non-reflective and are not indudehe results pre-
sented in later figures. Cells may exchange current infoomatbout membrane
potential, C&" and IR, .

whereas other adjoining cells are ageglgomst:o.om M/s over the whole duration.
Cells on either ends, in both the computational grids, areleouto their near-
est neighbours as sinks and are neglected while analysengesiults. Figur®.9
shows the time evolution of cytosolic €aconcentration and the membrane po-
tential of three SMCs demarcated by solid lines in Figuge

Four intercellular coupling cases are considered to seegmalling different
coupling media affect the Gadynamics of these three cells. In the first case, Fig-
ure5.9a, the intercellular coupling between the SMCs is complededgibled, i.e.
the cells are uncoupled. Only in Cell 2 (in blue) the?Ceoncentration oscillates
upon stimulation (between 100 and 200 seconds) compardz tadjacent cells
1 and 3 in which the G4 concentration takes a low steady state value. The corre-
sponding membrane potentials depicts similar responsesef 2 the membrane
potential oscillates while it is at steady state for the ot adjacent cells. In
comparison, in the second case where the SMCs are coupleldevimagmbrane
potential only, oscillations in the Eaconcentration concentration occur in all
cells, as shown in FigurB.%. On close inspection, the €aoscillations in the
stimulated cell (cell2 in blue) and the two adjacent celliécl & 3 in red and
green respectively) are antiphase. When compared to the upgirng case in
Figure5.9a, the frequency of oscillations has increased and the malgnhas
decreased, except for the first transient which is largem that in Figure5.%a
for cell 2. Unlike, the C& oscillations, the membrane potential oscillations of
all three SMCs are synchronized and have identical magnitl$®, unlike Fig-
ure 5.9a where cells were uncoupled, the peak to peak voltage ofgtilating
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membrane potential of cell 2 is more positive. Thereforeg$tablishing the elec-
trical coupling between SMCs, the membrane potentisir@anglycoupled, while
the C&* concentration isveaklycoupled.

Upon enabling the G4 coupling in Figures.9c, along with the electrical cou-
pling, the oscillating C& concentration in the three SMCs attain similar peak to
peak magnitude while the DC component of the cell 2 remaipsceqmately at
higher offset, similar to the G& concentration in Figur®.9%. The membrane
potential, in the present case, remains synchronous wita# o peak voltage
which is relatively smaller the previous case in Figbr8b,. Thus the addition
of C&* coupling strengthens the overall synchrony of the cellsFitjure 5.9,
SMCs are coupled via KPin addition to electrical and Gacoupling which does
not produce any significant difference in the response thatrseen in Figurs.oc.

In Figure5.9%, in the case of membrane potential coupling alone, thalgtea
state oscillations are attainedtatl25 seconds and the frequency of oscillations
becomes more stable. Inclusion of*Cand IR coupling Figure$.9c & d results
in attaining the steady state response with a delay as opgosbe membrane
potential coupling alone. In Figurés9c & d, the transient response ends at ap-
proximatelyt=150 seconds and steady state oscillations are observed bdyisnd t
time point. This is due to the selection of lowand IR coupling coefficients
(listed in TablesA.1 & A.2)which establish weak species coupling environments.
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Figure 5.9: An array of homocellular coupled 5 SMCs, as shown in FiguBga
(cells on the flanks not shown in the results) was simulate@®0 real time sec-
onds, stimulated Withpﬂcagomstzo.OJyM/s over this time span. Cell 2 (shaded in
gray in Figureb.8a) was stimulated Withpgcagonistzo.luM/s from 100 to 200 sec-
onds. Four modes of intercellular coupling were implemeénta) no coupling, (b)
electrical coupling, (c) electrical and €acoupling, and (d) electrical, Gaand
IP; coupling.


Chapter5/Figures/Homocellular/noCoupleN.eps
Chapter5/Figures/Homocellular/VcoupleN.eps
Chapter5/Figures/Homocellular/JandVcoupleN.eps
Chapter5/Figures/Homocellular/JandVandIPcoupleN.eps

120 Computational Method and €aDynamics of Coupled EC/SMC Model 5.5

5.5.2 Homocellular EC coupling effects

Similar to the homocellular coupled SMCs, a population of 5 E3sshown in
Figure5.80, is simulated for 300 seconds, Wﬁncagonist:0.0JyM/s. Again, cell

2 of Figure5.8b is stimulated Witrﬂchagomst:O.l uM/s from 100 to 200 seconds.
To incorporate the homocellular coupling between ECs, thagons5.7, 5.10
and 5.11, modelling membrane potential, €aand I homocellular exchange.
In the Figure5.10a, with no intercellular coupling, the cytosolic €aoncentra-
tion in the stimulated EC rises to a higher value in respoogbé step increase
in 3chagonist from 0.01 uM/s to 0.1 uM/s. The membrane potential hyperpolar-
izes with increasing cytosolic €aconcentration, while the adjacent cells 1 & 3
continue to retain a steady state value of more positive manebpotential and
low C&* concentration. Enabling electrical coupling between E@snmembrane
potential of the cells tends to synchronizes, as shown iareig. 1. Because of
the coupling, the more positive membrane potential of thjacasmt cells 1 & 3,
influence the hyperpolarized membrane potential of cell @ makes it slightly
positive. The C#& concentration, however, remains unaffected by the horhocel
lar electrical coupling.

With C&* coupling switched on, the aconcentration of the coupled ECs
also tends to synchronize, as shown in FigbirBE. Upon stimulation of cell 2
with increasecﬁpLCagonistat the 100 second mark, the&oncentration increases
in the three ECs with a transient increaser in thé*@ancentration at first, and
then assuming a steady state. The magnitudes however of the@mentration
in the EC, directly stimulated is higher then the and the aja&Cs 1 & 3. No
significant change between membrane potentials, in theepcesor absence of
C&* coupling, is evident, except for the hyperpolarizing tiants around the
100 second mark, which correspond to the transient incie@3&* concentration
around that time stamp. Intercellular exchange of*@aables the CICR and the
successive refilling of ER stores, which makes up thi& @ansient in each EC.

In addition to the electrical and €acouplings, IR coupling is also enabled
and results shown in Figuf210d. Contribution of IR from EC 2to ECs 1 & 3
aids in increasing the cytosolic £aoncentration by adding &athe IP; induced
C&* release from the ER QN]ip3, to the cytosol. The membrane potential also
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follows the same pattern and becomes relative more nedsneause of the added
cytosolic C&*, as compared to either Figusel( or c.

Conclusively, in the case of ECs, the intercellular electiwoaipling is not as
strong as in SMCs but can still be categorizegdtasngcoupling as the membrane
potential of acceptor cells follow the membrane potentigthe donor cells closely.
Ca* coupling, on the other hand, can still be characterizesdeskcoupling, how-
ever, enabling all there coupling modes improves the extesygnchronization of
Ca&* concentration of the coupled ECs.

5.5.3 Effects of heterocellular coupling on an EC/SMC unit

Now that there is some awareness on how homocellular capgffacts the C& and
membrane potential of SMCs or ECs in a homocellular populatetnus turn
our attention to the influence of heterocellular couplingheen SMCs and ECs.
For this, a single unit consisting of an EC, heterocellulaxypled to a SMC,
is considered. To implement heterocellular coupling, teeetocellular electrical,
Ca*and IR currents, from a SMC to and EC, modelled by equat®ig5.135.14
and from an EC to a SMC, modelled by equati@n$55.165.17, are added to
the respective ODEs modelling the membrane potential,sojito C&* concen-
tration and cytosolic IR concentration of each cell type, described in detail in
sections3.2.1and3.2.2

Sectiond.1 established that in an uncoupled SMC, a rang&gfﬁgomst(o.o&
0.19uM/s) produces oscillations in the cytosolicaoncentration and the mem-
brane potential, with respect to time. It is important to erstiand how the hete-
rocellular coupling with an EC influence this oscillatoryhlagiour. Since the
eventual interest lies in the study of spatially varyingm@igbconcentration on the
luminal side or the EC surface of an arterial segment, ordyB8 of this SMC/EC
unit is stimulated, as shown in Figusel. Figure5.11shows the effect of increas-
ing 3chagoniston the cytosolic C& concentration of the SMC from the coupled
SMC/EC single unit. Unlike an uncoupled SMC, the Hopf bifur@atstarts at
3chagonistxO.3651M/s and ends at0.95uM/s. Thus, compared to the response
of an uncoupled SMC shown in Figusel 1a, the oscillatory effectin Figurg11b
for a SMC of single unit has shifted significantly to the rightx axis. Since SMC
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Figure 5.10: An array of homocellular coupled 5 ECs , as shown in FiguBd

(cells on the flanks not shown in the results) was simulated3@® real time
seconds, stimulated WitﬂchagoniSFO-OluM/S over the whole time span. Cell 2

(shaded in grey in Figurg.80) was stimulated witﬁchagomst:O.luM/s from 100
to 200 seconds. Four modes of intercellular coupling werg@emented, (a) no
coupling, (b) electrical coupling, (c) electrical and*Caoupling, and (d) electri-
cal, C&" and IR coupling.
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is not being stimulated directly, it solely depends on the tRansport from the
coupled EC. Another reason is the closure of VOCCs in SMCs dueetbytper-
polarization of the plasma membrane. VOCCs contributes todh@nencement
of C&* oscillations in an uncoupled SMC by adding the extracall@a*to its
cytosol, thereby aiding the ainduced C&' release. Closure of VOCCs under
hyperpolarization disables this pathway of?Cantry thus increasing the depen-
dence of C#& oscillations on the cytosolic availability of 4P Another important
difference between the two cases is the span of the oscyllaghaviour that has
extended significantly in Figurg.11b. This feature is dictated by the strength of
heterocellular IR coupling (the value of coupling coefficient). Another disti
tion between the two response is the maximurd*€ancentration which is lower
in the case of uncoupled SMC in Figusel 1a than in b.
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Figure 5.11: A comparison of the cytosolic Gaconcentration of (a) an uncou-
pled SMC and (b) a SMC from a single EC/SMC coupled unit. In EJ, and
SMC are heterocellular coupling via electrical and I€oupling and the agonist
stimulation takes place only at the EC surface. The Hopfrb#tion has shift to
the right on x axis in (b) compared to (a).

Figure5.12shows the influence of different media of heterocellulariog
affect the C&" dynamics in a SMC, in (a) and (b) and an EC in (c) and (d).
ijCagomst is increased from 0.0uM/s to 0.4 uM/s at 100 second mark. In the
case electrical coupling only (dynamics shown in red), dnal fails to elicit an
increase in the SMC CG& concentration (Figur®.12a). There is a prominent
increase in the Ca concentration of the EC in Figui®12Z which apparent is
biomodal, first peak around 100 seconds and the second omgasidh 200 sec-
onds. The second peak is by virtue of decreasing ifPthe cytosol of the EC
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due to removal of the stimulu§pLCagomsl, at 200 seconds. The membrane poten-
tial, however, is hyperpolarized in both cells. SMC membrpatential, although
relatively less negative than that of EC’s, follows the pattef EC’'s membrane
potential faithfully, suggestingtrongelectrical coupling.

Enabling two way C# coupling between the EC and SMC allows flow of cy-
tosolic Ca&* of EC, into the cytosol of SMC, under concentration gradiertus”

a corresponding slight increase in the SMCCeoncentration can been see in
Figure5.12a (dynamics shown in blue). Even though?Caa coupling enters the
SMC cytosol, it is unable to produce a marked increase inytesolic C&* con-
centration, primarily because of the inavailability ofagtlic IP; . The membrane
potential is hyperpolarized but relatively less negathvntin the case of electri-
cal coupling only. This is due to increased?Ceoncentration in the SMC, which
tends to depolarize the SMC’s membrane potential while thenlé@brane poten-
tial tends to make it more negative. The resultant membratengal, therefore,
is less negative than the previous case of electrical cogialione.

In the third case (dynamics shown in green), enabling thegupesof IR be-
tween the two cells has a significant impact on the SME& €ancentration. In-
flux of IP; from the EC cytosol to SMC encourages the iRduced C&' release
from the SR. Combined with the €ainflux from the coupled EC, the cytoso-
lic Ca?* concentration is enough to put the cytosolic oscillatoo i oscillatory
state. Thus, the presence of;IRs an enabling factor to induce &aoscilla-
tions in the coupled SMC. Before examining the EC:Czoncentration, let us
first probe the status of membrane potential in the two cdlisSMC, in Fig-
ures reffig:EC/SMCdynamicsa & b, the membrane potential lasoihs are in
phase with the G4 oscillations and also with EC’s membrane potential in Fig-
ures reffig:EC/SMCdynamicsd. Note that in Sectd, it was shown in the
Figure4.3that the oscillations in the Gaconcentration and membrane potential
of an uncoupled SMC are anti-phase. The cytosoli#® Cancentration of the EC
also oscillates, which is a significant feature since theswntic C&* concentra-
tion of an uncoupled EC can not oscillate at any stimulatewel, as shown in
Figure4.9a & b. This behaviour in the EC can be attributed to both, thel-os
lating membrane potential of the EC and also thé*@aupling with the neigh-
bouring SMC, whose oscillating €aconcentration, at times surpasses the maxi-
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mum C&* concentration of the EC, thus reversing the direction of gagtjonal
ca&* flux, i.e. Ca* flowing from SMC to EC on those instances. The downstream
consequence of the oscillations in EC’s?Ceoncentration of and membrane po-
tential have not been addressed in detailed in this thesi# miprobable that
this behaviour can contribute to fluctuating activation af@vnstream process,
such as activation of eNOS, and elicit responses which dileeuthose seen in an
uncoupled or homogeneously coupled populations of ECs.
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Figure 5.12: A single unit consisting of an EC and a SMC coupled via eleatri
(red), electrical and Ca (blue), and electrical, Gaand IR coupling (green).
(a) and (c) shows the cytosolic €aconcentrations of a SMC and EC respec-
tively. (b) and (d) show the time course of membrane potefdraa SMC and
EC respectively. Only the EC is stimulated wﬁn%gomst:OA UM/s between

1000<t <2000, anﬁpL%gonisfo.OluM/s elsewhere. Only in the case of adding
IP; coupling between the two cells, the SMC2Caoncentration and membrane
potential oscillates. These oscillation also induce alainaind in phase response
in the cytosolic C& concentration and membrane potential of the neighbouring
EC.
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Chapter 6

Parallelization for Large Scale
Computational Domain

The length of an atherosclerotic lesion in muscular argesieeh as internal carotid
or coronary arteries, ranges from an order of millimetresa tew centimetres
(Ryan et al. 1988. A high incidence of these plaques occur near the bifurca-
tion areas in of the arteries. These regions experience leanpod flow pro-
files, termed as disturbed flow, with consequent substaspatial gradients in the
wall shear stress. Accompanying the spatially varying \wh#ar stress bound-
ary layer, is the spatial variation in the concentrationrmtary layer of the blood
borne species (e.g. ATP), which are agonist to specific tecepxpressed on the
endothelial surface of the arterial wall. Thus the areah disturbed flow and ac-
companying impaired mass transport, where atheroscseoasurs Cheng et al.
2006, form the computational domain of interest for the prestundly.

6.1 Motivation for Parallel Computation

In order to make the computational domain of interest phggioally relevant, it
is important to match the scale over which the physiology paithophysiology
takes place. Considering the morphology of the cells (i.e.ctl length, width
and volume) and the orientation in which these cells sit imalksection of an
arterial tissue, suggests that a mere centimetre (1 cmaicsithe number of cells

127
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ranging from hundreds of thousands, to millions of cellse Basis of this notion

is the length scale of a single EC or SMC, which is of the ordea téw tens of
micrometers (M) and each cell contains 4 to 7 and some times 8 nearest neigh-
bours. From the computational point of view, each singlé¢ moeldel expressed
as 4 ODEs in the case of an EC and 5 ODEs for a SMC. Considerindnérac
teristic lengths of single EC or SMC and coupling topologydascribed in the
Section5.3, an arterial segment of length 1 cm and a diameter of 4 mm ¢f th
order of a coronary artery diameter) can have 220320 cef128 SMCs and
61200 ECs). This gives rise to a computational domain withr /@862 million
degrees of freedom or ODEs to evaluate the solution at eahdiep. Solving
this computational domain clearly needs extensive contipui@ resources and
a very fast CPU speed to compute practically long time scaleshacan demon-
strate the evolution of slow cellular processes locally gliothally across the axial
and circumferential planes.

Figure 6.1 highlights the increase in the computational expense witheas-
ing cell load (i.e. number of cells in the computational dampan terms of the
compute time. The exponential increase in the compute tiitleimereasing num-
ber of cells can not promise acquiring the solution for a cotaponal domain of
the sort described above, for a time scale of at least husdreseconds. For the
same computational ensemble, the computational expemrsg@éxted to exacer-
bate when the agonist stimulation an;@agonistin non-uniform, across the axial of
circumferential plane. Spatial nonuniformity in stimulascircumferential direc-
tion has not been included in this thesis and it is only confteevariation in the
axial dimension. Thus on a serial platform executing a stinecl program, com-
pute time becomes a bottleneck to simulate large, physizdtyg relevant length
of an arterial segment.

Another important parameter to consider is the virtual mgnadlocated to
the program by the operating system (OS). Upon compilingd (iking) of a pro-
cedural or structured C program, an Executable and Linkileg(ELF) generates
which is in binary format. Soon as this ELF is executed, soreenory space is
allocated to it by the OS in the global memory space. Thisesp@asegmented
into four virtually contiguous segment or frames viz, teddta, heap and stack,
as shown in Figur®é.2 Textcontains all the instructions (in binary for) written
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Figure 6.1: (A repeatation of Figur&.6) Figure shows CPU time versus the size
of the computational domain in terms of cell load. The executime increases
after a cell load of- 1000 cells is reached. A comparison between low level (-O3)
and highest level (-O5) compiler optimization shows theuctidn in the compute
time. The simulations were executed on a single core (psocgsf IBM p5 575

system.
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in the source code. The access permission to this segmesddsand execute
only. Stacked upon this is another segment cdllath, which actually is divided
into two segmentgjata and BS@SS = Block Started from Symbol, this name is
now depreciated), which contain initialized variable andstant declared in the
global scope and uninitialized variables, respectivelye @ccess of this segment
is read and write.

Soon as the execution of the program starts, the memoryadédiddo the pro-
gram istext+dataand some overhead. The program memory, however, can ex-
pand if calls to function for dynamic memory allocation, Buesmalloc(), are
there in binary of the source code . This dynamic memory atloa is located
above the data segment and is caledp Heap and expand or contract with the
allocation and deallocation of the dynamic memory.

Data

Text

Figure 6.2: Memory map of a structure C program’s virtual memory. Sdhe$
represent that the segment size cannot vary where as theddhse represent
that the segment can expand or contract according to themdgradlocation or
deallocation or pushing new temporary variables belonginfunctions called
subsequent to themain() function. Note that this contiguous map is of virtual
memory allocated to the program, which is related to the ichy®r real mem-
ory space (may or may not be contiguous) by a lookup tabléeccphge table
maintained by the operating system.

Structured C programs have a local hierarchy of functiotsc&dach calling
function passes arguments to the function called. Thedé&llection may also
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have some temporary variables, initialized or uninitidizthat are declared in the
local scope of that function. These are stored at the topeo¥itttual memory in
the segment callechll stackor juststack Stack can also expand but the direction
of its expansion is from top to bottom and data is access byLdFlast in first
out basis.

In the program flowchart shown in Figube5 each cell, either an EC or SMC,
is a C structure with members including all state variabtasc and coupling cur-
rents and other local information such as location in therimand local hemo-
dynamic variables €.9-prkagonist OF WSS. Multiple instances of these structures
form the populations of EC or SMC by dynamically allocatihg mmemory using
malloc(). Also, the solver RKSUITE requires multiple arrays of the sdength
as the number of equations (remembering that each SMC is ss@bBé&an EC is
4 ODESs). While setting up the solver to solve witiethod 2or Runge Kutta(4,5),
it requires allocation of memory as big asx@2q(whereneqis the total number
of ODESs), for its own use. Thus increasing the cell load (nerdf cells) will
increase the number of instances of these structures amyé¢hleeads that come
with the solver, and stored in the heap segment. While dealitiyvery large
populations of cells, the memory resource thus can be ausdlimaitation.

In order to avoid these bottleneck when dealing with phygjmally relevant
cell population size, related to memory resource or imjraky long compute
time to simulate the system for a physiologically relevamiet scale, alternative
computing options must be sought. Parallel computing cauige an answer to
these limitations. Pooling of computational resource®teesa single problem or
run the same C program over a multiprocessor machine is agrapprospect for
solve large scale computational problems. The next sedigmusses some plat-
forms and the pros and cons of their use. Later sections@tdine development
and implementation of the parallel code on the computintfguia of choice.

6.2 Architecture for High Performance Computing

Flynn’s Taxonomy, presented by Micheal J Flynn in 1966/1n, 1972, classify
the multi-processor computer architectures along twopeddent dimensions, in-
struction and data and each of these two dimensions can Itaee ef the two
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states, single or multiple. Computers can either be:

e prev instruct prev instruct prev instruct
load B load A(1) load A(2) load A(n)
C=A+B - load B(1) load B(2) load B(n) -
store C 2 C(1)=A(1)*B(1)| C(2=A(2)'B(2) C(n}=A(n)*B(n) :
A=B*2 store C(1) store C(2) store C(n)
next instruct next instruct next instruct
stored P1 P2 Pn
(a) (b)
prev instruct prev instruct prev instruct
prev instruct prev instruct prev instruct load A(1) call funcD do 10i=1,N
load A(1) load A(1) load A(1) load B(1) x=y*z alpha=w*3 -
C(1)=A(1)"1 C(2=A(1)2 C(n)=A(1)*n § C(1)=A(1)*B(1) sum=x"2 zeta=C(i) :
store C(1) store C(2) store C(n) store C(1) call sub(i,j) 10 continue
next instruct next instruct next instruct next instruct next instruct next instruct
P1 P2 Pn P1 P2 Pn
(©) (d)

Figure 6.3: Theoretical single processor and multiprocessor ardhites de-

scribed by Flynn’s Taxonomy. (a) Programs execute secalntin an SISD ma-
chine irrespective of the dependencies. (b) Multiple datass can be worked
upon at a time on a SIMD machine. This can be a multiprocessoutiithreaded

approach. (c) Real world realization of a MISD machine, whatdtiple instruc-

tions can be executed on the same data stream, has not bestinigoogd) The

most common multiprocessor architecture used today is MiMBere multiple

instruction streams can work simultaneously on multiptadg@gment.

e Single Instruction, Single Data (SISD)As shown in Figures.3a, this is a
serial computer with one instructions stream is executethbyCPU at a
time, acting upon a single data stream. The execution of atadhitecture
is deterministic i.e. predictable. Right from the olden dayttis date, this
architecture is used even in most of the modern day PCs.

¢ Single Instruction Multiple Datat (SIMD) : A type of parallel computer, as
shown in Figures.3b, where all processors in a multicore or multiprocessor
machine execute the same instruction on different chunilataf. This type
of computing architecture is an appropriate choice for [@wois where data
is highly regular/structure (i.e. arranged in a matrix) #meldata elements
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are coupled. This also gives rise to the requirement of symibation in
communication thus making the execution deterministic.

Multiple Instruction Single Data (MISD) :Theoretically these machines
should be able to execute multiple instructions on a singta dtream. To-
date, no such architecture has been realized. For this fgenagach pro-
cessor should be able to access the same data location &t artohsince
every processor is executing different sets of instrustitimey should all be
able to manipulate the same data location at a time. Thisaictigality, not
possible.

Multiple Instructions Multiple Data (MIMD) : Several instruction sets
can be executed on different data sets, at a time by sevare¢gsors on
a multiprocessor machine. As shown in Fig@é.&d, this architecture is
best suited for the problems were the data is mutually exausnd has
no dependencies. Thus making subtask executing on segofantgually
exclusive data can shorten the time of computation sigmifiga MIMD
system cannot be adequately classified by Flynn Taxonommeald his
is because both small (few processors) and large (thousdnptecessors)
clusters of processors capable of such multitasking fedl the MIMD cat-
egory and they behave differently. Another dimension toiaddassifying
the MIMD systems efficient is the memory where the data is.kept

Shared Memory Systems With multiple CPUs, these systems share
the same memory address space. Thus the user need not becawae
location of data when accessing it by any of the member psace®f the
cluster. Shared memory systems can be both SIMD or MIMD. Aoarec
processor (a single CPU capable of executing single ingbruset on an ar-
ray of data simultaneously) is an example of shared memdwpSilass or
(SM-SIMD). Shared memory MIMD subclass is implemented3ynmet-
ric Multiprocessing(SMP) where identical CPUs or processors share the
main memory address space. Interestingly, a SMP machinbeanade
to work as a SM-SIMD by using specialised vector operatibralies de-
signed to implement simultaneous operations on large sienag eliminated
the need for excess use of loops, but the vice versa is nabpmsshis can
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be achieved by using software protocols suctOpenMP The programs
written using OpenMP are compiled by specialized compNaultithread-
ing is another way to exploit the capabilities of such aesttiires. Fig-
ure6.4a elaborated the SM-MIMD architecture.

Ideally, the memory access to all CPUs should be direct antbramly
quick, which can be best achieved if all processors are gn ddinfortu-
nately, the progress in adding multiple cores or processos single chip
and high performance memory hardware has not been as fa& axcteas-
ing speed of a single core/processor. Large shared memosyecs are
made of connecting two or more SMP machines through fastcommect
buses. Although a processor from one SMP unit may accessah®mg of
another SMP unit, the access is not as fast as the local meanoegs.

Distributed Memory Systems Figure 6.4 shows the layout of a dis-
tributed memory machine. Each CPU in this case has its owrciassd
memory space and other CPUs in the cluster cannot have diestiony
access to its memory address space. The user, thereforebenaware of
the location of the data before accessing it and this aceessplicit, un-
like the SM-MIMD case where CPUs can access memory addresg spa
directly. A distributed machine can either be of SIMD or MIMdDchitec-
ture i.e. DM-SIMD or DM-MIMD. DM-SIMD machines are also know
asprocessor arraymachines because they operate in a lock step where all
CPUs execute the same instruction set on different data alsmat the
same time and interprocessor synchronization is requikedaster proces-
sor issues the instruction sequence to the processor arnéyprocessing
layout is best suited for applications with no data exchape@veen the
processors, therefore no interprocessor synchronizatiibbe required. In
case where applications require data exchange betweeessms, it has to
be sent, upon request, explicitly from the local memory xigmal network
routers. This can be done using message passing protocblasdessage
Passing Interfacer MPI, a standard library for interprocessor communi-
cation in distributed memory architectures. This can $igantly limit the
performance of the machine. This makes a DM-SIMD machinearfet-
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sible choice for applications were interprocessor exchaagequired. A
DM-MIMD machine provides the option of implementing mulgpnstruc-
tion streams by several processors on multiple data streamheir local
memory address space, at a time. For applications with naresgent of
data exchange, several tasks can be performed autononwuslijfferent
individual processors or sets of processors, on differatet segments. This
gives significantly enhancement in performance.

Formally put, thememory bandwidtlithe rate at which data can be read from or
stored into the memory by a processor) should increaserline&h the number
of processors. The major advantage of having distributedong or shared mem-
ory is that the memory bandwidth scales up with the numberatgssors. The
major disadvantage in the case of distributed memory isiegatency (formally
defined as the delay in sending O bytes of data from one proxsess another)
increases, as compared to a shared memory architectureenh@ptation of high
bandwidth and low latency communication links for interaeation of processors
has bridged this gap and put DM-MIMD machines as front ruen€or transfer
of data from one processor to another, MPI protocol is imgletad in software,
and is ade factomessage passing standard. Despite the obvious advantages o
simpler programming on SMP clusters and faster memory a@meapared to the
a distributed memory architecture, the lack of memory and G&dlability makes
them an inferior choice for problems that are large scaleragdire substantial
amount of interprocessors data exchange. On the expenstatfely slower
interprocessor communication, distributed architectuespecially DM-MIMD
machines provide scalable bandwidth over very large nurabprocessors. Al-
though the programming is tougher than for shared memonhjtaatures, the gain
is worth the effort since the local memory access is fastthadsolation of local
memory from the memory of other processors eliminates tleel fier maintain-
ing cache coherency (the need for updating the data broogh8 ttache from
the main memory by a processor, while another remote procele®s a write
operation on it), which is important in a SMP machine.

Hybrid architectures where shared memory and distributexshamy are simul-
taneously implemented, have made computation possible@sgale and show
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Figure 6.4: MIMD machines can be classified into to categories based en th
hard-wired permission of client to the memory address ohib&t. a Processors
in a Symmetric Multiprocessing (SMP) machine can sharedhcommemory ad-
dress space, making the data location transparent to theMigkiple SMP units
can be connected via high performance buses allowing di@ss to memory
space of each other. The communication between two SMP igrstewer than
when processors of the same SMP communicate. (b) In casstabdted mem-
ory, each processors (either single core or multicore) hia®e own associated
memory to which direct access by another processor is nawed. Processors
are networked through high performance (high bandwidth,l&dency) intercon-
nect and the processors communicated via exclusive calie nmathe program
using message passing protocols such as the Message Rassifage or MPI.
(c) A hybrid shared-distributed memory machine physicallgens the extends
the memory address scape of a processor by increasing theenwicores per
processor. Each core can aces the associated memory spiéE®tver remote
processors have to make an exclusively call/request tesaaaa in the memory
address space residing in its memory using MPI.
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promise in to achieve exascale performance. Figue shows the memory ad-
dress arrangement in hybrid distributed-shared memohytacture.

Blueferr®, UC’s supercomputing facility formally known as University
Canterbury Supercomputer (UCSC), houses two supercomp@esis a sym-
metric multiprocessing machinBM p5 575 and the other is a massively paral-
lel DM-MIMD machinelBM Blue Gene L. Salient features of these two parallel
computers are discussed in the following sections.

6.2.1 IBMp5575

An example of a distributed shared memory MIMD machine, IBMt8yn pEI>M
575 is a member of IBM'p Series and uses IBM Powerb+microprocessor
as its core building block. Eight Power5 processors, opegatt 1.9GHz clock
frequency and sharing a total of 32 GB of memory (4GB assediatith each
processor), make symmetric multiprocessing node SMP node, shown in Fig-
ure 6.5, Power5+ is a dual core processor and both cores share a U8védr
3) cache of 36MB and L2 cache of 1.9MB and each has its locahkftuction
(64KB) and data (32KB) cache. A 16 core version is also availaldiiere both
cores of the dual core Power5+ processor are active. Eachgsor can read from
the L2 or L3 cache of another processor but can only store ibe on its local L2
or L3 cache. At Bluefer, the p5-575 serve consists of 10 such nodes.

A mix of interconnect networks (e.g. Gigabit Ethernet andlaannel Infini-
band, which is, theoretically, 10 times faster than Gigg&liiternet) connect these
nodes to provide a sustained bandwidth of 105.5 Gigabgesidis is considered
a high bandwidth and provides the backbone of internode aamwation. Hence,
each p5 575 node can aces a total of 15.2MB of L2 cache, 288MB afiche
and 32GB or main memory (expandable to 256GBs as the node caviigs
64 slots for DDR2 memory DIMMs i.e. 4GB64=256GBs). Each of the avail-
able nodes in the UCSC'’s p5-575 system are logically pargtiqwirtually made
as a separate computer) into LPARs or Logical Partitions.hE&AR runs its
own Operating System Instance (OSI). Some of the LPARS run ABX IBM'’s
UNIX based operating system, while others run SUSE LinuxeEmise Server
9 (SLES9). Depending on the requirement of memory resoutbesuser can
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choose to use a development node which serves a standaloneedgor shared
memory or SMP machine with 32GB memory. It is worth notingehtrat de-

spite the high bandwidth and low latency of the network icd@nect, Infiniband,
theintranodecommunication is much superior in efficiency and speed. Timas

could expect a drop in performance when doing internode caencation than

executing an application on a single node.

Power Distribution Module

— —— Eight DCMs

One active core per DCM

Memery - four SMis
and eight DDR1
DIMMs per DCM

Cooling
Module

() (b)

Figure 6.5: (a) Schematic of a Power§“+chip. (b) An open node case of p5-575
showing the memory, the dual chip module (DCM) and the fans.

6.2.2 |IBM Blue Gene/L

Blue Gene/L (BG/L), is an example of distributed memory MIMRlaitecture, is
the first of IBM’s Blue Gene series. The goal of the Blue Gene desis to make
ecofriendly, a power miser, yet extremely fast supercoensuio enable compu-
tation of the complex problems that are limited by the avmlity of computing
power. A node, in the case of BG/L, constitutes a 700 MHz dued &ower PC
440 (PPC440) processdbéra et al.2005. A compromise on the processor speed
comes with a gain on lower power consumption. Dependingeptkferential use
of the two cores, either inoprocessor modevhere the computation and commu-
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nication are handled by two separate cores, airitual node modewhere each
core handles both its computation and communication inodgaly, thus virtu-
ally presenting itself as an independent processors ohanabde. Figur®.6a
shows the PPC440 schematic of internal resources. It is lmassgstem-on-chip
design where each of the two cores has separate L1 insinuatio data caches
(32KB), a separate L2 cache (2KB) for each core and a sharedblaigtiwidth,
low latency embedded DRAM serving as a 4MB L3 cache which plevifast
compensation to the L1 caches in the case of a cache missmakess each core
a high performance core on its own. The second core, irtdpeocessor mode
serves as an /O processors to handle communication whiteeather core does
the computation simultaneously. Unlike the standard PB®@dA0 processors,
the ones used in BG/L are modified to have an on-8bigting point unitor FPU,
code namedlouble hummer It has two FPU functional units that are capable
of performing 64 bit arithmetic operations such as multigtids, divisions and
square-roots thus provided high performance precisidghragtic facility that is
on-chip and avoids limitations caused by bandwidth issueghe coprocessor
modethe node has an exclusive access to 512MB main memory whiereas
tual node mode each core wartual nodecan access 256MB. Again, the gain of
have a system on chip comes with a trade-off of how much camberpa chip.

The dual core compute chip is used to horizontally scale aaidera many core
system. Here itis important to realize that the system op@désign means that no
other processor has direct access to the memory of a prosessibthe only way
to exchange interprocessor information is through extemaing, as per nature
of a distributed memory architecture. In order to explo& domputational accel-
eration provided by the on-chip resources of a node/comghifg the network
should also be of high performance. Nodes are connectedhighabandwidth,
low latency network, 4X InfiniBand. It is a point to point, birelctional serial link
(sending one bit at a time) between nodes and is designedgcealele. The 4X
stands for the signalling rate or data rate which is 4 timdastsas the signalling
rate of the standard serial connection via InfiniBand. 4X Ib&ind has become a
standard implementation today and is popular in internasensunication within
distributed machine or connecting nodes with high perfercegperipherals such
as file systems or high speed disk drives.
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Figure 6.6: (a) The dual core Power PC 440 processor is the computatimtal
of BG/L. Schematic shows the internal resources of the PPQoddcessor. (b)
Schematic shows how the system is scale out (horizontadledito make aack

or cabinetof BG/L consisting of 1024 processors (i.e 1024 dual core PRC44
modules) or 2048 cores. BG/L at the Bluef@ris a two rack system with a total
of 2048 compute nodes or 4096 cores.

replaceable unit) (dxdx2) 15-20 kW
25mmuc32mm S0/180 GFfs

Internode communication may involve the transit of the rageghrough many
other nodes in the system. BG/L nodes are connected in sucly aonas to re-
duce the displacement of the message from one node to andheh node is
connected in six different directions for nearest neigllmmmmunication ir8D
torus configuration. Nodes not located on the boundaries form a &Bhmvith
their six nearest neighbours. Nodes on the edges are lo@o&dds shown in the
Figure6.7, thus ensuring that each not has identical number of neaeegtbours.
In 3D torus connection, each node support an aggregate ldthdef 2.1 Giga-
bytes/s and a latency od 100 nanoseconds. In addition tatwosother network
configurations are implementedopllective networkand thebarrier network or
global interrupt The collective network handles the interprocessor comaoadn
tions ofone to all all to oneor all to all nature. These broadcast communications
are used in parallelizing, via software, the global arithmeperations such as
max, min, global sum or mere updat®es interprocessor synchronizations. The
barrier network implements a global boolean operation “OR"atl the nodes.
This is very useful while implementing barrier synchrotiaa of processors in
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the software. The physical network ensures the paralteizauch operation so
as to match the performance with other networks when theysed in combina-

tion.
71}i

AN

v /U

C D
J = U
Figure 6.7: 3D torus network is the backbone of the BG/L interprocessan-co
munication. Each node is connected six way to its neareghhbeurs. Figure
shows how the nodes on the edges are wrapped to avoid edgevetieh map-
ping a problem. Red, blue and green lines are the physica bgld X InfiniBand
interconnect.

6.3 Parallel Algorithm

Granularityis an qualitative measure of the ratio of computationalwgmterpro-
cessor communication in a multicore environment.cdarse grain parallelism
suggests that in a period where one unit of work is compldtedcomputation
dominates and interprocessor communication is less in adsgn, whereane
grain parallelismindicates a higher communication to computation ratio.hi t
present scenario, the intent is to solve a problem contginary large number
of arterial coupled cells exchanging information in a pampoint manner rather
than globally. Although the information exchange is betwé®e nearest neigh-
bours in this case, the very nature of intercellular cowgpdiall for the completion
of information exchange over the whole problem set befoaelimg forward in the
next time step set by the solver's (RKSUITE’s) adaptive siep sontroller. Thus
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there exists an implicit barrier synchronization of all #ells, in time. Shared
memory architecture such as IBM p5 575 can hold large setstafliecause of
the processors can access vast memory address Jpatoenatic parallelization

is a method of testing the potential of parallelism in an magpilon on a symmet-

ric multiprocessor. When compiling with IBM’s XL C/C++ compilerptimized

for AIX operating system that runs on IBM pSeries machine, gtioa -qgsmp

is used for generating a binary/executable file that is apgdhto run on a SMP
machine. Compiling the serial C program, whose flowchart fegishown in

the Figures.5, gives no performance enhancement when executed on the UCSC’s
p5-575. Tables.1 shows the CPU times for a simulation of 10 seconds of a cou-
pled cell population constituting a straight arterial segin 1.6 cm in axial length,
100 um in diameter, and contains 7680 ECs and 19968 SMCs. The CPU time
remains more or less unaffected with either mapping thelpnolon to one node

or multiple nodes. Also, increasing the number of proceskas no effect on the
CPU time. It should be noted that in a shared memory systene than one pro-
cessors cannot access a data location in the memory. Whilpronessor reads
this data location, others will have to wait. Members of thecures holding
local information of a cell is required to be accessed by ntloae one processors.
This situation occurs more frequently in the caseafiplingfunction, where an

it" cell may have its nearest neighbours mapped on differeregsnrs or nodes
and each these processors attempts to read the contenesBfcil.

Worth mentioning is that the compile time automatic pataiion tends to
find the iterative loops, e.dor or while loopswhich are not dependent on one
another. Once sighted, thgsmp option directs the compiler to make these loops
thread safe (i.e make the loops capable of running simwiasig without effect-
ing the integrity of the code). Loops which are mutually esole but address the
same data locations are not suitable for parallelizatiothbygsmp option. This
is applicable to the present case where loops in multipletfons in Figures.5,
such assingle cellor coupling address the same data location and thus cannot be
parallelized.

Parallel programming model based GpenMPexploits the shared memory
architecture to its fullest but in the instances such as tbsgnt case where many
processors may access a data location at a time, blockirepmaghore technique
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| Total no. of processors| No. of nodes| No. of processors per node CPU Time |

1 1 1 2024.00
8 1 8 2064.00
8 4 2 2031.00
8 8 1 2018.00
32 8 4 2044.00
64 8 8 2066.00

Table 6.1: Compute times of different scenarios of mapping the problemazles
of IBM p5-575 machine compiled with automatic parallelipati

is used where the data location is made accessible to onegs@cat a time.
Performance may increase substantially in the case wheréata is seldom ac-
cessed in an iteration by the processors. In the presenhoassser, the memory
locations holding the state variables of each cell are aecefequently espe-
cially while the functioncouplingis called, this may limit the performance yield.
Restructuring from functional or data flow aspect of the athar may make it
conducive for multithreaded program. This can make a sigantiimprovement
when targeting hybrid computing architectures (i.e. sthaned distributed mem-
ory working together) is employed.

Close inspection of the pattern of information exchange betwthe cells
reveals resemblance with the architecture of the Blue Gerfegdlhas been dis-
cussed in the previous section, a 3D torus connection in B&#bkes connecting
a process to six nearest neighbours in x, y and z directiohs.nanagement of
interprocessor communication adheres to a standard neegaaging protocol im-
plemented by Message Passing Interface (MPI), a library fuinCtions the calls
to which are embedded in the program. This parallel progreagmmodel is thus
called themessage passing mod@llithough not being the only one, MPI has be-
come thede factoindustry standard for message passing. Although suits toost
distributed memory systems, the use of a message passirg imodt limited to
these architectures. Data exchange between two processo@erative, unlike
shared memory. Aendoperation by more processor must be complemented by a
receiveoperation or call by the receiving processor. The interpssor can be in
either of the three mode:
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one to one

one to many, and

many to one
all to all

All except the first are characterized as collective commation, where as the
first one is gpoint to pointcommunication operation.

A problem can be decomposed on the basis of two aspect, catiqmal do-
main or function.Domain decompositiomplies dividing the complete computa-
tional domain into small chunks and mapping them onto varjgocessors. On
the other hand, if a program application is segmented suathstinaller chunks
of tasks/instructions are mapped onto multiple processoisis termed atunc-
tional decompositionWhen one program is executed on all processors containing
a domain decomposed data set, this is called a SPMiIngte program multiple
data approach to parallel programming. Domain decompositiach 3RMD are
employed here, in the case of coupled cells, the details afiwdre covered in the
following sections.

6.3.1 Problem Decomposition

Coupled matrices of cells with different aspect ratios isdartapped on a number
of processors. In the program executing on a serial platftvennumerical solver,
RKSUITE, takes a solution vector of lengtieq which is the total number of
ODEs in the computational domain, to solve the computatidoenain at each
time step taken. Moreover, the time step selection is agajti the steepness or
stiffnes=f the solution, i.e. morstiff the solution, smaller the next step, until the
global error is within a user defined range. This summarizes the salienarie
that are to be dealt with when mapping the problem onto maonggssors of
BG/L.

The strategy for parallelizing the arterial segment is bgndim decomposing
the computational domain in axially direction and mappiagtechunk onto one
BG/L node. This is shown in the Figu@8 Each BG/L node then calls an in-
stance of the C++ object numerical solver, RKSUITE, which teelves for the
ODEs in time, corresponding to the cells mapped locally. ddles on the edges
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of subdomains on each node communicate there couplingmafiton the their
immediate neighbours (adjacent nodes in this case) anéhteimode communi-
cation is handelled by point to point MPI communication atreime step. The
parallel C code executing on each BG/L node is discussedail deSectiort.3.2

A straight arterial segment of length and diameters thaewapractical to solve
with a serial C code, discussed in Sectidnd.2 can be mapped onto several
processors. How well the algorithm scales on BG/L is disaligs&ection6.4.

6.3.2 Implementation of SPMD

Figure6.9 depicts the algorithm that each BG/L node executes on theosodia
allocated to from thelobal computational grid. The subdomaining is managed
by amaster nodenode 0 in this case, which calculates the total size of thepeo
tational domain from the information received from the usech as axial length
and the required diameter of the arterial segment. The ithgorexecuted by
the master node corrects the actual axial length and cirexenée of the arterial
based on the hardcoded information on the morphology of ealtfi.e the length
and the width of an EC or SMC). Based on this information, angetewumber
of the ECs accommodatable in the new axial length, the numbECe axially
per node and therefore the subdomain size is decided. Tioisriation is then
communicated to each processor in the global scope of existealled commu-
nicator, namely MPI_COMM_WORLD. From here on, all furthertrastions are
executed by each node in MPI COMM WORLD. upon receiving the sotain
information, each node creates instances of each cell ofdhgutational sub-
domain as a C structure whose members include state vajabfermation on
location on the grid and local stimuli values epga] s, Each node also allocates
memory of Send and Receive buffers where the coupling infoomas stored or
received at each time step.

Once the memory allocation is complete, each node initelesal instance of
C++ object of the solver, RKSUITE, which will have to deal witb@mputational
domain of sizeympsror nodgs!?r??:]g%rgﬁ%ﬂgirlaaltg? mgilncowuvl worLg-nlike the serial
program explained in Sectidn4.2where RKSUITE was used in “CT” mode, it
is setup in “UT” orUsual Taskmode in the present case. In the UT mode, RK-
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Figure 6.8: Schematic shows the domain decomposition strategy to neaqotin-
plete computational domain on several Blue Gene/L nodes.gfiden (a) rep-
resents the computational domain simulating a straigktialtsegment, decom-
posed in the axial direction (demarcated by the black daihell The cells in
green at the bottom are coupled to the cells in in green oniteplementing
the periodic coupling (closing the circumferential loofhe cells in yellow are
sinks to the effective computational domain (comprisedddisén grey and green)
making the boundaries non reflective. Each chunk, such agné@encircled by
dashed grey line an magnified in (b) consists of blocks osgapulations, ECs
and SMCs homocellularly and heterocellularly coupled whiteminimum sege-
mentable axial distance is equivalent to the length of 1 EC308MCs. The num-
ber of SMCs or ECs circumferentially depends on the diameténeotimulated
arterial section, which is user defined. Each such peritigicaupled segment
is then mapped to on BG/L node. The bidirectional arrows inrépyesent the
exchange of coupling information between the cells on tlyeed each segment,
using MPI calls by each processor.
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SUITE is given short time intervals between which it attesniat integrate the
solution for ODEs using its adaptive step size selectionn@¥&T in a loop al-
lows incrementing the solution by a defined interval. Thdeaiin synchronizing
the internode communication which sends and receives tingliog information
necessary for integrating the solution at each time stefgrAbmpletion of every
successful step, statistics report of RKSUITE is called diintpan RKSUITE
function STAT, which, amongst other things, reports thet séep size. Each node
then communicates its locally estimated new step size twalks, where the min-
imum step size is selected as new step size to proceed th@adlutime. This
way all the nodemarchforward in time, in synchrony. MPI_Alltoall is one of the
functions of the MPI library which can dormany to manyr broadcast commu-
nication and is an example of collective communication. Srauthe end of each
time step,the intercellular coupling data is exchange betwtwo neighbouring
nodes viapoint to pointMPI calls and the each BG/L node subsequently broad-
casts the next step size suggested by its local instance &KISUITE, to all the
processors of MPI_COMM_WORLD. Once all the nodes have reddive step
size of all other nodes, every node then evaluates the mmistap size and sets
it as the next step size for the RKSUITE.

Point to point MPI communication between two nodes can béampnted in
eithersynchronousr asynchronousode. In synchronous mode, each MPI_Send
must have a matching MP1_Recv posted on the destination fiicithere is a mis-
match, the code will be stuck waiting for the appropriatacacto be taken by
the other node. This is called a “deadlock”. The computafia@lomain decom-
position, as shown in the Figu@8, each node, except for the first and the last
node, has to communicate with two adjacent nodes, one onsgdehin the case
of synchronous point to point messaging, at the end of eawh $tep, each node
will posts an MPI_Send to two nodes it is communicating to #r&h posts a
MPI1_Recv, expecting a message from each adjacent node. sThaind to pro-
duce a deadlock because each processor is going to expeessage received
acknowledgement from the destination nodes it has sentatsage to. One way
around this is implementing one sided communication whacé ereceding node
posts a MPI_Send and the following node post a corresporMi?ig Recv. Once
it is completed in one direction, i.e. from nodéo n, the same should be imple-
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mented in the reverse direction, i.e. fronto 1, thus noden sends first ana-1
posts a corresponding receive.

Load balancing is a term used to refer to extent of evennetbeoafork (com-
putation) distribution to each node in the MPI_COMM_WORLD it present
case, load imbalance can occur in two scenarios; either a isochapped with
more number of cells compared to other nodes, or a node hasripute more
than other node. The later can occur when simulating theasgaadient in ago-
nist concentration, where RKSUITE on one node may decide&kndmaller steps
than other nodes in MPI_COMM_WORLD. If the internode commatian is
one sided communication in synchronous mode, a load imbalaray result in
slower execution of the code and the speed will be dictatethéyslowest node
amongst the group.

In nonblocking or asynchronousode communication between nodes allows
a node to post a MPI_lIsend for the destination node or MRdvifer the source
node (I being the prototype for calling MPI send and receisgnahronously)
and continue the computation without waiting feceiveacknowledgement by
the destination node or arrival of the message from the sonode . In the
case of uneven subdomain mapping or excessive computatianniode of the
MPI_COMM_WORLD, asynchronous communication helps in pnasgrthe
performance of the code by avoiding the wait time while comization is car-
ried out. The parallel algorithms presented in this thesipleyed asynchronous
point to point MPl communication.

In the case of implementation of spatial gradient in the &jaoncentration,
there is a possibility that the solution on a nddenay be more stiff than others.
In this case, the adaptive step size selection of Mgdeay result in dictating
unnecessarily small step size to all the nodes in MPI_COMM RND. Another
issue that the above presented algorithm may present ia¢heaise in communi-
cation overhead due to the repeated calls to collective aamgations while using
MPI_Alltoall for broadcasting of the local step size. Theaftdhart in Figuré.10
shows a modification in the algorithm to avoid this from happg. Instead of
selecting the minimum step size broadcast by all the nodab tiee node, the in-
ternode communication for transmitting the intercelludaupling information is
done at every &2 or 100" of a second. During this interval, RKSUITE on each
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node adaptively selects the step size depending on theest#ffof the solution
locally. This comes with no significant compromise on thadml of the com-
putational results, as shown in FiguBel, and will be discussed in th& where
the results of different intercellular coupling scenanie eonsidered. The perfor-
mance gain by using the improved version of the algorithm m@s-existent in
the case where intercellular coupling was trivial and hadnagor influence on
the computation of the destination node, but it did matter-trivial intercellular
coupling environment was implemented. The improvemenhegerformance
has been discussed in Sect®i.
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Figure 6.9: Flowchart shows the C code for every BG/L node. All work in b®xe
bounded by black solid lines is executed by all the procassanere as work in
blue box (dashed line) is to be carried out by thaster nodexclusively. The
boxes in green are function that are further highlighteceih lboxes bounded by
dashed lines. The grey circle specifies the time synchrboaim of the nodes
existing in the global instance of the communicator “MPI_CRMNORLD”.
After receiving the subdomain information, each node e®dt own sets of uni-
tary structures encoding either an EC or SMC. Each node thaatés a local
C++ object instance of RKSUITE to solve its computational subdin. Upon
successful completion of the step, every nodes commusitat! the nodes, the
step size for the next step reported by its local RKSUITE ims¢a The minimum
step size of all the nodes is then taken as the new step siZktbg aodes.
Magnified version of this flowchart can be found on page 211.
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Figure 6.10: Comparing with the flowchart in Figur@. 10, the box encircled in
grey is the ammendment where INTERVAL=F is a constant increment made
to the T_end, during which RKSUITE on each node can selecteikestep size
adaptively within this interval.

Magnified version of this flowchart can be found on page 212.
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6.4 Distributed memory SPMD implementation per-
formance

Scalabilityis a property of a system, or a software application (algojtin the
present case, that relates the performance of the algowitimthe expansion of
the hardware resources or the workload (problem size). & t®daid toscaleif

it performs linearly when resources (compute nodes or mghawe added to the
system executing it. Scalability is a measure of the perémte of an algorithm,
especially when mapping it on multicore computers. A sdalabde is always
desired as adding more computing resources improves tharpance of such a
code. In the light of this fact, it is useful to analyse how tive parallel programs
discussed in Sectio.3.2scale.

Two notions of scalability are of interest which determgihe performance
of a code, especially the one built on message passing mbdéhing hardware
resource as nodes on BG/&trong scalings how the solution time varies with
increasing number of nodes for a fixed problem size. Stroatingrtells us how
fast can an application run as number of nodes increaseisledahtext,speedup
is ratio of the compute time of a computational domain of $izen 1 node and
compute time of running the same computational domaip pamber of nodes.
Speedup= A (6.1)

Tp
whereT; and T, are compute times for running the application/code on 1@nd
nodes.

Weak scalings how the solution time scales with increasing problem,dae
a fixed amount of work per node. Weak scaling is tested by keethie prob-
lem size per node constant and increasing the number of nédate the strong
scaling is a qualitative indication of how the parallel dwead varies with number
of nodesn, weak scaling shows how fast or slow these overheads vahytint
growing amount of work per node. Figuré.11shows the performance of the
two codes. As a fixed problem size for strong scaling, anyadéaxial length
13.312cm (2048 ECs axially) and of %fm radius, comprising a total of 61440
ECs and 159744 SMCs were simulated. The arterial segment wadated with
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ijCagonistAuM/s on ECs, a rate of PLC known to cause oscillations in the un-
derlying SMCs, as was shown in Sectibrb.3 The intercellular coupling was
switched off when simulating the artery in the case of botthecorl his was done

to avoid the possible bias caused by the smaller time stemtak the numerical
solver because of Gaoscillation in SMCs, especially in the improved version of
the code, where the internode communication is allowed etyel0d" of a sec-
ond, which effectively means that the adaptive step sizércbof the numerical
solver, RKSUITE, has been switched off.

Figures6.11a & b show the strong scaling of the two codes, original and im-
proved versions, respectively. The intercellular coupldata is exchanged be-
tween the nodes using the point to point MPI implementatioasynchronous
mode, as described in Secti6ér8.2 The coupling coefficients of the intercellular
coupling environments (i.e. membrane potential?*Cand IR ) have been set
to zero thus making the influence of intercellular couplingidl. This makes
the computation, independent of the intercellular cogplamd each node can
now do same amount of computation. This is important to dossess the in-
crease in communication cost as the size of the system (imber of nodes in
MPI_COMM_WORLD) increases.

In the case of strong scaling in FiguBella & b, both codes scale strongly
on BG/L nodes. The linear scaling in the case of trivial inédltdar coupling
highlights that the communication cost does not increasesrsly with increase
in the system size. This means that the mapping of larger skdtaon bigger
number of nodes is plausible and comes with negligible comaation cost and
any additional cost will be arising from the computationgpect of the problem.
Thus both codes are scalable.

Weak scaling results, shown in Figur@éd.1c & d for original and improved
versions of the MPI code respectively, suggest that thegdanthe cost of com-
munication with increase in number of nodes is trivial. Tisisessentially the
because of the nature of the MPI communication implememteldea algorithms,
i.e. thepoint to point communicatiorBecause of th8D torusinterconnect of the
BG/L nodes and because of the dimension in which the compuatdtdomain is
decomposed (i.e. axially), each node can physically talkédwo adjacent nodes.
The collective communication in the original code dose wotsignificantly to the
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Figure 6.11: Figure shows scaling results of mapping the problem on the Blu
Gene/L nodes. Figures a & b show strong scaling of the two gatte original
and the improved versions respectively. Both are comparfaistyand scale lin-
early. Figures c & d, in the same order, depict the weak sgalfrthe two codes.
Both codes scale well on many nodes with little communicatiost.
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communication cost, as suggested by the constant plotihifeigure6.11c.

The scaling results presented in this chapter indicate dlssipility of simu-
lating large systems of coupled nonlinear equations by mapihem on many
nodes of BG/L. The speedups demonstrated in the figures m®wdh an expec-
tation that physiologically relevant time scales can beutated with in practical
compute times. The infrastructure developed in this chiafiterefore, is put to
test in Chapter.



Chapter 7

Spatial Effect of Coupled Arterial
Cells

The knowledge of the mechanics of networks of cells is bengnmcreasingly
important to further the understanding of how, and mainlywdystems work
they way they do. This need is not limited to human physiolbgy extends
to more diverse domains such a plant biology, zoology anecinisiology, with
applications of varying significance. Simulating coupledts; which are often
small scale systems in themselves, need computationalrgbatewas not avail-
able to man before this day and age. In many problems wherartit® being
coupled have nonlinear dynamics, it is sometimes difficukxtrapolate the ex-
pected behaviour of a large scale (physiologically relevsystem on the basis of
simulation results of smaller spatial or temporal scale ehodarge scale simula-
tions become necessary to gain insight into the mechanistierstanding of the
physiological observations.

In the last chapter parallel algorithms were presentedhalsite coupled pop-
ulations of ECs and SMCs on multiple Blue Gene/L nodes. Thersgadsults
promised the viability of mapping large populations of seller a large number
of compute nodes. This provides pertinent grounds to ifya& physiological
hypotheses which require the analysis of behaviours oélacgle systems and an
attempt to understand the mechanistic reasoning of payisagbgies orpatho-
genesisthus contributing to the therapeutic enhancement of theadies caused

157
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by these pathophysiologies. One such attempt is made ictiajster.

We begin by implementing an arterial segment comprisingaafd popula-
tions of coupled ECs/SMCs, represented by systems of nonlooegled ODESs
and stimulate them with spatially uniform agonist concatitn. The C& dy-
namics of ECs and SMCs will be presented and analysed. In arderderstand
the system’s response stimulated by spatially non-unitmoohemical signal, we
simulate apoint stimulationscenario, where a finite part of arterial segment is
stimulated by a high agonist concentration axisymmetgicdhis is a nonphysio-
logical scenario, commonly conductedirvitro studies of conducted vasomotion,
to observe the system’s response in terms of it “connectsiner its ability to
propagate information. Lastly, a physiologically releivaoenario is considered
where the agonist concentration profile is an approximagidhe spatial varying
time averaged ATP concentration at the arterial wall. Here variation of inter-
cellular coupling is also considered to represent the staitéhe arterial segment
ranging from normal to early atherosclerosis and finishinidp woupling in ma-
ture atherosclerotic plaque. Again, Caynamics of ECs and SMCs is observed
in these cases to argue the mechanics of the responsesreport

7.1 Coupled ECs/SMCs C&a Dynamics Under Spa-
tially Uniform Agonist Concentration

A straight arterial segment as shown in Figuréa, coupling via heterocellular
and homocellular coupling, is simulated to investigate résponse of coupled
cells under a spatially uniform agonist concentration. Betmtime interval 106
t< 200,3chagonistincreases from 0f/2M/s to 0.4uM/s. The agonist stimulates the
artery axisymmetrically from the luminal side, i.e. only E&s stimulated by the
agonist which models the binding of ATP in peripheral bloothie purioreceptors
P2Y4, which activates the G protein coupled receptor castlads generating
IP; in the EC cytosol. The details of downstream intracellulescpsses and
the mathematical expression modelling them have beenmezsen Chapter§
and5. The schematic representation of the cells are coupled éas $hown in
the Figures.1



7.1 Coupled ECs/SMCs and Uniform Agonist 159

I SMC homocellular

I EC homocellular

I Heterocellular

Figure 7.1: A straight arterial segment consisting of longitudinalisetched en-
dothelial cells, circumferentially wrapped around by cantile smooth muscle
cells. Cells are coupled with one another either homocelijutat heterocellularly,
as suggested by the colour code.
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Heterocellular Homocellular
EC SMC EC SMC
\Y/ Ca'|IP; |V ca'|IP; |V ca'|[IP; |V ca'| IPs
1 v v v v v v
2|V v v v v v v v
3|V Ve ve v v v v v v v
4 | v ve v v v ve v v v v v Ve

Table 7.1: By setting up various intercellular coupling configuratiahs effects
of spatially uniform agonist concentration on the?Cdynamics of the two cells
is considered. The homocellular coupling was altered irii®es5.5.1and5.5.2

Here heterocellular coupling is enabled or disabled to see the many cells
scenariois different than the response single unit or homocellular coupled
isolated populationso spatially and temporally uniform agonist concentration

The simulated arterial segment is 0.416 cm longu®@ in radius, and com-
prise of 4992 SMCs and 1920 ECs. Although the dimensions amr®spmately
of the order of ¥ order arteriole, it is shown later in the chapter that thendiger
dose not matter in the case when the agonist stimulates téraam an axisym-
metrical manner. Four cases of altered intercellular dogplare investigated
here, tabulated in Tabl21

In the first case, heterocellular coupling between ECs and Sisl@sable
completely. Figur&.2a shows the Ca concentration in SMCs and ECs laid out
parallel to the longitudinal axis. The €aconcentrations are taken at t=100 sec,
when the systems of equations have evolved to their steathsstThe ECs in the
case of disabled heterocellular coupling assume a highg®dosolic Ca* con-
centration, uniform axially. The SMCs on the other hand,imattasteady state
Ca* concentration which is low, similar to what they will attairnen stimulated
by low or no agonist (i.e. If? generation=0). In Figur@.2b, only heterocellu-
lar membrane potential coupling is enabled. The hyperaldrEC membrane
potential has now an influence on the membrane potential d§NMhaking it
more negative. The effect is increase in the activity of thembrane bound
Na'/Ca*exchanger which is responsible for efflux of drom cytosol to the
extracellular space and brings in the'Nans in a ratio of 1 : 3, hence the color of
SMC C&* concentration is mapped as dark blue compared to the foraseria
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Figure 7.2c presents the case where heterocellular membrane pbtenda
C&* coupling are enabled between the ECs and SMCs whereas thelttypes
are coupled homocellularly via €a IP; and membrane potential. Stimulating
with the samépLCagonistvalue of 0.44M/s, the C&" concentration in the cytosols
of the ECs is low compared what was observed in Figutgs & b. The SMC
Ca&"* concentration has risen in comparison to that seen in Figute where
only membrane potential coupling existed. ?Cdiffuses from high concentra-
tion pool in ECs to the low concentration pool in SMCs in thisecaghe effect
of the intercellular C# transport is controlled, between the two cells because of
the coexistence of hyperpolarized membrane potentiallcauplhe hyperpolar-
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Figure 7.2: Results show G4 dynamics of ECs and SMCs of a straight arterial
segment stimulated b¥.c,,=0-44M/s. The step increase ﬁﬂ’LCagonist takes
place between 106 t < 200 seconds. (a) Heterocellular coupling Is disabled as
the first case of simulation. (b) As a second case, heteubaelinembrane po-
tential is enabled. (c) Heterocellular €aoupling in also enabled in this case,
in conjunction with the membrane potential coupling. (dpwh the time evo-
lution of cytosol C&" concentration on the axial scale at time stamps 48,52 and
56 seconds. The color map at the three time steps suggesisehend fall of

the C&" concentration in all the cells synchronously. The last bax C&" con-
centration plot versus time of a SMC located at 0.204 cm onlahgitudinal
axis of the artery, which shows the €ascillations clearly. (e) shows a similar
behaviour in ECs which do not oscillate as isolated cells dramocellular pop-
ulation. The C& oscillations are demonstrated by the varying color in the to
three bars, suggesting a rise and fall of thé*Gancentration (the peak to peak
difference is smaller than what was witnessed in SMCs in {Id)& following plot

at the bottom shows the time evolution of an EC located at4z20axially. The
C&* oscillations are in phase with the SMCCascillations.

ized SMC membrane potential promotes the efflux of*Garough Na/Ca* ex-
changer while the G4 contributed by ECs tends to increase cytosolié'@athe
neighbourhood SMCs. The net €aoncentration in the SMC cytosol is thus
relatively higher than seen in Figure2b.

Enabling heterocellular B coupling, bidirectionally (i.e. from EC to SMC
and vice versa), produces €ascillations in SMCs, as shown in the Figuted.
Similar oscillations are also observed in the cytosof'Gancentration of the
ECs in Figurer.2e. IP; generated in the ECs, in response to the agonist stimula-
tion atijCagonist:O.M M/s diffuses through heterocellular junctions, modelling
anatomical occurrence of myoendothelial junctions betwe€s and the SMCs.
The resultant IR increase in SMC cytosol enables SR*Ceelease and down-
stream processes. The oscillations in the E€*Cancentration (as shown for a
single cell located at 0.204cm on the axis, are not indigerut an effect of the
coupled membrane potential. The membrane potential of M@ &lso oscillates
with the C&* oscillation, thus producing oscillation in the EC membrpotential
too. Such effect was also observed in the case of singlemu&éctions.5.3and
shown in the Figur®.12 Thus in the case of stimulation with spatially uniform
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agonist concentration, the ECs and SMCs behave in synchramyttue complete
axial length. The significance of heterocellulag IBoupling has been highlighted
by the results. In the absence of heterocellular é®upling, the SMC C# con-
centration does not evolve to an oscillatory state. Hetdhdar membrane po-
tential coupling is shown to play an important role in hyp#apizing the SMC
membrane potential and closing theltage operated G4 channels Hyperpo-
larized membrane potential also inhibits the sustainectase in the Ca con-
centration by promoting the efflux of cytosolic €anto extracellular space via
Na'/Ca* exchanger.

7.2 Effects of point stimulation on arterial coupled
cells

As the first step towards simulating the spatially non umifaxgonist profiles,
point stimulation is considered here to investigate howpbed cells react to
such stimulus pattern. For this, a straight arterial se¢ct&328 cm long and

of 50um radius, is mapped with a uniform bagthagonist.ZuM/s. A local
step change is induced wheTFQcagomstvalue increases to a higher value between
time interval 100>t > 200 seconds on ECs located at axial distance between
1475 < x < 1.846cm. Two cases are simulated with two different values of
step increase iﬁchagonist, 0.4uM/s and 0.uM/s. The choice the value of step
increase is dictated by the fact that in coupled ECs/SMB@;dgomstzo.%M/s
stimulation of ECs is capable of inducing low frequency higiigmitude whereas
3chagonist:O.7u M/s stimulation induces high frequency and low magnitude sy-

lic Ca?* oscillation in underlying SMCs. This has been shown previoimsSec-
tion 5.5.3 The stimulus is removed at time=200 seconds ancAﬂFtthgomstvalue
resumes to the basal level in both cases. Figudshows the SMC C4 dynamics

at different times and also the time course of cytosolié'@athree cells, in each
case, chosen from upstream , downstream and from the mididkes docation
where stimulus is applied.The status of the intercellutarpting is such that all
homocellular and heterocellular couplings are enabled.
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Figure 7.3: Figure shows the Cadynamics of the SMCs in axial direction, at
different time steps. Fofime < 100.0 secondthe ECs of the arterial segment
are stimulated b)achagomst:O.ZuM/s. The ECs between axial distanc& 45 <

X < 1.846cm experience a Step iNCreasekift, s, Value (8)Jpic,gos=0-41M/s

and (bﬁPL%gonisFO-7“M/s’ atTime = 100.0 secondsjmulating point stimulation

for a time interval. SMCs underlying the stimulated ECs at&giher steady state
oscillations or a equilibrium Caconcentration, as is the case in (a) and (b) respec-
tively. This change in response cannot propagate to theagstand downstream
cells. SMCs coupled to the ECs stimulated with hight, . 0scillate. The im-
mediate neighbours coupled to the first and the last ceﬁistﬂbck of oscillating
SMCs tend to synchronize their €aconcentration. The bottom plots in (a) and
(b) show time course of G&concentration in SMCs at locations, stated in the
legends of the plot. The Gaconcentration of the immediate neighbours, color
coded in purple, oscillates prominently whereas in thosidat, color coded in

black, C&* concentration assumes a low steady state value.
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In both cases point stimulation fails to elicit an alteresp@nse in the neigh-
bouring cells, both upstream and downstream. Soon aftet@feseconds mark,
WhereijCagonistassumes a high value in cells between axial distan€esk x <
1.846cm (wherex denotes axial distance), a boundary layer builds at the edge
on either sides of the block of cells collocated and couplét stimulated ECs.
This boundary layer also contains SMCs which are coupledddEtBs spatially
experiencing the basﬁ,laLCagomstvalue of 0.24M/s. These SMCs fail to attain a
higher C&* concentration. The Caconcentration, however, oscillates, producing
nearly the same number of €aoscillation in the 100 seconds interval (between
100>t > 200 seconds). This process is observed in both cases inreH@a&b.
ijCagonisfo.MM/s is a value of stimulus which produced sustained*@scil-
lations in SMC of the single EC/SMC unit (see Fig&rdl). The SMCs under-
lying the ECs directly experiencing the step changép'u@agonist from 0.2uM/s
to 0.7uM/s, attains a steady state Taoncentration, well before the stimulus is
removed. This is because both, the heterocellul&’ @ad IR couplings, are
enabled simultaneously. In addition to the contributionRaf from ECs, the ad-
dition C&* entering the cytosol of underlying SMC elevates thé*Gaich that
it switches off the cytosolic oscillator. On disabling thetérocellular C& cou-
pling, an oscillatory state, similar to that seen in the Fégu3a, was observed but
with higher frequency oscillations and diminished maghétu

Raising the basal level of agonist activityh%gonisfo.zmM/s prolongs the
oscillatory behaviour, even after the step increase}:iLaagOnist is removed. As
shown in the Figuré' .4, the oscillatory behaviour in the SMCs stimulated with
step increase iEi/chagomst and in the neighbourhood cells at the constant basal
JpLcagonist 1S SUStained for longer time compared to the cells at the dacations
with basaUpLCagonistzo.ZuM/s.
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Figure 7.4: Figure shows the effect of raising the baﬁﬂkagonist from 0.2uM/s

to 0.25uM/s. The top three plots show time course ofCzoncentration in SMCs
located at axial distances stated in the legends of the. glbesbottom three plots
are showing the G4 dynamics at the same axial locations but with raised basal
jPLCagonist’ Note that the SMCs color coded in red are the ones coupleciort:

spective EC neighbours experiencing step increagmggonistzo.%ws, in both
the cases of bas%]]laLcwonisr The C&" oscillations in non stimulated neighbours
are sustained for longer at higher baﬁtagomsl(in bottom plots).
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7.3 Spatially Varying Agonist and Macroscale Phe-
nomena in Arterial Coupled Cells

Lastly, a straight arterial segment computational laysebinsidered for mapping
a physiologically relevant agonist profile that has beemshtm occur at the ar-
terial bifurcations of muscular arteries (e.g. carotiegtgrtor anterior descending
coronary arteries). These regions are known to have a stamneglation of altered
hemodynamics (low wall shear stress), altered connexiresgmpn and formation
of early atherosclerotic lesion which develop into plagasshe pathology pro-
gresses over a long time period, subject to the environrhiefiteences such as hy-
pertension, genetic predisposition, hypercholestrignagking, obesity, diabetes
etc Cheng et al.2009. The arterial wall is reactive to local hemodynamics in
normality. This reactivity is partly via the Gapathway, described in Secti@¥,
which play a significant role in the regulation of blood flowdanaintains the per-
fusion of the downstream vital organs. In altered hemodyogatterns, usually
observed at the arterial bifurcations in the vasculatine state of C& dynamics
is a relatively unknown territory for experimental sciestdgibecause of limitations
in in vitro techniques. Computational studies such as the present ovielgs an
opportunity to include physiologically valid mathematicaodels and map them
with physiological relevant hemodynamics to acquire maddte understanding
of the pathobiology that underlies atherosclerosis. Araetitve prospect in this
practice is the ability to visualize the effects of globahnhe on local Ca dy-
namics (as local as in single cell) and the alteration in bba response of the
system because of the additive changes caused by the satigle ¢

Results in this section have been publishe&iraikh et al(2011). To sim-
ulate areas within the arterial segment where flow separatia variation of
agonists (ie atheroprone areas and lesion growth) occyateakgradient of ag-
onist concentration (whose scale length is much larger ghsimgle cell) in the
axial direction was simulated by altering tNBlQCagonisti” a sigmoidal fashion (Fig-
ure7.5 on EC layer. The choice of this particular function reflelcteo impor-
tant facts. Firstly work byComerford and Davi@2008 has shown that even in a
time-dependent solution the ATP concentration can be wphasented by a time-
averaged profile in areas known to be prone to atheroscéerasidescribed in
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Figure 7.5: Axial profile of theijcagomstflux on the EC layer. From 1.25cm to
3.75cm, ECs experience a steep change iﬁFtLh;ggomstwhere as at the extremities
it is almost uniform.
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Section2.4and shown in the Figur2.13 Secondly that we wished to investigate
areas of the arterial segment where there existed bothardrestd “linearly vary-
ing” ATP concentrations . Our reasoning behind this is tlaeful examination
of the neighbourhood of fluid stagnation points (where lesibave been shown
to exist as noted previously) shows a wall shear stress eatiform followed
downstream by a constant shear stress profile as shown iroitkeofPlank et al.
(20069 andComerford and Davi@2009 in the Figure2.12 Indeed the areas of
constant ATP flux also helped in developing a pair of non-céifig boundaries
which allowed waves of G4 concentration to properly exit the computational do-
main. Although in atheroprone regions cells experience\/¢&S and the mass
transfer characteristics are complex it can be shown tleatdhcentration bound-
ary layer of mass transfer thickens in these areas and doebaoge much with
pulsatile flow due to the high Peclet numb€ofnerford et al.2008 therefore the
simplification of a sigmoid agonist profile seems plausible.

Figure5.11in Section5.5.3showed the cytosolic Gaconcentration for a sin-
gle coupled unit of an EC and an SMC as a function of the agﬁrJ'»st/chagomsr
There existed three different areas as noteddgnigsberger et a(2005. These
correspond to areas of constant?Caoncentration separated by a range where
the C&* undergoes oscillatory behaviour and whose amplitude safsinction
of thejPLCagonist value (essentially a monotonic decreasing function). It e
shown below that for large macro-scale coupled simulatibissrelatively simple
3 domain state does not occur and a far more complex dynaemaso is present
along the arterial segment both in time and space.

Firstly, two prospective scenarios (Case 1 and 2) of intkrieelcommunica-
tion corresponding to a healthy arterial segment withinggore of disturbed flow
and attempt to investigate the €aynamics in the underlying SMCs.

To avoid confusion it should be noted that there exist twallasory phenom-
ena occurring during any one time. Firstly that of the SMe@Iit¢in the time
domain) and secondly that of a spatial wave, where at sonwfiggktime a con-
centration gradient exists between adjoining cells duepoase lag in oscillation
of the adjoining cells thus forming a wave in space. For casedure7.6 shows
the cytosolic C& concentration in SMCs laid out in the axial direction (lefujs-
stream) for eight (8) different times (a - h) in an arterioleawlius 50um. For the
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case of a spatially uniform agonist concentration (resshitswn in Sectiory.1),
cells give a well coordinated €aresponse, oscillatory or non oscillatory, depend-
ing on the value of the agonist concentratioﬂm%gonist value experienced by
the ECs as expected when comparing with Figudel In Figure7.6 however, in

the presence of homocellular €4P; and membrane potential coupling between
SMCs, C&" and membrane potential coupling between ECs and hetertazellu
IP; and membrane potential coupling across the MEJ, cells sipatvadly dif-
ferential intracellular C& responses as a function of axial distance. Bands of
varying Ca&* concentration (a Ca wave) are visible in the middle of the arterial
segment in Figurd.6a & b where steep gradient exists in the agonist concen-
tration. Units of cells on either sides of this steep gradiegion respond in

a non-oscillatory behaviour with different steady stateaicellular C&" concen-
trations. The C# waves however decrease their wavelength as time increases.
Figure7.6c,d & e show the thinning of these oscillatory bands and byndefin

an increase in their wave number. In Figaréf, we see this CH wave effect
moving towards cells which were originally at low agonishcentration and in a
non-oscillatory state. Noteworthy is the fact that an SM&@hfra single isolated
EC SMC pair would not normally oscillate at these concerratas would be the
case from comparing with Figufe11 Moreover, thinning of the bands is a req-
uisite to this propagatory response and is a consequente aktls undergoing
oscillatory desynchronisation where cells show a phasdéigeen neighbours.
Hence at any time there exists a concentration gradientbad transferring
C&* ions across gap junctions.

To test the relationship between the radius of the arterytla@ghenomenon
noted above a simulation was completed for an artery witt®208 radius which
allowed 3.5 million cells coupled together and mapped on84 Blue Gene/L
nodes. Figur@.7shows C&" concentrations for the 20Q0m radius artery. Direct
comparisons can be made to Figdréfor the first 60 minutes. It is clear that there
exists no difference in the concentration distributionisTik to be expected given
the problem definition since we assume an axisymmetric tiondi

Figure7.8 shows the time evolution of intracellular €aconcentration in 12
selected SMCs co-located in groups of 4 at three upstreamamaistieam space
domains (I, Il & Ill), each at three different time duratiofesach 50 seconds long).
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Figure 7.6: (a) to (h) show cytosolic G4 concentration in SMCs at time steps
2.5, 4,10,20,30,60,120 minutes and 2.75 hours for an aotegdius 50um. The
colour in each graph corresponds to the amplitude of cyitwsalcium concentra-
tion in each SMC ranging from red (high €aconcentration) to dark blue (low
concentration), as depicted by the colorbar. Oscillatiprigoagate to upstream
cells in (h) where they were absent in (a) to (e).
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Figure 7.7: (a) to (f) show cytosolic C& concentration in SMCs at time steps 2.5,
4,10,20,30 and 60 minutes for an artery of radius 2@@ The colour in each graph
corresponds to the amplitude of cytosolic calcium concentration in each SNiging
from red (high C&* concentration) to dark blue (low concentration), as depicted by the
colorbar. Oscillations propagate to upstream cells in (h) where they JWsengin (a) to

(e)
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SMCs located in space domain | do not oscillate until the zdmhs in the down-
stream SMCs desynchronize and?Ci therefore transported differentially via
gap junctions due to the concentration gradient existirapgtspecific time. Also
notable was the observation that absence of homocellufira@apling between
SMCs caused a cessation of theQaropagation to upstream cells. The proposed
mechanism driving this behaviour is touched upon furthaheDiscussion sec-
tion.

I I I
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Figure 7.8: Time evolution of intracellular Ca concentration in adjoining SMCs
at selected axial distances from three space domains|IL & the arterial seg-
ment in oscillatory state. Domain | extends from 1.225cm .84cm, Il from
1.472cm to 1.478cm and Il from 2.226cm to 2.232cm, axidfigur SMCs from
each domain are color coded as black(solid line), greyddole), black(dashed
line) and grey(dashed line)(cell with €aconcentration in black (solid line) being
most upstream in each domain) . ZCaoncentration in these SMCs is compared
at three 50 seconds long time intervals, 2.08 to 2.92 minatagd and g; 19.6 to
20.416 minutes in b,e and h and 34.6 to 35.42 minutes in c,i.aiitiese time
intervals correspond to the state of the vessel segmentsimdwig 7.6(a,d&e). In
the first time interval cells either assume a steady state@late in phase locked
loop, as shown in a,d and g. In the latter time intervals th& Gacillations in
individual cells from domains Il and Il desynchronize,qrto the appearance of
Ca&* oscillations in SMCs located in domain |I.

In the second case of intercellular communication in a hgalessel, hetero-
cellular C&* coupling was enabled in addition to the previously descritenfig-
uration of intercellular coupling whilst stimulated withet same agonist profile as
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before. Figureér.9 shows the cytosolic C&concentration in the SMCs along the
arterial segment at three (3) different times (a - c). Congpavith the C&" dy-
namical response in case 1 where heterocelluldf Gaupling was disabled, the
propagation of C& wave to the upstream SMCs is rapid in case 2. Similar to
case 1, SMCs at axial locations corresponding to the steglsgaadient in ag-
onist concentration show bands of varying?Ceoncentration. These bands in
Figure7.9a and b, precedes an increase of'Gancentration in upstream cells in
Figure7.9c. However, the extent of the thinning of the oscillatory ti&iie the de-
gree of oscillatory desynchronisation in adjoining ceks)ot as severe as in case
1. Also, a comparison of Figurg.&(f-h) with Figure7.9c shows that the spatial
wave in upstream cells is synchronized in case 2 as compareast 1 despite
the fact that the G4 concentration is oscillating temporally in the SMCs of an
upstream region in both the cases. More SMCs attain a steaidyG&* concen-
tration on the downstream side than in case 1. Thus tR&@aponse in SMCs
in the intercellular coupling configuration of case 2 is mdedinitive and rapid,
compared to the case 1 where heterocellul& Gaupling was disabled.
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Figure 7.9: (a) to (c) show cytosolic G4 concentration in SMCs at time steps 2.5,
4 and 6 minutes for an artery of radius gt with heterocellular coupling enabled
(case 2). The colour in each graph corresponds to the amelibd cytosolic
C&* concentration in each SMC ranging from red (high?Ceoncentration) to
dark blue (low concentration), as depicted by the color®acillations propagate
to upstream cells in (c) where they were absent in (a) to (b).

Inclusion of homocellular 1B coupling between ECs, which simulates the
first of the two pathological cases (case3 in Takl8) did not change the Cady-
namical response in the SMCs and was not substantially eifférom the second
healthy case as given in Figured. Thus upregulation of Cx43 in the presence of
unaffected heterocellular €acoupling does not alter the spread of homogeneity
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in amongst the SMCs axially.

Implementation of case4 of Tabke3 however had a different outcome com-
pared to other cases. FigufelOshows the C& concentration in SMCs in the
axial direction at time intervals of 2.5, 10 and 30 minutethemsimulation. SMCs
along the axial distance show moderately higi*Gancentration, either steady
state in cells located at distanceé2.25cm or oscillating with time in the rest of
the vessel segment (upstream). Figdr&0a when compared to Figurg6a is
notably different. Casel at time step 2.5 minutes (Figuéa) was piecewise ho-
mogeneous compared to what is seen in Figut€a. We see Ca concentration
waves from the start of the simulation which leads to a glspatially oscillatory
state in Figurer.10a & b, except for the part of the arterial segment where there
exists coupling to ECs experiencing a relatively higher agaoncentration and
thus attaining a steady stateCaoncentration early in simulation. The homocel-
lular coupling between ECs is limited tojdPcoupling only in this case and the
heterocellular coupling is also restricted tg IRransfer through MEJs (refer to
case4 in Tabl&.3). SMCs however remain homocellularly coupled via all three
media. This simulates intercellular coupling in an advanateroma especially
at the shoulder of the atheroma where expressions of Cx37 a4 &r severely
downregulated and Cx43 is upregulated in EBsgset et al.2009 Burnier et al,
2009. Thus we see the propagation of a®Caave from SMCs provided with
a relatively higher amount of agonist flux to those at posgiwhere overlying
ECs experience low agonist concentration. This propagétovever was much
faster when compared with casel; notably Figusecorresponds to 2.75 hrs. We
discuss the mechanism behind this accelerated resportse @hiapteB.
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Figure 7.10: (a) to (c) show cytosolic G4 concentration in SMCs at time steps
2.5, 10 & 30 minutes for case 4. The color in each graph cooredp to the
amplitude of cytosolic calcium concentration in each SMiag from red (high
Ca&* concentration) to dark blue (low concentration), as degitty the colorbar.
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Chapter 8
Discussion

There are two basic aspects on which the aims and objectivibssahesis are
based, one is physiological and the other is the computtaspect. In this chap-
ter, the attempt will be to analyse these aspects sepagatdljoin them together
in Chapter9, Conclusion.

8.1 Comparison of Parallel Algorithms

In Chapter6 two Single Program Multiple Dat§SPMD) implementations were
presented. Noteworthy were the almost perfectly lineaedpps observed in the
strong scaling in Figuré.11, for the original and the improved versions of the
codes. These results highlight the economic use of the MRhoanication im-
plemented in both codes. Thus increasing the problem siderepping it to a
larger number of nodes will not severely hamper the effigi@ithe code because
of the added communication overheads. Thus itis safe tdsaytte performance
of the code will become a function of computational expenmdg and mapping of
the same problem over larger number of processors will asg¢he performance
the two algorithms.

When mapping bigger segments of the computational domainmmue, gig
data portions would reside in the main memory and in the chsecache miss
(when data addressed by L1 cache is not present in L2 or L3scarnth is to be
fetched from main memory) a delay will be produced. This igptual issue
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when the data portion allocated to a node is big and thesgg]jglar iteration, pile

up and result in added resultant compute time. With incngasumber of nodes,
the data size is per node becomes smaller. Ultimately thdendaia size can fit
into L3 cache and the no cache miss takes place. Thus one wagwging the

computational cost could be to make the problem size per sodd! enough to

let it fit in L3 cache. Based on the scaling results, this candgesed with the

two algorithms.

Physiologically relevant problems, such as addressed ipt€hd, seldom
present spatially uniform agonist conditions. In the caseom trivial coupling
coefficients with spatially varyina:Lcagomsl, the computational expense increases
dramatically because of the increased computational aaxipl In such a case,
adaptive step size selection in RKSUITE ends up selectingaassarily small
step sizes, thus increasing the compute time to reach.tgef the solution. Since
the techniques used for selection of the next time step #exetit in the two im-
plementations, original and the improved versions of thaeeqdor details see Sec-
tion 6.3.2) it is important to test the validity of the results and penfiance gains
obtained from the two codes. For this purpose, intercellcdaipling of Case 1,
simulating a healthy vessels was considered. The coupégfficient of this in-
tercellular coupling case are tabulated in Tahl8. SigmoidalijCagonistprofile
was imposed on an arterial section, 5 cm long with gusd radius. Figure3.1
compares the SMC Gadynamics at different time steps, (a) solved by the orig-
inal code and (b) by the improved version. Notice that theraa significant
difference between the two results but the time taken by thggnal version of
algorithm is twice as much as the compute time of the improxggdion of the
code. Figure8.2benchmarks the two versions of the algorithm to demonstinate
superior performance of improved version of the algorithmlevsimulating the
spatially nonuniform case of stimulation.
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(b) Case 1 solved with improved version of parallel algorithm

Figure 8.1: Figure compares the SMC €adynamics simulated using the orig-
inal and improved versions of the algorithm in the case driretllular coupling
corresponding to Case 1 in Tale3, at time steps, 2.5, 4, 10, 20, 30 and 90 min-
utes. The qualitative comparison reveals no anomaly inglalts from the two
codes. The compute time of the improved version, howeves ha# of that taken
by the original algorithm, while the problem size, numbemnoties (384 nodes)
and the dimensions of the arterial segment were the same.
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Figure 8.2: Figure depicts the compute time taken by the two codes, plotd
is for original and the in blue is for the improved version loé @algorithm. In the
case of spatially varying agonist conditions, keeping thebjem size constant,
the improved version is approximately twice as fast.
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8.2 Point Stimulation and Its Spatial Effects

From the physiological aspect, the goal was to employ cauptEpulations of
ECs and SMCs, arranged in a computational layout represemstrgight arterial
segment, and simulate mass transport characteristicsifisply the near wall
ATP concentration, prevalent in the areas of arterial b#tion. By nature, this
concentration profile is of spatially varying nature, as basn established in lit-
erature review in Chaptet and in Chaptef7, where the choice the profile for
3chagonisthas been explained.

As the first step towards understanding how'Giynamics differ in spatially
non-uniform conditions, simulations of point stimulatsowith localized high
jPLCagonist was implemented. Point stimulation simulations gave aa ioflehow
the cells respond to spatially non-uniform agonist stirtiaia Stimulating a small
number of ECs with a step increase in the stimulation leveaffinite time inter-
val, could elicit a response locally as the’Caoncentration of underlying SMCs
oscillated. With a stronger stimulation (step increasaagggonistzo.mws), the
heterocellular C& coupling between the cells shifted the behaviour from teil
ing to non-oscillating SMCs. Disabling heterocellularCeoupling reverted the
non-oscillating response to an oscillating’?Caoncentration in SMCs. An addi-
tional concentration of G4 entering the SMC cytosol via heterocellular transfer
from ECs saturates the cytosolic oscillator and puts thadeftular C&* stores
into replenishment mode, thus ceasing thé'@aduced C&' release (CICR).

The effects of increasing the baﬁaicagonistand implementing the point stim-
ulation on top of it indicated that a threshold exists aboctvthe oscillatory re-
sponse in one SMC can propagate to a non stimulated SMC iezboells. Rais-
ing the basaﬁpLCagomstproduced longer oscillatory behaviour in coupled SMCs,
thus prolonging the decay process. Because of higher indigel3 generated
by higher Iocaﬁchalgonist stimulation (basﬂchagonisfo.Z@M/s), less IR is re-
quired from the adjacent SMC (coupled to an EC stimulated &tgpincrease in
3pLCagoniS) to get into the oscillatory mode. Thus the rate of diffusafriPs will
be slower in this case and the system will take more time topdorthe level
where all cells stop oscillating. This may also increase#aeh of the oscillatory
signal to the cells further upstream and downstream fronstineulated SMC in
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Figure7.4, compared to the response of the SMCs at the same locationtivaen
stimulation occurs lower basEHLcagonist:O.zuM/s. This observation also strength-
ens the idea of the existence of a threshold level over wmcBMC, adjacent to
another oscillating SMCs, with low Iocﬁlnc‘agomst may adapt to an oscillatory
response.

8.3 Macroscale Phenomenain Arterial Coupled Cells

In Section7.3 four cases of intercellular communication were invesgedatith
the endothelial cell layer experiencing an axial variatiorATP concentration
simulated by a parametaﬁLcagonisf modelling a proportional change in the pro-
duction of PLC serves as a precursor tQ IBependent increase in intracellular
Ca&* in ECs. In Case 1 (coupling configuration tabulated in Takil&), down-
stream C#&" dynamics played a vital role in eliciting a response in ugestn SMCs

in a time dependent manner.

The C&* waves (see Figurgé.6a) observed in the first few seconds after the
application of an agonist gradient(Figufed) in areas of steep spatial variation of
stimulus was found to be solely gradient dependent.

Homocellular C&' coupling between SMCs had a fundamental role in the in-
crease of the wave number (the number of oscillatory bareisisg=igure7.6) of
these C& waves and the eventual propagation to upstream SMCs. The€s SM
were coupled to ECs that were in an environment of low agonistentration (i.e
would not necessarily oscillate if uncoupled). Low wave iv@mof the C&" os-
cillations in Figure7.6 are representative of synchronized?Caoscillations in
“bunches” of SMCs experiencing a relatively uniform heteladar IP; transmis-
sion from ECs that are coupled to them. Thinning of these bémdber wave
numbers) at later time steps suggests the desynchromisztthese C& oscilla-
tions in neighbouring cells . In these SMCs it is found thatydekronisation is a
requisite to the propagatory behaviour shown in Figue

We suggest that the mechanism behind such propagationibahawolves,
due to the desynchronisation of € aoscillations, at a specific moment in time, a
difference in concentration between adjoining cells ang @influx of extracellular
Ca* through gap junctions. This is followed by the stimulatidrttee CICR de-
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Figure 8.3: Time evolution of component fluxes in a SMC situated at 1.803c
axial distance. (a) shows the €dlux through gap junction, positive being influx
of C&* from adjacent SMC and negative represents efflux to an apgp&WC.
(b)Curve plotted with dashed line shows rate of CICR producaiod solid line
represents rate of €apumped into SR via SERCA pump. (c) cytosolic’Ceon-
centration in SMC.

pendent cytosolic Gaincrease in SMCs. Figur@3shows the temporal relation-
ship between components of this process for one SMC locatetdaxial distance

of 1.303cm downstream. Note that the?C#ux through the gap junction pre-
cedes all other fluxes in time. The flux of CICR and SERCA activitytomously
changes in time and correspondingly affects the cytosolf¢ €ancentration in
Figure8.3c. The influx of C&* from an adjacent SMC enters the intracellular
domain and is pumped back into the SR via a SERCA pump immeygiatéth

an increase in the rate of change ofQaa the SERCA pump, an increase in the
rate of change of CICR and subsequent elevation of cytosofit €an also be
observed. Furthermore, disabling the CICR function causessation of desyn-
chronisation and thus the propagatory effect. SMC VOCCs arénxolved in

this process because of the continual closure due to membsgrerpolarization
induced by neighbouring hyperpolarized ECs. Membrane aogi@lone could

not elicit the desynchronisation process and thus no patmagwas seen for this
case. Homocellular BPcoupling between SMCs caused the thinning of bands (in-
crease in the Ga wavenumber) but was unable to produce a propagatory effect
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since it could not activate the CICR mechanism in cells thaevrea low agonist
environment. The thinning was not via the CICR dependent ggostted above,
but mainly due to redistribution of lPfrom enabled homocellular $Pcoupling
in this case.

In Case 2 of Tablé.3, enabling the heterocellular €acoupling had a rapid
effect on intracellular C4 concentration in SMCs. The response showed trends
similar to those seen in case 1 but the propagation of thevZave needed less os-
cillatory desynchronization amongst adjoining cells. sTisishown in Figurg.9.
This is a much more definitive vasoconstrictor responsevaidel intracellular
C&* in upstream SMCs, although oscillatory, increases actomyaugivity pro-
portionally and hence mediates SMC contraction with a tastireduction in
arterial radius. Addition of G4 from ECs via heterocellular Gacoupling sensi-
tizes the underlying SMCs to any further injection ofCom an adjoining SMC.
This process was observed in the point stimulation sinadatvhere the step in-
crease irﬁchagomst:O.YuM/s stimulated a block of ECs. This extraTaids the
spatial wave originating in the cells under the steep aggnelient to reach the
upstream cells relatively quickly. Each upstream SMC noedseonly a small
homocellular C& influx from an adjoining SMC to induce €aoscillations in
it (via the CICR pathway shown in Figui@3) thus producing a spatially syn-
chronized C# response. The heterocellular®aoupling, therefore, abates the
temporal desynchronisation of intracellular®Cascillations in the SMCs whilst
achieving the propagation of a high agonist concentraigmas to upstream cells.
We thus suspect that heterocellulaPCeoupling could be an integral part of the
vascular apparatus eliciting a rapid global response @vatlbns in the local ag-
onist concentration. This should help in preserving thecstiral integrity of the
intima by reducing the effect of hemodynamically induceadients acting on the
endothelial surface by homogenizing the contractile agtof SMCs axially. It
is yet to be investigated how circumferential gradientsseaarterial responses in
such cases.

Case 3 simulates a pathological scenario where the inclagibomocellular
IP3; coupling between ECs simulates the upregulation of conr@x48 in athero-
prone areaBurnier et al(2009; DePaola et al(1999. No difference was seenin
the response of the intercellular Cafor case 3 compared to the response in case
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2. The presence of heterocellular’Caoupling in both cases inhibits the gradient
effects and resulting in a diffused spatial?Cavave and synchronized temporal
oscillations of intracellular Ga concentrations in SMCs located upstream. This
highlights the importance of heterocellularCaoupling between SMCs and ECs
in arterial segments.

Case 4, where EC homocellular coupling and EC/SMC heterdaeldou-
pling was severely restricted, provided a different resgoto any of the above
three cases. In cases 1 to 3 the presence of heterocellurabraiee potential
coupling suppressed the entry ofaanto the SMCs via their VOCCs due to EC
mediated hyperpolarization of the SMC membrane potentathis case, due to
the inhibition of heterocellular membrane potential areldtbnsequential disabled
hyperpolarization it allows the Gainflux via VOCCs into the SMCs following
adequate IR stimulation. This offsets the Gaconcentration globally in the
whole population of SMCs in the axial direction. Further exotie of C&" via
homocellular gap junctions in SMCs, as we go forward in tintiejte the same
response as seen in case 1. However for an SMC the time to aeaustillatory
behaviour in case 4 is much less than that observed in caséig.olbservation
points out the role and extent of coupling between two pdpria of cells. In
case 4, where both cell types had weak heterocellular cogiphd ECs were also
weakly coupled homocellularly, the response resemblesditton where the EC
layer was non existent and SMCs were experiencing the agtirestly onto their
cell membrane. Relatively lower agonist concentrationsgtting ECs in this
case would also produce a similar response suggestinguihidte cases 1 to 3,
the arterial segment with such intercellular coupling lmees hypersensitive and
would contract even at low agonist concentrations.

In the coupling configuration cases representing a heattbyia segment the
presence of homocellular €acoupling between SMCs ensures the propagation
of a high agonist concentration signal to upstream cellsvatagonist concentra-
tion. This is achieved rather slowly in the absence of hewhalar C&* coupling,
as in case 1 (Figur@.6) compared to case 2 (Figui9), where heterocellular
C&* coupling between ECs and SMCs ensures a rapid and spatialtyitidefi
response. In both the cases the intracellul&* €ancentration in each SMC (sit-
uated axially at<2.5cm) oscillates in a temporally desynchronized fashibae,
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degree of which is much greater in case 1 than in case 2. Thigidberonisation
is the main source of the propagation of the/Qaave in both the cases in the
upstream direction and is CICR mediated between SMCs, as saddssthe re-
sults above. This behaviour ceases in the absence of hdoac€&* coupling
between SMCs.

When considering the cases of a pathological nature of ieltatar coupling
in the presence of an agonist gradient, case 3 was not diffémm case 2. Case
4 however highlights the inhibitory effect of hyperpolaizEC membrane poten-
tials on SMC C&" dynamics. In the absence of such a leash, the intracellular
C&* concentration oscillated in each SMC (situated<@t5cm) in similar fash-
ion as observed in case 1 but the response was much more Vépsliggest that
because the cells become sensitive, even to the preserame afjbnist concentra-
tions, the vessel segment will be in a contracted state megeéntly than in other
cases. Thus the presence of heterocellular membrane jbtEnipling seems to
be essential for imposing a range of agonist concentratioergvvasoconstrictor
effects are seen.

Of all the intercellular coupling cases, Casel was compmutaliy most expen-
sive as it took longest time to compute a problem size. AsreigLs showed the
propagation of the oscillatory process, the problem besanweasingly stiff and
the numerical solver is bound to take small steps. Cases 2 amie8relatively
less intensive computationally. For the sake of compaltiegcomputational cost
of simulating an arterial segment of 2mm radius implemenan intercellular
coupling of Case 1 for 100 seconds, took 36294.89 CPU seconcsntplete.
An arterial segment of same length but oft2d radius, implementing Case 1 in-
tercellular coupling, took 394.12 CPU seconds. 384 BG/L nadexe used in
Coprocessor mode to compute each simulation. Thereforh, amitaxisymmet-
ric agonist concentration profile, the narrow radius ar{siyulating an arteriole)
was computed 80 times faster than a arterial section wigefaiadius.
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Conclusion

The main objective of the project was to build a computer rhodpable of investi-
gating the effects of physiologically relevant cases of beymamics (specifically
ATP concentration), within an arterial segment, on theutatldynamics of cou-
pled populations of arterial ECs and SMCs. This chapter suimesathe current
findings from the physiological and computational aspects.

Ca&* wave propagation has been demonstrated previously ind@fas Dupont
etal, 200Q Tordjmann et al.1997) and pencreatic acinar cellSifeyd and Tsaneva-
Atanasova2003 Straub et al.2000. The mechanism suggested in these coupled
cells is either C#& induced C&' release mediated (in the pancreatic acinar cells)
or intercellular IR diffusion dependent (in hepatocytes). In the present sindy
the case of spatial variation of agonist on the intercellatzupling cases simu-
lating healthy vessel, the desynchronization in thé*@acillations of SMCs is
the main source of the propagation of?Caave in the upstream direction. This
phenomenon of regenerative Cavave is mediated by the CICR mechanism dis-
cussed in Chapted. Case 4 highlighted that in the absence of the hyperpolariza-
tion induced by the ECs, the underlying SMCs become sensitimddespond in
an oscillatory behaviour to low local agonist concentragiof agonist. Thus hy-
perpolarization has a vital role in thresholding the oatdlty response to a range
of local agonist concentration.

Thus heterocellular Gaand membrane potential coupling could, on the basis
of our results, have aatheroprotective effectin an arterial segment stimulated

189
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by a time averaged agonist gradient in coupled EC/SMC pdpukgat Homocel-

lular C&* coupling between SMCs also hascampensatory effectand helps

in homogenizing the response on a global scale in respormetogradients, the
rapidness of which is heavily influenced by the presence serate of appropriate
heterocellular coupling.

Through the use of massively parallel simulations our teswdve shown that
there existmacro-scale phenomenavhich indicate the propagation of &ady-
namics upstream within arterial segments.is believed that this is one of a
number of possible explanations of how lesions may grow upgam in oppo-
sition to convective transport effects.

From the above conclusions, the reasoning for the use & lBrgle multi-
cellular coupled models is highlighted for computatiopativestigating coupled
micro-scaleevents which elicit anacro-scaleresponse. This is the first time that
a computational infrastructure has been introduced wisidapable of accommo-
dating a computational domain, as long as 5 cm in axial lengtid can cover
arterial radii, from 1¢M/s (of the order of a ¥ or 2"9 order arteriole), up to
2mm, the order of a left main coronary artery, right and lefscknding and cir-
cumflex arteries. Because of the choice of an axisymmetrittigaf the agonist
effect, the observed marco-scale phenomena were founasitige to the radius
of the arterial segment, however, selection of more comadmnist profiles, with
spatial variations in more than one direction are expeagutdduce different re-
sults in arterial segments of different radii. The use of patational architectures
such as Blue Gene in this project have demonstrated theyabikimulate highly
complex cellular effects on a scale large enough to be setbrilvég naked eye.

It can be safely deduced from the scaling results on Blue Gethat more
computationally intensive problems comprising a largenhar of cells and more
dynamical variables then simulated at present, by horatyrgcaling the compu-
tational resources (i.e. adding more BG/L nodes). The ltoig can only be
revealed by conducting larger strong and weak scaling.tests

From the simulated results it is evident that the perpenilaix of C&* through
gap junctions contributed by the adjacent cells is capdbigsing stiffness of the
solution of set ODEs of a cell, SMC or EC, from a coupled popoihadf cells un-
der spatially varying agonist. This potentially motivatee attempt to use a stiff



9.0 191

solver such abackward differentiation formular BDF instead of using an adap-
tive step size nonstiff solver such as RKSUITE, hence is orieeofuture goals.

In the light of current findings, the need for implementindl ceodels in-
cluding arterial compliance has been highlighted. The E€ 3MC models can
also include physiological realistic models Mitric Oxide production and diffu-
sion pathways to test the hypotheses that exist regardenghtidulatory role of
“Endothelium Derived Relaxing Factor” (EDRF). This may alssphquantitate
the importance of EDRF versus “Endothelium Derived Hypeapring Factor”
(EDHF), included in the present models ag Cactivated potassium channels.

Using the existing parallel algorithm, and with the inclusof arterial compli-
ance, the effects of various coupling environments on thegagic response can
be demonstrated in muscular arteries under pressure gtadiee compute time
for simulating arteries of large radius (millimetre radiapproximately hundred
times longer than for simulating an artery of a radius on onwgter scale. Since
the domain decomposition is applied only in the axial dinnemsthere is a need
to decompose the problem in the circumferential directibhis modification in
the existing algorithm is expected to enhance its perfooaan

C&*, in its ionic state, is a reactive specie and it binds to vawimtracellular
proteins with different affinities. The binding of free cgtwic C&* with these
substrates is termed as Tauffering. One of the known CGa buffering reac-
tions is Ca-CaM or CA4 Calmodulin complex. Calmodulin (CaM) is a cytosolic
protein which has four G4 binding sites. In SMCs, this Gabinding activates
an enzyme calimyosin light chain kinaser MLCK which then phosphorylates
mysoin light chain and allow crossbrige formation and altée cytoskeleton so
the SMC contracts. Cabuffering, is a rapid processipfer et al, 2001) and most
of the C&" arriving in the cytosolic domain is buffered quickly. In thimgle cell
models used in the present study, this effect has been neddetblicitly. More
to this, a possibility has been demonstrated that large cutds like Ca-CaM
complex (molecular weight=17 kDa) can pass through gap junction in inver-
tebrates Richard 2005, and recently it has been validated in some vertebrate
speciesn vitro (Curran and Woodruff2007). In such case, the intercellular trans-
port of C&* in nonreactive state (i.e. as Ca-CaM complex) may not corg&ibu
significantly to the intracellular C& concentration, but may have a considerable
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influence on the membrane potential. This is due to the fadt@&*, even in
Ca-CaM complex form, will bare a charge (as valency of'Ga 2+). This ef-
fect has not been included in the present intercellular lwogipnodel. Future
work will include addition of the buffered Gatransport in the intercellular cou-
pling model and testing for the hypothesis considered irptiesent investigation.
More to that, by altering coupling coefficient, strengtmenor weakening those
intercellular couplings which are proposed as driving na@i$ms of the propaga-
tory behaviour seen in SMCs, the validity of the current ressc&n be partially
tested. Future work will include considering such coupkegnarios.

Portability of an algorithm is desired so as to be able to rokats perfor-
mance on vertical scaled computing architectures (i.eemomputing resources
added on one node) such as IBM Blue Gene/P. Modifications inxistéirey al-
gorithm will be required to fully exploit the computing powef a hybrid (shared
distributed) memory system such as BG/P.

Furthermore, the existing computational layout has thematl to add the
geometric enhancement to build a computation model for ¢e@@rterial bifur-
cation. This can be used to demonstrate the effects of cantalteyential wall
shear stresses acting on the cytoskeleton of the cell ancentmation patterns
associated with arterial bifurcations. Combining the nuoatrsolution of fluid
component (blood phase) with the solution of coupled cellel® may aid in im-
plementing physiologically relevant circumferential dients in wall shear stress
and agonist concentrations. These are expected to be catiopadly intense
problems, with high complexity due to involvement of splatiffects in a substan-
tial than one direction (i.e. longitudinal and circumfetial).
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Appendix A

Table A.1: Table lists parameters used in describing single cell SMC modkgbkeyigs-

berger et al(2009
F Maximal rate of activation-dependent calcium influx 0.23uM/s
Ky Half saturation constant for agonist dependent calciumyent 1uM
Geca Whole cell conductance for VOCCs 0.0012uM/mV/s
Veal Reversal potential for VOCCs 100.0mV
Ve Half point of the VOCC activation sigmoidal -24.0mV
Reca Maximum slope of the VOCC activation sigmoidal 8.5mV
Gna/ca Whole cell conductance for NdC&2* exchange 0.0031:M/mV/s
CNa/Ca Half point for activation of N&/C&2* exchange by C&" 0.5uM
VNa/Ca Reversal potential for the NdCa2* exchanger -30.0mV
B SR uptake rate constant 2.025uM/s
Ch Half point of the SERCA activation sigmoidal 1.0uM
C CICR rate constant 55uM/s
S Half point of the CICR Ca efflux sigmoidal 2.0uM
Ce Half point of the CICR activation sigmoidal 0.9uM
D Rate constant for G extrusion by the ATPase pump 0.24st
vy Intercept of voltage dependence of extrusion ATPase -100.0mV
Ry Slope of voltage dependence of extrusion ATPase 250.0mVv
L Leak from SR rate constant 0.025s?!
y Scaling factor relating net movement of ion fluxes to the membparential(inversely re{ 1970mVjuM
lated to cell capacitance)
Fua/k Net whole cell flux via the Na-K*-ATPase 0.0432uM/s
(] Whole cell conductance for Clcurrent 0.00134:M/mV/s
Vel Reversal potential for Clchannels -25.0mVv
Gk Whole cell conductance for Kefflux 0.0044:M/mV/s
VK Reversal potential for K -94.0mV
| Rate constant for net K, channel opening 45.0
Cw Translation factor for C&" dependence of £a channel activation sigmoidal oum
b Translation factor for membrane potential dependencegf hannel activation sigmoida 0.13uM?
Va3 Half point for the K- 4 channel activation sigmoidal -27.0mV
Rk Maximum slope of the ig 4 activation sigmoidal 12.0mV
k Rate constant of i degradation 0.1st
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Table A.2: Table lists parameters used in describing single cell EC modé&ldeyigs-

berger et al(2009
F Maximal rate of activation-dependent calcium influx 0.23uM/s
Ky Half saturation constant for agonist dependent calciumyent 1uM
B SR uptake rate constant 2.025uM/s
Ch Half point of the SERCA activation sigmoidal 1.0uM
c CICR rate constant 55uM/s
5 Half point of the CICR CA* efflux sigmoidal 2.0uM
Ce Half point of the CICR activation sigmoidal 0.9uM
D Rate constant for G extrusion by the ATPase pump 0.24s1
L Leak from SR rate constant 0.025s1
k Rate constant of I degradation 0.1s1t
Geat Whole cell cation channel conductivity 0.66uM/mV/s
Eca ca* equilibrium potential 50 mvV
Maa -0.18uM
M 0.37uM
X Constant calcium influx 0.02uM/s
Cm Membrane capacitance 25.8pF
Gtot Total potassium channel conductivity 6927pS
Vk K* equilibrium potential -80mVv
X 53.3uMmvVv
y -80.8mV
z -0.4uM
fap 1.32<10-3uM/mV
My 0.30uM/mV
Mas -0.28uM
Mys 0.38uM
Gr Residual current conductivity 955pS
Vrest Membrane resting potential -31.1mVv

Table A.3: Table lists coupling coefficients in different intercellular communication con-
figurations considered here; cases 1 & 2 simulate healthy whereas 3 & la@rpatho-
logical states, early and progressive atherosclerotic lesion, resgegctlilde represents
parameters for ECs.

Casel| Case?2| Case3| Case4

= | g |[1000.00] 1000.00| 1000.00| 1000.00
S| § | 1000.00| 1000.00| 1000.00 0.00
9| pca 0.05 0.05 0.05 0.05
2 | Peca 0.05 0.05 0.05 0.00
2| pipg 0.05 0.05 0.05 0.05
Pip, 0.00 0.00 0.05 0.05

5| G 50.00| 50.00| 50.00 0.00
2| G 50.00| 50.00| 50.00 0.00
§ Pea 0.00 0.05 0.05 0.00
5| Pea 0.00 0.05 0.05 0.00
g Pip, 0.05 0.05 0.05 0.05
Fr, 0.05 0.05 0.05 0.05
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